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A pilot scale non-adiabatic packed bed reactor has been designed

-~

and constructed to carry out the hydrogenolysis of n-butane over a nickel

»

>

on silica gel catalyst. The complex reaction scheme is highly exothermic
and results in steep radial gradients within the reactor. The apparatus

was interfaced to a minicomputer. A sophisticated executive program was

developed to assist with on-line studies of the apparatus. It provided

measurements of axial and radial reactor temperatures and composition data
for the reactor effluent. A third ;rder, digcréte time state space model

of. the reactor was postulated from mechanistic arguments and the parameters
fitted to dynamic data. The model served as the basis of a derivation of a

model reference adaptive controller designed to satisfy Lyapunov's second

theorem of stability. The control algorithm incladed terms for proportional,
integral and setpoint actions. The objective of the controller was to regu-.
late the reactor's production rate of intermediate reaction species. The

control «lgorithm was implemented experimentally and its performance discussed.

Problems with the controller are examined,and recommendations made.
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CHAPTER 1
~INTRODUCTION

T /
1.1 Objectives of This Study

In his critique of chemical process control theory, Foss [1973] -
has suggested that improvements in the methodology for the design of
multivariable control systems would result from devefbpments in three

areas: modelling, system configuration and adaptive. systems.

Process models of low order form the basis of nearly all multi-
variable control strategies. The central role played by a dynamic model
in the formulation of a control system accounts for the efforts spent
in their development. Mechanistic forms are difficult to formulate
properly because of poor understanding of a process' unEEFTifng
mechanisms. As dynamic models become more sophisticated and consequenttly
of greater order, it becomes increasingly difficult to ac%ieve a reduction
to a lower order form without the loss of essential dynamic characteris-
tics. In contrast, statistical methods sugh as time series analysis
assist in the identification of process transfer functions frop process |
input/output data. The derivation of an empirical dynamic model is
relatively simple and far less tedious when compared to the,ﬁechanistic
apbroach. Model order reduction is not usually required since m7de]s

produced in this manner must be parsimonious. /

J |

Econoinic considerations. usually dictate the objectives of a y

1
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. . by
plant's control system. The configuration of the control system which
hl R :

is implemented to achieve these objectives is not easily determined. "
For instance, it is difficult to precisely know the effects of coupling
bet&een process inputs and outputs. Ideally, the strongest interactions
should be used for control. Because it is usually not possible to mani-
“~ puTate the best inputs in the preferred way and often difficult to
measure the best outputs accurately or frequently enough, comproMisg -
control system configurations must be examined. Since éhere exists no
general ériteria for determining the best compination.of inputs and outi
pu?f which should be used, individual configurations must be studied.

Discrimination is then by trial and error technique.

Finally, adaptation of model and controller parameters during
load and setpoint changes can expand a sy;tem's oberating region to
cover a much wider range of operating ;ondﬁtions not possible otherwise.
However, stable operation in an adaptive environment is difficult to
ensure, particularly where a process exhibits time variant and non-

linear behaviour.

This work is an attempt to encourage development in those areas
singled out by Foss [1973], with particular attention given to their

deyelopment in one branch of chemical engineering.

Chemical reaction systems of commercial interest are usually

very complex and extremely difficult to model whether from fundamental
mass and energy balances or by empirical methods. It is, therefore,

~\



P
W memasn

N\

\\not surprising to discover that only a few inyestigations into the
performance of modern multivariable control techniques have been reported
for chemical reaction systems. Besides the usual modelling difficulties
which accompany complex non-Tinear mass, energy and reaction procesQes,
thengnde] must be cast into a form which permits the application of
modern multivariable control methods. Because such models always include
numerous approximations, self-adjusting or adaptive mé%hods which auto-

matically compensate for these inherent model inaccuracies are worthy

of experimental evaluation.

In a sampled data environment, problems arising from process data
taken at non-uniform sampling rates have been difficult to hangle. A
specific example of this difficulty occurs when it is attempted to
‘combine chromatographic q§ta with the temperature and pressure déta of
a p¥oce§s. Typically, the refresh rate of the temperature and ﬁressure
data is one to two orders of magnitude greater than that of the chroma-
tographic data. The discovery of a general metﬁod to éffective]y combine
non«uﬁiform]y sampled data would make the application of modern multi-

variable control theories much more attractive.

L
V=
s

The primary objectives of this study were threefold. Firstly,
to arrive at a Tow order state space model of a heterogeneous packed bed
pilot pl%nt catalytic reactor which would be suitable for control pur-
poses'by using a combination ?ﬁ mechanistic and empirical arguments.

The parameters of this model are to be fitted to actual pilot plant

-~ -~
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dynamic data. Secondly, to resolye in a simple manner the problems
related to the combination of non-uniformly sampled plant data for use
by a multivariable controller. And thirdly, to evaluate experimentally
the properties of a multivariable adaptive controller formulated
according to a_design technique based on Lyapunov's Second Theorem of
stability. The reactor to be controlled wﬁu]d be complex enough to

properly test the design method under reasonably adverse conditions.

Before any work related to the primary objectiveg could begin,
it was first necessary to satisfy a %ew secondary objectives. A pilot
plant reactor of adequate comp{exity had to be designed and constructed
in order to conduct worthwhi]g experfmental investigations. To this
apparatus had to be interfaced a minicomputer system configured for
daé% acquisition and control. Finally, an executive program for data. -
acquisition and control had to be developed because none suitigﬂe
for research applications was available for use on the Department's

Data General Corp. minicomputers.

The scope of this project is considerable and is meant to
explore the potential application of medel,reference adaptive control
to chemical reactors. Several avenues for future studies potentially
leading to significant improvements in adaptive control theory are |

major benefits resulting from this study.

1.2 Modelling Chemical Reactors for Process .Control

During the last two decades and particularly with the more recent



‘development of minicohputer and micropﬁocessor technology, it has become

feasible to use digital computers for the simulation and control of

chemical reactors. . Despite the very powerful compdtationa] tools

available at this time, most reactors are still modelled for control

purposes by single variéb]g transfer functions or steady state equations.

The transfer functions derived from theoretical models or plant tests are

used in the design of multiloop control systems. The sgnsitivity-of a

particular control system to parameter variations may be determined from

Bode plots and Nyquist diagrams. Analysis of the control system r@%?]ts

iﬁ a set of estimates of the controller gains. Of course, after a control

system has been selected for use in a plant, in-plant tuniné'of the

contro]fer gains is generally required to account for initial &9de] in- \\\\
accuracies and the endless series of plant upsets. The steady state . \T\\\
equations when fitted toqplant data have largely been used to evaluate

a reactor's day by day performance and to indicate éhe significant

interactions among its ihputs and outputs at a given operating level.

Depending on prevailing market conditions for the products being produced,

the feactor's operation would he altered to maximize profits or at least
nimize losses. Transitions from one set of operating %onditions to
another would be based»]arge¥y upon previous operating experience.
Depending on the frequency of changes in operating conditions, dynamic
modeY s cépab]e of assisting in the identificdtion of optimal trajectories
may a o be qiveToped to gain further economic advantage.

// .
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By their very nature, multiloop control systems cannot be
designed to compensate foF all interactions between reactor inputs and
outputs. Compensation is normally proyided for the major interactions
but the quality of the control system relies heavily on the proper choice
of controller gains. Multivariable modeis on the other hand do account
to .some degree for most input/output interactions. Therein lies the
principle justification for the development of multivariable dynamic
models and the application of multivariable control theory for packed
bed chemical reactors (Foss [1973}). If the controller is equipped
with an adaptive mechanism, greater advantages arise from the control
system's ébi]ityL%o self compensate for known and unknown load changes
or upsets (Unbehayen et al [1975]). Several approaches to the design
of a multivariable control system are presently available and all may
be readily implemented on digifa] computer systems equipped for data

acquisition and control.

" Jutan [1976] has determined that only a few investigators have
reported attempts to apply modfrn multivariable control theory to packed
bed chemicag reactors. To date, results haye b promising but much
more research effort is needed before commercial app]ic§tions can be
considered. Noné?to:date has typically inyolved only §imple reaétinn
systems; homogeneous and Tiquid phasg reactions, isothermal or
adiabatic configurations and linear ;eaction kinetics. Whatever the
| control design technique employed, no serious attemots have been

made to incorporate analytical data into the final control schemes.

. A sk
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This deficiency is a direct resuit of the non-uniform sampling rates

experienced when monitoring temperature, flowrate and composition data.

The primary objectives of this study have been explained in

'§€E§§rn 1 and their justification is based on the above discussion. In

orde
/

pad?%d bed chemical reactor is required and two approaches at arriving

to fulfill sthese. objectives, a multivariable dynamic model of a

: at a suitablb model will now be discussed. Adaptive control theory

will be discussed in the following section.

As a design tool, the digital computer may be used to develop

o — Y WT TR

quite sophisticated multivariable models which simulate the dynamic

behaviour of chemical reactors. The numerical methods which are inherent

in the simulations lend themselves very well to real time sampled data

systems. The complexity or sophistication of a model is then 1imited

to one's ability to identify and describe quantitatively the underlying

forces(and processes of.a chemical reactor. As most heterogeneous

, packed bed reactors are distributed parameter systems (éeck (1962]), a
proper’ mechanistic model must comprise a set of non—f?near

| highly coupled partial differential equations. Since these equations are

often not useful for coﬁtro] in this form, simplifying assumptions must

be made to render them tractable. Some approximations which result are

L €. e

quite reasonable in yiew of the physical properties of the system while

others may result in partial loss of the dominant dynamic properties of

N

the model. Another consequence of these simplifications is the loss of

theoretical significance for the model parameters.
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At some point, a decision must be made as to which approach to

modelling -- empirica]/or mechanistic -- is most reasonable given that

_ultimately the model constitutes, the basis of a multivariable controller.
/

The essential question that must be answered has to do with the effort
that must be expended to produce a model which serves the objectives

of control. If ong considers the mechanistic approach, a significant
effort is required| to formulate a comprehensive model of a reactor.
Further efforts are often required to restructure it into a useful form
for the app]icatioa of modern control theory. Model parameters must
then be estimated. Depending upon the situation, parameter estimation

may become extremely eomplicated, so much so that the efforts of the

L.
ML vy
-------------

of the fifted model is then contemplated, this effectively voids the
validity of the original model formulation. On the other hand, an
empirical model of appropriate dimensionality could produce the same
result but with much less effort. The identification of meaningful
models through the analysis of reactor input/output data 1S comparatively
more efficient. In some cases, theoretical considerations may yield

a model form which satisfies the control objectives and whose parameters
may be estimated from process déia. Since both empirical and mechanistic

model parameters must be fitted to dynamic data, neither can be claimed

to be better than the other in view of the end use.

Related to the problem of which modelling approach to use are the

practical constraints on model dimensionality. Aside from the obvious

PSR A
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logistics problems which arise when dealing with complex models, one

must consider the hardware limitations of digital computing systems.

In this study, an approach which involved a marriage of mechanistic
and empirical modelling methods was employed to develop a multivariable
dynamic model of a pilot scale n-butane hydrogeﬁo]ysis reactor. Available
detailed kinetic studies {(Shaw [1974]) of the hydrogenolysis of n-butane
provided significant a priori knowledge of the process. Using this
information and a limited amount of pilot plant dynamic data, a
reasonable form of a discrete time state space model of a pilot plant
reacton.ggg]d be postulated and the parameters estimated. The model
states cou]d‘be'chosen to facilitate the formulation of a multivariable

feedback controller.

The exercise of formulating a reactor model usually focuses
much attgntion on simulating the reactor's dynamic behaviour corréct]y.
This is obviously essential but some consideration must é]so be given to
the manner by which measured process data is combined Tor use by. a
control algorithm. Because it is not uncommon to find that measuréd
reactor outputs which are useful for control are not a}yays migsured‘at
the same rate, some means of combining all useful information must be
employed. = The definition of dummy state variables in the reactor model ’
could be used to account for missing information but this solution
rapidly increases the order of the s}stem under investigation. On the

other hand, a state observer could be defined but the observer design’



~
\\

\\\\ ' 10
would have to accou;:\;;;\¥§e time~yarying dimension of the measurement

-yector. Either of these appkoaches could be considered for on-line use
k]

but several practical aspects of the overall control problem preclude

their use. The model order/must be kept as small as possible to promote
the stébi1ity of the modeI' eference adaptive controller to be derived
in Chapter 2. Dynamic adjystment of the measurement vector would be

difficult to program and the momentary eXpaqsion and contraction of the

measurement vector could introduce bumps into the state estimates.

Proper definition of the‘ceugggl objective can in some instances
lead to another approach which is readily~implemented provided that there

€

is some insight into the properties of the rejctor.

It is reasonable to assume that a usual\&Qjective of reactor
thtro1 is the regulation of the production rdte ;T one or more products
in the reactor effluent. Given‘thjs premise, the states of a reactor
dynamic model could then consist of an independent subset of these pro-
duction rates: Because it is usually not possible to obtain reactor
effluent composition data at a suitable réte, some means of estimating
the states must be found. If the mass and energy equations for the
reaction system are vefy complex, it still is often possible to find a
simple correlation between the reactor model states and the reactant
feed rates and reactor internal temperatures. The parameters of this

state estimator may then be updéted as new reactor effluent composition

data bdcomes available. This approach was'considereq/ or the development

4 -
e
/
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of a multivariable dynamic model of the n-butane hydrogenolysis reactor.

The result was a model form well suited to the derivation of a model

: reference adaptive controller.

~

A detailed derivation of a discrete time state space model and

state estimator for an n-butane hydrogenolysis packed bed reactor is

S PR A

discussed in Chapter 2. Details of the fitting of model parameters will

be provided in Chapter 5.

ovee

1.3~ Adaptive Algorithms for Process Control
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éince it first appeared over a quarter century ago, adaptive
control theory has'been used extensively in the design of flight auto- -
pilots. It has also féund use in the control of electrical drives and
hydraulic servo-mechanisms and in a limited number of chemical engineering

applications.

The general objective of adaptive control systems has essentially

remained unchanged. In brief, the purpose of an adaptive system is to
modify, subject to an index of performance the adjustable parameters of
a process (for example, the gains of feedback controller) using informa-

tion derived from the process itself.”

Articles by andaq111974j and Unbehauen and Schmid [1975] provide

comprehensi&e reviews of the literature concerned with adaptive systems.

.

Landau [1974] has-attempted to define and classify the many facets of
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model reference adaptive control systems according to their dominant
characteristics. Design methods are also discussed with consideration
given to the design particularities of the various system types.
Unbehauen and Schmid [1975] have concerned fhemse]ves with presenting»
an overview of adaptive control techniques whicﬁ have found use in the
control of processes. Eoth review articles conciude with suggestions
for future development. It is.believed that present conditions will
not foster wide use of the adaptive methods. Before significant
industrial applications can be consideked, new and very rapid algorithms
are required and exberiménta] confirmatioq of current and futuré design
techniques .must be provided. Because adaptive control schemes are
relatively complex, digital computers must be used to implement them.
Design methods must then be developed with some consideration given to

the physical limitations imposed by the computer hardware.

Some experimentg]l work dealing with adaptive control of chemical
reaction systems has been reported. Typically, the systems being con- oo
trolled have low order reaction kinetic§ and mathematical development ;
of the control system has been with time as an independent and continuous
varjab]e. For instances where digi;a] computers are used to implement
the adaptive control algorithm, discretization occurs only after the
pertinent continuous time equations have been derived. Often, the plant
parameters being adjusted by the adaptiye control algorithm are the

- gains of standard three term proportional-integral-derivative controllers.
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For example, Schooley et al [1969] haye successfu]]& used a univariate
adaptive controller on a batch rubber polymerization reactor. In this
case, the controller was implemented on an analog computer. On-line
optimization of a two variable control system has been used to control
a water-gas shift reactor (Price et al [1967]). Ryan et al, [1971)

have used a model reference adaptive controller to adjust the gains of
a PI temperature controller for a first order reaction. An adaptive
controller developed by the Lyapunov design technique has béen used to
control a rotary cement kiln. To the author's knowledge, no experimental
investigations dealing witﬁ high order, non-linear chemical processes
have been reported which test any of the adaptive control system design

methods.

According to Landau [1974], adaptive control algorithms derived
on the basis of a reference model enjoy an important advantage over
other strategies because of their high speed of adaptation. The structure
of a typical model reference adaptive céntro] schemeiis given in Figure
1-1. This t&pe of system has a dual nature in that it may be used for
control or pargaeter estimation. Since it is non-linear ih nature, a
model reference adaptjve control system may be used oﬁ time variant,
non-linear multivariable processes. Its structure has also promoted
_the development of "proportiona]-inpegrai" adaptation, therebj providing

the control Taw with a memory component.

In the past, model referénce*adaptive control systems, have been

-~
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designed on the basis of local parameter optimization. The objective of -
all local parameter optihization methods is to sgarch'for a set of
parameter vaiues which minimizes an index of performance uéed to measure
the distance between a reference model.and the process being contrg]]ed.
Typical methods that have been used are the gradient and steepest Aescent

optimization techniques.

Model reference adaptive control systems are by nature non-linear
and for this reason, stability préb]ems cap arise. It is for this reason
thgt current studies employ stability arguments for system design.

Quite frequently, either one of two methods are employed. One method
based on Lyapunov's second theorem of stability js used to assure the
asymptotic stability of the differenée between the states of the

reference model and the process. -A second method employs Popov's
hyperstability criteria to providé asymptotic stability as well as bound;d
input/output properties (hyperstability) of the differenée between the

reference model and procgss states.

To the author's nowledge, only the Lyapunov design approach has
been employed to derive a model reference adaptive controller for
chemical engineering type systems. Ii.has been mentioned that the method ,
has been Used-sdc;essfullx on a rotary cement kiln. The literature also
qontains'an example of an evaporator (Oliver et.al [1973]) which was
controlled succeSs%u]]ykby'ﬁode1 reference adaptive control. ﬁbwever,

no known references deal with the control of a noisy, unstable, highly

r
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exéthermic and non-linear packed bed reactor. In yiew of the fact that
the Lyapunov design method had nﬁt been used to synthesize and implement
a model reference adaptive controller for a complex reaction system, it
was clear that an experimenta1.1nvestigation was required. As outlined
in Section 1, a primary objective of this study was to evaluate experi-
mentally the properties of a multivariable adaptive controller formu]atea

according to a design technique based on Lyapunov's Second Theorem of

;stabi11ty. The reaction scheme employed in this study was considered

to be sufficiently complex to adequately test any design method.

A methodology for the désign of. a multivariable model reference
adaptive controller based on Lyapunov's second method has been advanced °

by Porter &t al [1969]. Oliver et al [1973] have extended the design

method to include both integral and setpoint action. In both cases, fhe

derivations are in continuous time and as indicated previously, this may
lTead to unstable operation. To avoid this difficulty, the derivation
of a model reference adaptive'contrleer for this study was to be. formu-

lated. entirely on a.discrete tihe basis.

Certain difficulties keré expected. Model reference adaptive
control systems may be difficult to stabilize if the process exhibits
non—minimum phase characterist{ds. Also, the stabiTity of the control
system may be jeopardized by a pseudo~inyerse approximation called for

f .

in the calculation of the adaptive controller gains. The quantitative

effect of these factors upon the ultimate stability of a model. reference
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adaptiye controller was unknown and could not be determined beforehand.
Since an objective of the study was to examine the propertieshof tﬁe
adaptive controller under fairly reésonab]e adverse conditions, %nvesti—
gations were undertaken. The results of the experimental program wi]i
be presented in Chapter 5.

f

1.4 Experimental Considerations

The three secondary objectives mentioned earlier in Sectiog 1 had
to be satisfied before ady'of the primghy objectives of this study could
be undertaken. To bedin, a pilot pJagt reactor had to be designed and
constructéd. It was desirabie to héve a reaction system which was
complex and highly exothermic to contrést with the relatively simpie
systems on which the few reported works of applied reactor control have
been done. The extensive k1net1c studies by Shaw [1974]) on the hydro-
genolysis of n-butane over n1cke] catalyst made it reasonable to assume
that the kinetics of this reaction were well known. Since this reaction
exhibited the desired characteristics of complexity and high exothermicity,

it was decided that a packed bed pilot scale reactor would be designed

" on the basis. of the hydrogenolysis of n-butane reaction.

The experiments to be performed on the pilot scale reactor were
sufficiently 'complex to warrant the use of an on-1ine minicomputer. This
machine quJ}nterfaced to the reactor and could support both data

acquisition and direct d1g1ta1 contro] applications. The pilot scale

A
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reactor and the minjcomputer system to which it is interfaced will be ,

described in Chapter 3.

Finally, an executive program designed to suppoft computer based
research studies was developed for use on Data General Corp. mini-
computers. Of the executive programs tﬁat were available at the time
this work started, none was found to be compétible with Data General
machines nor suited for use in an experimental environment. The
executive program developed for this work is known by the acronym "GOSEX"
and details o ifs structure will be proyided in Chapter 4. However,

the design Pasis of the program will be discussed at this time.

" The design of a digital computer execufive program‘is based on
many philosaphical decisions which are meant to satisfy the varied
needs of the é;d user.  For this reéson,'an executive program desid%ed
for batch operations cannot support real time applications such as &;ta
acquisition and process control. Similarly, a real time executive program

-designed for use in industrial .applications will not lend itself very

. R 7 .
- easily for use in a research enyironment.

A1l real time executiye programs haQe several things in common,
Tine is the most preéious resource and tasks-related to it must be
executed without delay. The executive program must be intgractive and
respond promptly to user requests. In an_iqﬁustrial ehvironmen£, the
system structure is fixed and consequentlfﬁlhe executive program is

designed according to fairly rigid guidelines. In a research environment
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however, needs change frequently and in this case gréat flexibility

must be designed into the executive program. The rigidity or flexibility
of an executive program is directly related to the mechanisms that must
be used to make changes when on and of% line. Changgs ing]ude the

alteration of calculation parameters and algorithm reprogramming.

A number of systems houses are currently marketing computer.based
datq acquisition and control systemshwhich are tailored to industrial ‘
applications. The FOX 1 and FOX 2 by Foxboro, the DCZ by Fisher, the
MOD III by Taylor and the TDC by Honeywell are systems which incorporate
a wide variety of features essential for real time control applications.
None of thé‘systems can be consi&ered perfect by any means but typicaily,
they provide the capability to a]tgr con;rol structures and software ,

Ld

while on-1line. “

The applications software ]anguagg is st ured to permit pre-
compilation prior to prbgram execution. Thi /Z:::2¥s the amount of
storage needed for application softwary’iﬁﬁ/iignificantly reduces the
amount of system overhead that would be required otherwise (Shave [1975]).
The sopﬁistigation incorporated into these industrially oriented data
acquisition and control systems is essentfa1 in a pr&cessing enyironment -
but {s clearly not essential in a researchiehvironment. For this ﬁeason, ‘

the purchase of such a system for research applications cannot usually

be justified eéonomica]ly.
_ \
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Executive programs for data acquisition and control are generally
designed around real time operating systems which have been developed
and are maintained by computer manufacturers. The genera]wdesign
considerations ?hat must be incorporated into a re$1 time operating

system have been discussed by Purser et a]'[1975] and Sorenson et al

(1975]. With this basis, software houses are now offering data acquisi-

.tion and control systems which are assembled with proven hardware com-

h)

ponents sold by major equipment vendors sukh as D1g1ta] Equipment

Corp R Data Génera] Corp., RTP Inc., EMC Inc. and others.

The executive p}ograms in th}s instance are usually much simpler .
and can be tailored to satisfy many small industrial and long term -
research applications. In these cases, changes to any of the applications
programs often must be made by the vendor, the}eby forcing the end user

to rely heavily on the competence of the vendor's field service staff.

In a research environment where requirements change frequently,
it 1s essential that the end user haVe’theecapability of making source
changes to the applications software without recourse to a vendor. In.
order that this can be possible, the executive program must support a

high level Tanguage such as BASIC, FORTRAN IV or ALGOL. Normally, the

end user edits, compiles, links and loads the executive and applications

programs before on-line use. Ilo provisions are made to permit on-line
modification of the user software. Recently howevér, a small number of
software houses have marketed executive programs that provide the capa-

3
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bility to write BASIC type programs whi]g on-line. For example, BCS

by Metromation Inc. includes an on-line editor which accepts and'stores
instructions for interpretation by the system at run-time. This
technique is inefficient since there is no pre-interpretation of the user

coding (Shave [1975]).
At the time this project was begun, no reasonably priced or

technically acceptable executive programs for data acquisition and control
were'available that were designed for use on Data General Corp. NOVA
minicomputers. Since an executivg program Qas required for éxperiments
investigating the properties of a model reference adaptive controller,

one which satisfied the projects requirements was developed. The execu-
tive program was written in assembler language and was based on Data
General Corp.'s Real Time Disk Operating System (RDOS). It was designed
to support applicatiens program written in FORTRAN IV. An overlay ”
facility was employed to minimize the effective size of the executive
core requirements. Several executive functions were developed which gave
the user on-line control over data output record formats and application
programs. A facility to change program parameters while on-line was

also provided, Complete details describing the on-line capabilities of

the program will be provided in Chapter 4.

In Chapter 2 which follows, a low<order, discrete time, state
space model is developed for an n-butane hydrogenolysis packed bed re- )

actor. The model is used in the derivation of a model reference adaptive

~
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controller designed according to a methodology based on Lyapunoy's

second theorem of stability.

A description of the pilot scale packed bed reactor apparatus
and the process minicomputer to which it was interfaced will be given in
Chapter 3. This apparatus was used to investigate the properties of
the model reference adaptive controller derived in Chapter 2.

A
The capabilities and on-line operation of an executive program

developed during this work to support experiments on the reactor appara-
tus will be provided in Chapter 4. The application of the model refer-

ence adaptive controller was greatly simplified because of its deyvelopment.

/ Details of the experimental program which was conducted to fit
model parameters and evaluate thevproperties of the model reference
>

adaptive controller will be given in Chapter 5.

Finally, conclusions and recommendations regarding this and other

work will be summarized in Chapter 6.



- CHAPTER 2
MODELLING AND MODEL REFERENCE ADAPTIVE CONTROL

QF THE BUTANE HYDROGENOLYSIS REACTOR

[~

o?

2.1 Introduction

\

It is impractical and perhaps even impossib]eito formulate a
dynamic model of a packed bed.catalytic reactor which accounts for all
types of disturbances or time ﬁaryiﬁg parameters which may affect the
reactor's operation. Nevertheless, an unsteady state model which simulates
the reactor's principal dynamic characteristics must be developed if
modern mode]l based multivariable control theories are to be applied. The
continuous and discrete time linear state space models

i = Ax + Bu (2-1)’

x(k+1) = Ax(k) + Bu(k) (2-2)

x: state vector, n x 1

u: input vector; r x 1

A: transition matrix, n x n

B: control matrix, n xr
are used to represent the dynamics of a process about a steady state or
operating level. The order of the sysfem is specified by the dimension of

the transition matrix A. When the model is to be used in a sampled data

control environment,.the form of Equation 2-2 must be used.

In on-1ine applications using digital computers, it is desirable
that the model be of low order for two main reasons. Firstly, computa-

[N

tional difficulties may be encountered when attempting model based control

23



24

witq a high order model. These may include ﬁUmerical instability, lack of
central processor memory or simply extremely long calculation times. Any
one of these can preclude the use of a model for on-]ine)contro1 ca]cu1a~
tions. Secondly, most workers find it conceptually very difficult to

deal with models of very high dimensionality: model development, para-
meter estimation and even relating m&de] parameters to physical variables
become formidable tasks. For practicé] purposes, it would appear reason-
able to consider a tenth order model as a feasible upper bound on mode]l

dimensionality.

Because the dynamic behaviour of a complex plant cannot be
precisely simulated by a lTow order model, it is advéntageous to employ a
control algorithm which is insensitive to the inherent mode]11ng errors.
A robust algorithm capab1e of self-tuning or adaptation of parameters is
desirable, particularly 1f large excurs1ons in plant operat1ons occur.
Large Toad or setpoint changes usually generate perturbations that can
drive a plant into other regimes of operation. Mode]l reference adaptive
control systems may be’used to adjust the inputs and parameters of a
plant and it is usually based on the ¥6west ordér model that adequately

répresents the open loop plant dynamgés.

As illustrated in Figure 2-1, the plant and referifce model states
and measured plant upsets are.passed to an adaptive algorith The gain
matrices of the controller are adjusted to force the plant states to

follow those of the reference model. Above all, the resulting manipulation
\ ¥ '
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of the plant inputs must not cause instahility.

In Section 2 of this chapter, a brief expos¢” summarizes the
formulation of a Tow order model of the butane hydrogenolysis reactor.
This model, structured in consideration of the control objectives forms’
the basis of a reference model which is central to the derivation in
Section 3 of a model ;éfprence adaptive control algorithm. The stability
of the control system %s.based 6n Lyapunoy's direct method.

2.2 Unsteady-State Model of the n-Butane Hydrogeno]ys%s
Pilot Plant Reactor

The kinetics of the hydrogenolysis of n-butane (Shaw [1974])

are based on the following set of four equations of which only three

represent independent reactions: v
. . .
n - C4H10 + H2 _— C3H8 + (:H4 (2-3)
- __1-F
n - C4H10_+ H2 —_ 2C2H6 (2-4)
03H8'+ Hy ——> C2H6 + CH4 (2-5)

The hydrogenolysis of n-butane is an equimolar reaction and F is the
fraction of the reacted n-butane which is converted to propane. An
independent set of equations was formed by’cohbining Equations 2-3,

2-4 and 2-6. For this study, it was adyantageous to define for these
independent rea;tiﬁn equations extents of reactiéns in terms of the amount
‘of product formed per unit time.. Symbols €5 eé and‘e3 were used to

define the extents of reaction for the chemical reactions of Equations

B N A
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2-3, 2-4 and 2-6 respectively, Overall steady state material balances
for the five reaction species were then expressed as 1inear combinations

of these. The appropriate algebraic equations derived in Appendix C,
i
Section 3 are given by Equations 2-~7 to 2-11: \

, :
Ge = G -~ f (2-7)
n-C4M10 Gt Gy
Ge = +f (2-8)
CaHg C4fg -
Ge = +3f - 2f - f, (2-9)
Ge = -2f + f o+ 2f (2-10)
CH, =G C3Hg Hy
G, = &l -, (2-11)
2 2 M2
where G: total volumetric flowrate, cm3/sec
. Ci> cilz concentration of component i at.exit and

inlet respectively, gm—mo]es/cm3

fi: extent of reaction for component i, gm-moles/sec

In the development of these equations, it was assumed that the reactor feed *
was n-butane and hydrogen only and that inlet and outlet temperatures and
_ pressures were identical. These assumed conditions were reasonable since

the pilot plant reactor to be descriﬁed was designed to approximaté them

as closely as possible. It is worthwhile noting here that the molar

production rates of propane and ethane are simply linear combinations of

the extents -of reaction for n-butane, propane and hydrogen.

R
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In his PhD thesis, Jutan [1976] has deyeloped a mechanistic
mode]l which simulates the dynamic behaviour of the n-butane hydrogenclysis
packed bed reactor about a sfeéﬁy state or operating point. The reactor
itself was open loop unstable. Although a complete description of the
pilot plant reactor (designed and constructed for this work) is provided
in Chapter 3, a simplified description based on the schematic in
Figure 2-2 is presented here. Independently manipulated hydrogen and
n-butane feed streams were mixed and preheated before being fed to the
tbp of the packed bed reactor. Inside the reaétor, these were reacted .
to form propane, ethane and methane. The hydrogenolysis of n-butane was
.prqmoted by a nickel catalyst described in Appendix A. The cy]indricaf'
bed was 4.1 cm in diamefer and 25.6 cm long. -Partial removal of the heat
of reaction was achieved by jacket cooling of the reaétor. This precluded
1sotherma} or adiabatic operation. Due tq‘the reactof design, it was .
possible to‘assume that the reactor wall temperature equalled the average.
of the. coolant inlet and outlet temperatures. Within the‘reactbr, feed
gaﬁes were heated to the reactor wall éemperqture beforé entering the
catalyst bed. The reactor was subject;d to various_smal]’;isturbance%.
The only, known ]arge disturbance affecting the pilot plant reactor had to
be synthesized by forcing step changes in the coolant temperature. A1l
major pilot plant variables were monitored by a minicomputer. These
included two coolant temperatures, nine‘ax1a1 and three radial reactor

temperatures, reactant flowrates and the composition of the product

stream. The aéqu1s{t10n of temperature and flow data was controlled by

“
Lo
o
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computer program whergas_a programmahle process gas chromatograph pro-
yided the concentration-data. Temperature measurements were taken once
every twelve seconds and flow measurements once every second. Analytical

' \

information on concentrations was only available at six minute intervals.

A gréat'dégl of thought went into the derivation of the
differenffa] equations dgscribing the dynamics of the butane hydrogenolysis
reaétor. Justificatton and a detailed discussion of the key assumptions

for the'f9]1owing set of four céup]ed highly non-linear partial

' differential equations (PDE's) are available in Jutan's [1976] thesis.

~

i, Pera [ 24} et PG (2-12)
Ve 32 2y 3T Yar |~ ¢ T ot
- i=1,2,3 3 -
. L An:Rsp
v 2T +*_e.r_e_(r§1)+a'_=l__"_i_8=ﬂ_ (2-13)
T 9z Ry 7 or ¢ at .
=5 )
(0 el
. 5spalpg o _ (2-14) A
T LT ' ) . ‘
C= CosPp * CpePas |
Boundary Conditions
r:o ?ﬁi.: _a_-.l.-.=
) 3
o , R (2-15)

ac
r=1, —1 =0, &= (1 - 71)



z=0, T = T& for all r 7
-C, = c.I, i=1,2,3 for all r
oA o [ (2-16)
t=0, T(r,z) = T initial
C.i(rsZ) = C1. initia]a iF 1’233J

where z axial distance (normalized)

r radial distance (normalized)

t: time (sec)

L:  reactor length (cm)

R:  radius of reactor (cm) . 3

i concentration of species i (gm-moles/cm”)-
T

temperature og gas or solid catalyst in .
reactor bed (“K) o ‘
T : reactor wall temperature ( K)

Vg thermal wave velocity (cm/sec)
V.: . concentration wave velocity (cm/sec)

C: ihhomogeneous heat capacity (kca]/gm/OK)

B1 Biot number i
G superficial gas velocity (cm/sec)
£ cata1y§t bed yoid fractjoq 2
Der. effective radial diffusivity (cm™/sec)
Aep effective radial conductivity (kca]/cm/oK/sec)
Py’ bulk density of catalyst (gm/cmS)A,

pg: 9as density (gm/cm3)
. Cpg:  specific heat of gas (kcal/gm/OK)
Cpg:  specific heat of solid (keal/gm/°K)

R;: net reaction rate for spectes i
(gm-moles/gm catalyst/sec)
* R;: heat of reaction for reaction j
J (gm-moles/gm catalyst/sec)
ah,: heat of reaction for reaction j -
I - (kcal/gm-moles) .

-

Equations 2-12 and 2-13 express the time variation of the radial and axial
gradients of temperature and concentration. These equations include the

following simblifying assumptions:
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~The free ?as and the catalyst particle temperatures were
essentially the same at a given location in the reactor;

~The reacfor was assumed to be an homogeneous system with
negligible pressure drop;

~-Free gas movement along the reactor axis was assumed to be

in plug flow with a constant average velocity in spite of the
existence of thermal gradients in both the ax1a1 and radial
directions;

~Axial diffusion terms were considered neg]igib]e when compared
to the bulk flow terms;

-Physical property data were evaluated at an average operating
condition and were_assumed constant over the range of operation.

The system of‘equations did not exhibit special forms or characteristics.
Without an indication of the nature of these differential equations,

it was not obvious whicﬁ theoretical and numer{ca] techniques could be
employed. Simce it was apparent that numerical solutions of the PDE's
were‘a1together.impracfical in this inquncé, it wés felt that simp]i%ica—

tions should rely on a priori knowledge of the nature of the reactor's

concentration and temperature profiles if the axial and radia]‘directionsT-——f/-\‘\\

.The next few paragraphs summarize the ste

. arriving at a low order approximation of

The first simplification of the

2ps Jutan [1976) followed in
the PDE's.

PDE's resulted from the use

of orthdgona1'co]1ocation numerical- techqiques (Finlayson [1972]).

Low order orthogonal po]ynomial§ were chosen to approximate the

expected radial temperature and‘concentration profiles and to satisfy

available rad1a] boundary cond1t1ons Wh%n the po]ynom1a1q(were

d1fferent1ated with respect to "r", formujlae for the various radial

:\\ ‘

o
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derivatives resulted. Application of these formulae to Equations 2-12
and 2-13 yielded a reduced system of seven, two dimensional PDE's:

T €,

one temperature and six concentration equations. An algebraic equation’

i

for the temperature at the reactor wall also arose.

A continuous state space model was obtained by discretizing
a linearized version of the reduced system along the axial dimension "z".
Since 20 steps were taken, the order of the state space mode] became
140. It was clear that a reduction to a significantly lower’order was
required. Reduction by modal analysis was not feasible. The concept
of aggregation due to Aoki [1968] wag used to transform the hﬁgh order
system to an 80th order system. 'Although the transformation was not
exact, the result was, in the least squares sense, the best that one

’

could achieve.

The state space model éf order 86 was still too large for the
purpose of on-Tline control. An approach other than discretization in
the "z" direction.had”ﬁg/be considered. As for most solid catalysed gas
reactions, the ratio of the concentration wave ve]oc{ty to the thermal
wave velocity for this reactor was very large {(about 1400). This implied
that perturbations would cause the reactor concentration profile to
quickly reach a quasi-steady state leyel. Concentrations would neverthe-
less respond to the sTowér‘dynamics of thg temperature wavg,.thereby

étta1ning their ultimate steady state level as temperature reached its

own. The quasi-steady state assumption rempved the explicit dependence
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\‘
‘///> of concentration on time. The depéndence still existed by virtue of
ya the coupling between concentration and temperature. As a result of the
‘ quasi-steady state assumption, the set of seven, two dimensional PDE's
L was reduced to a single £w0 dimensional PDE for temperature and a set
.

of six ordinary differential equations for concentration. Only the

temperature PDE included time as a dimension.

Further model simplification was necessary for control “purposes.

7

™, Under the assumption that the axial temperature and concentration pro-

e

files could be approximated by high order orthogonal po]ynémials, once
again it was possible to further reduce the newly simplified system.
The linearized seventh order continuous state space model which resulted
expressed the time variation of the axial collocation point temperatures
about their steady-state or operating levels. Algebraic equations
expressing the component concentrations throughout the réactor as a
function of the system states and inputs were derived. The fact that
the effluent concentrations could be expressed as a linear comb{nation

. of the axial collocation point temperatures and the manipulated inputs
was a key result and is extremely releyant to later discussions in this

thesis.

Because the reactor model was to be usg&\for on-1ine control,
the continuous seventh order state space model had to be discretized. A
simple numerical technique which accomplishes the conversion is described

by Noton [1965]. Briefly, the integration of the 1inearized continuous
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state space model over the discrete time control interval generates the
necessary discrete state space mode]l matrices. By this method, Jutan
(1976] arrived at the following ttme-invariant linearized discrete state
space model of the reactor. Real matrices A, B and H were estimated

from temperature and concentration data.
5

x(k+1) = A x(k) + B u(k) (2-17)
y(k) = H x(k) . (2-18)

where x: state vector of collocation
point temperatures, nxl

u: vector of inputs, rxl

y: vector of measured temperatures, mxl
A: transition matrix, nxn

B: control matrix, nxr

H: measurement matrix, mxn

n=17

r=2 -
m=9 ;

The collocation point at z = 0.0 is not included since no dynamics exist
at this axial position. ;

The esSential dynamics of the reactor were well modelled by

Equation 2-17. The incorporation of product stream analysis data into

measurement Equation 2-18 would lead to serious difficulties since this

*

information was not usually available when control -action had to be
¢ .

computed. For this reason, the derivation of a stochastic multivariable

R

control law was based on estimates (by Kalman fi{gering) of the

collocation point temperatures from pilot plant,fémperature data; The
\
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objective of this law was to minimize the variance of the vector of
estimated reactor effluent concentrations about their steady state or

operating point values.

Despite the fact that Jutan's controller worked reasonably

well, the real control problem is related to the production rate and
composition of the reactor effluent. In this study, we were specifically
interested in the control of the rate of production of reaction inter-
mediates, propane and ethane. In order to derive a multivariable control
law which will “satisfy these objectives, a state space model expressing.
the time variation of the reactor effluent extents was required. Instead
of achieving state variable feedback control, output feedback control

was desired, where the outputs were extents of reaction as opposed to

temperatures.
—~———

It has already been pointed out that the quasi-steady state
approximation made it possible to express‘the concentration in the reactor
effluent as an algebraic function of the manipulated reactor inputs
aﬁd axial collocation point temperaturest This same assumption suggested
that it may be possible to describe the behayiour of the reactor by a
lower order dynamic modél with the reactor effluent stream extents as the
states. Thjs postulate 1is based on the following arguments. Assume
an experiment was to be conducted in a plant to obtain a multivariable

relationship between input flow rates and effluent stream extents. [t

i{s assumed that the reattor has been operating at a/;teady state condition.

LR TPy, O T o e g
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Subject to a step change of the reactor inputs, the effluent compositions

will also change rapidly and appear to level off within a few seconds.

Since the thermal wave "time constant" of the reactor is known to be of

the order of 5§ minutes (Tremblay [1973]), the temperature profile will

not vary significantly for several seconds after the disturbance. How-

ever, as the thermal wave responds to the new input levels, the effluent

-

composition will vary in response to the changing temperature profile.

Variations in the effluent stream composition will persist until the

thermal wave transients disappear. From these observations, it could be

postulated that the dynamics of the effluent stream reaction extents

defined by Equations 2-7 to 2-11 may be suitably represented by a system

of the form of Equatjon 2-19. A state space model in terms of reaction

extents could be used to satisfy the objectives of control.

x(k+1) = A x(k) + B u(k) (2-19)
y(k) = 1 x(k) (2-20)
where x: state vector of effluent stream : foxtent of n-butane
reaction extents, nxl %xtent of propane
extent of hydrogen
u: .

=~ R R I -

[ I 1]

vector of inputs, rx1 : [n-hutane flow
hydrogen f1 ovJ

vector of measured reaction extents, nxl

transition matrix, nxn

control matrix, nxr

identity matrix, mxm 3

3

3

2

&
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As indicated by Equations 2-8 and 2-9, the molar flowrates of propane
and ethane in the effluent are simply linear combinations of the extents

of n-butane, propane and hydrogen.

Heterogeneous catalytic packed bed reactors are distributed
parameter systems and typically exhibit non—minimum phase behaviour. The
n-butane hydrogenolysis pilot plant reactor has been observed to exhibit
this property and to account foyr it in a model of the reacFor would
require the egistence of right half plane zeroes. As described in
Chapter 5, all parameters of the reactor model Equations 2-19 and 2-20
wére to be fitted to experimental data. Since no prior information
about the process zeroes was available, no attempt was made to force the
fitted model parameters to assume any right half plane zeroes. The
state space reactor model would therefore only possess those characteris-

~

tics imparted by the experimental data itself.

Experience with this pilot plant reactor indicates that action
must be taken gevera] times during the six'minute ana]ys%s cycle of the
process gas chromatograph if control .of the effluent composition is to
be achieved. In order that Equation 2-19"be applicable to the control
of this reactor, some means of predicting the reacéion_extents of the
reactor effluent stream is required, It was previously mentioned .that
Jutan [1976] was able to express the effluent stream concentration in
terms of the reactor inputs and temperatures along the reactor axis. For

thi's study however, a low ordef‘empirica1 correlation of the form of
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Equation 2-21 was found to satisfactorily predict effluent extents.
y(k) = E t(k) + G u(k-1) (2-21)

where y: vector of estimated reaction extents

in the reactor effluent, nx1

vector of functions of temperature data, mxl
vector of inputs, rxl

correlation matrix, nxm

correlation matrix, nxr

IS oMmec o

wonn
wW N W

The extents were linearly related to the two reactor inputs and three
independent functionals of the reactor axial collocation point tempera-

tures. A discussion of this equation will be presented in Chapter 5.

»>

Equation 2-21 may be used to predict the reactor effluent
st*eam extents from input and a%iaT temperature data. If the elements
of matrices E and G are not updated on-line, these predictions will be
unreliable, particulary during plant upsets. These may result from load a
or setpoint changes or from time variations of key plant parameters such
as catalyst activity. To reduce prediction errors, matrices £ and G
may be updated recursively from actual concentration data while on-line
if it is assumed that Equation 2-21 represents a set of independent
multivariable, ‘single response, linear equations. Since our prime interest
was on-line prediction of concentration data, the fact that these
equations were not truly independent was ignored. Ani,of the popular

recursive est%mation algorithms could have been used in the updating of

matrices E and G. However, a study (Soderstromet al [19741) has demon- |,
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strated that all would yield equally good‘estimates of the matrices if

the errors were assumed to be white noise only. In this light, it was

decided that the method of least squares would be employed. The selection

was based on computation speed alone. Row elements of matrices E and G

may be updated on-line by the following recursive algorithm (Soderstrom

et al [1974]) for a real-time enyironment:

~

D

¢ (k+1)

P (k+1)

e (k+1)

where

(k+1)

b

v m <.

Al

«y

o(k) + c(k+1)e(k+1) - (2-22)

P(k) ¥(k+1) (2-23)
A + v(k+1)TP(k)¥(k+1)

- P(k)w(k+1)w(k+1)TP(k) ] A (2-24)
P(k) T T
A+ ¥(ke1) TP (k) (k+1)T]

y(k+1) - o(k) Tw(k+1) (2-25)

vector of parameter estimates, r

elements of matrices E and G, (m+y) x 1

vector of independent variables, Amr) x 1

measured response, scalar

residual of measured and predicted response, scalar

weighting vector, (mtr) x 1

matrix proportional to the covariance matrix
(mtr) x (mtr)

forgetting factor, scalar O<i<l

The P matrix is proportional to the covariance matrix and will converge

in a stable manner to the null matrix if the forgetting factor is unity.

The undesirable consequence of this is that the updating algorithm will

be insensitive to disturbances once P becomes too small. By setting the

forgetting factor slightly less than unity, P cannot converge exactly

to the null matrix. In this case, only (1/(1-1)) past residuals will
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actually influence the current parameter estimates. Typical values of

A are 0.95 to 1.

Together, Equations 2-19 to 2-21 define the form of the reactor
model that was used'fqr this control study. From reactor temper;turé and
input data, the states of Equation~2~19 were estimated by Equations 2-21 -
and 2-20. Control action based on these estimates was .then computed by
the algorithm described in Section 3. As new analytical-data about the
reactor effluent were obtained, the elements of the matrices E and G of
Equation 2-21 were updated by a recursive algorithm which is defined by

Equations 2-22 to 2-25.

Initial estimates of real matrices A, B, E and G of Equations
2-19 and 2-21 were determined from data obtained while the reactor opera-
ted under single variable feedback control. The estimation is discussed

in Chapter 5.

2.3 Model Reference Adaptive Control Based on Lyapunov's
: Direct Method

_Because multivariable control laws are generally designed to
exploit process interactions, they should perform better than multiloop
control systems. This has not heen the case since most multivariable
. contro} structures are not robust enough to compensate for unmeasured
disturbances and drift. Multivariable control 1§ws also cannot function

effectivel& should key measurements or manipulated inputs bgcome unavail-
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¢

ahle through failure. Since aTi\R1ants are subjected to these phenomena,

\
adjustments must be made to the multivariable controller in order to main-

tain operating objectives. There are two ways of arriving at the necessary

adjustmehts. The first approach is to analyze recent operating data and
either re-estimate new controller parameters or restructure the control
system. With the recent development of adaptive algorithms, oh—11ne
estimation of controller parameters using a- process control digital
computer has become an attractive alternative. There is every indication
(Unbehauen ef al [1975]) that model based adaptive control systems will
find wide acceptance in several chemical engineering appliications.
Experimental studies 1ike this one with comp]ex'pilot plants are intended

to test the power of existing adaptive control theory and point out the

inherent weaknesses.

The design of a model reference adaptive controller based on
Lyapunov's direct method js developed for appliication to the control of
the butane hydrogenolysis pilot plant. Early work (Luders et al [19743)
with continuous adaptive control systems encountered serious numerical
instabilities'when solutions were attempted with a digital computer. It
has sinée been recognized (éebakhy [1976]) that the difficulties arose
from'the direct discretization of the pertinent continuoﬁs equations.

These problems can be avoided if the system is derived in discrete form.

The discrete time derivation is also required for application of the theory

in a sampled data environment.

o
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The usual-objectives of a commercial plant are basically to
produce a certain material at a given rate and quality. To ensure
relevance, the controller deyeloped herein is designed wjth these objectives
in mind. In order to maintain the production rates of reaction intermediates
propane and ethane at specified setpoints without offset, integral action

is incorporated in the derivation.

In Section 2, it was postulated that the dynamic behaviour of
S
the butane hydrogenolysis pilot plant in terms of reactor effluent extents

could be represented by the linear state space model:
x(k+1) = A x(k) + B u(k) (2-19)

The implementation of integral and setpoint action in the control of the
>
production rates of propane and ethane requires the definition of two

new states, such as those defined by Equations 2-26 and 2-27:

x(k) = F x(k) (2-26)
z(k+1) = z(k) + x(k) + aX (2-27)

where x: deviation of the production rates of propane and ethane
about the fitted mean,, sx1
F: real-constant matr1x,[0 1 0] . sxn

(Refer to Equations |3-2-1
2-8 and 2-9)
z: integral sum vector, sx]
Ax: deviation of the production rate setpoints from the
fitted mean values for propane and ethane
(fitted mean value of - desired values of the

the production rates - production rates ), sx1

An augmented iime-invarient discrete linear dynamic model of the reactor is

obtained by .combining Equations 2—19; 2-26 and 2-27. The result given

P N e e AT e
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by Equation 2-28 is an open loop model of the reactor system:

= X 2-28
xm(k+1) Amxm(k) + Bmu(k) + DmAx ( )
where xmf/'x] , augmented state vector,  (n+s)x1
z
Ay [A 0], transition matrix, (n+s)x(nxs)
FI ‘
B [g], control matrix, (n+s)xr
. o - -
o [0], (nts)xs <
L

If load change information was available, it could be included as an

input to the model by augmenting the last term of Equation 2-28. In this
way, feedforward action could be produced. .The adaptive algorithm devel-
oped in this section associates all differences betweep model ‘and plant
states with improper process regulation. Although not treated here, it
is possible to include a sditab]y identified noise model to account for a

portion of these differences.
b

The auxitiary form of Equation 2-28 can serve as the basis for
the design of an optimal controller for the pilot plant. If a quadratic
performance index with a penalty éﬁr control is defined and minimized
(see Appendix C, Section 2) a time-invariant, as§Pptotica11y stable closed
. loop model would result. In order'that this model included the possibility
of setpoint éﬁénges, it is altered to yield Equation. 2-29:

x (k+1) = A;xm(k) + DmAi ' (2-29)

where A *: inherently stable transition matrix, (n+s)x(n+s)
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Despite the fact that the form of Equation 2-28 was obtained
using reasonable arguments and that elements of the Am and Bm matrices

were fitted to real plant data, this linear model can only represent an

Ao e e

approximation of the real plant. Consequently, Equation 2-29 cannot be

optimal for the real plant.

The real plant is assumed to be governed by the following time-

invariant linear state space system:

k+1) = k) + B + X e ~30
xp( 1) Ap X (k) o u(k) Dp AX (2-30)

where xp: process state vector, (n+s)xl

u-: vector of inputs, rxl
A : transition matrix, {(nt+s)x{n+s)

B : control matrix, (n+s)xr
D : (nts)xs

Because Equation 2-30 does not figure directly in the development of the
adaptive algorithm, the fact that the underlying process may be non-

1]
Tinear and time variant is unimportant (Lindorff et al {1973}). Although

there is no requirement that the governing system and the process model
have the same order (Ngu&en Thuc Loan [1971}), the development which

follows demands it.

ZOliver et al. [1973] have reported the use of a linear multi-
variable control law in the derivation of a continuous time adaptive
algorithm. Following their example, {t was postulated that the control

Taw
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' -
o= 1 -
o) = [rggl8) § k(6] 5,0 ¢ [egp] 5 (2-31)
where KFB: proportional feedback gain matrix, rxn
: KI : integral feedback gain matrix, rxs

KSP: setpoint gain matrix, rxs
was valid for this discrete time formulation. The gain matrices have
been partitioned to emphasize the proportional, integral and setpoint
blocks. A closed loop representatlon of the reactor system, Equation
2-32, is obtained by.substitution of Equat1on 2-31 into Equation 2-30.

Y

The gain matrices defined by Equation 2—31 become the plant parameters

-«

to be manipulated by the adaptive algorithm.

X (kt1) = Ap*(k) xp(k) + Dp*(k)A;( (2-32)
where Ap*(k) Ap + r(k) B (n+s)x(n+s)
r) B[Ryt K (K] L (nes)x(aes)
Dp*(k) Dp + (k) , (n+s)xs
a(k) Bp'[KSP(kﬂ , (n+s)xs N

To ensure the stability of this closed loop plant, the values of the gain-
matrices will be determined from a stability analysis. Lyapunov's second

theorem or direct method has been used in this study.

The derivation bf a discrete time model reference adaptive control
system synthesized using.Lyapunov's direct method parallels the éontinuous
time casejreported by 0liver et al ]1973]. Quite Tike the continuous time

formﬁ]ations, this discrete time equivalent is essentially an attempt to

force a plant -~ such as our closed loop reactor -- to track the dynamic

o AR At T
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behaviour of an inherently stable reference system. The reference system
or model is meant to exhibit the desired dynamic behaviﬁur of the system
represented by Equation 2-32. Although any stable model would do (Porter
et al [1969]), one which was formulated from an analysis. of the process
would seem appropriate.

—~—

The reference model selected for this work was in fact Equation
2-29. As illustrated in Figure 2-1, the reference model will assist in

’ the adjustment of the gain matrices Kgg(k), KI(k) and Ksp(k) to ensure
C\\\\\V~stabiﬁity.

‘The formulation of a model reference adaptive control system

begins by the definition of an error vector :)

e(k) = x,(K) = x (k) (2-33)

which is a measure of the approach of the manipulated system to the
reference system. An objective of the synthesis is to drive the error
defined by Equation 2-33 to zéro. This is done by manipulating the elements
of the plant parameters KFB(k)’ KI(k) and KSP(k)' Equation 2-34 is the
result of subtracting Equation 2-32 from Equation 2-29:

e(k+1) = Amfe{kY + ¢(k)xp(k) + v(k)ax (2-34)

where o(k): A * « A *(k)
v(k): Dm - Dp (k)

By definition, the auxilfary system
e(k+l) = Am*e(k) (2-35)
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is inherently stable. A Lyapunoy function for it is

V(K) = e (k)Pe(k) (2-36)
where P is a symmetric positive definite matrix defined by the matrix

equation

A*mTPA*m - P =Q " (2-37)

Q is an arbitrary symmetric pos}tive definite matrix. The Q matrix may

be selected to reflect the relative importance of the‘error vector elements
when obtaining the P matrix. Ho@ever, since it is not usually possible

to determine the weighting precisely, the unit matrix is most often
selected. Details of the solution of Equation 2-37 for the P matrix are

found in Appendix C, Section 1. A Lyapunov function (Porter et al ([1969])

‘for the system described by Equation 2-33 is: given by

B :
' nts nts 2 )y s s W2 -
V(k) = eT(Pe(k) + 5 p Tagk) T g ¥tk (2-38)
i= j= j= 1= { .
=1 J=1 £;5 i=1 =1ty
where ij° Yij > 0 are adaptive loop gains. These may be set to reflect

the relative importance of the states in the adaptation. In practice,

the absolute value of these gains has a marked effect upon the performance

of the adaptive control algorithm. By way of analogy, these could be
compared to the gain of a univariate proportional feedback controller.
Typically, a small gain does not permit the controller to respond effectively
until a large difference between process state and controller setpoint
exists. Oscillatory behaviour {s characteristic of a controller with large

gain. It is therefore important to obtain suitable values of the adaptive

el d Nmem 4k

Ay Eny




—— e R

'3

AR T Bl i et (Y ats A gy RAE B Negts et e

49

loop gains. Although some workers have offered systematic techniques for
estimating the values of the adaptive loop gains (Gromeyko et al {1969]}),
on—]iﬁe udjﬁgfhent o} these is usually required. Because the manipulated
inputs are constrained due to physical considerations, the proper choice

of gain§ becomes more difficult.

In order that the system described by Equation 2-34 be asympto-
tically stable, the change between two successive, Lyapunov function

values must be negative. The backward difference at time k
AV(K) = V(k) - V(k-1) (2-39)

may be evaluated by substituting Equations 2-34 and 2-38 into Equabion
2-39. Equation 2-40 is the result: Y,

av(i) = e"kn) [an o - P o)

+ 2eT(k(-‘1)A’tmTP¢(k-l)x (t-1)
p
+ 2e! (k-1)A* "P¥(k-1)a%
+ xpT(k—1)¢T(k-1)P¢(k—1)xp(k)
+ AiTvT(k-l)Pw(k-l)ai'~/"‘\\
Tee 11T VA
+ 217 (k1) (kn])PW(I\-/J/)g) |

~ misnts fg 200y cal Zre
F L T 1] (k) qs1.] (k-1)
i=1 j=1 | 543

~ 2 2 .
nts s . - . -
+ . L Y‘J (k) vlJ (k 1)]

-

(2-40)
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/ ’
The second to sixth terms of Equation 2-40 can be decomposed into a sum

of products as shown in Equations 2-41 to 2-45.

E(1)

E(2)

E(3)

E(5)

eT(k—l)A;P¢(k—1)x (k-1)

n+s [n+s [n+s (n+s

J=1

1=l

eT(k—l)A;Pw(k—])w

n+s [ S [ n+s [n+s
I L T T
1=1 Lj=11 k=1 L1=1

x;(k-1)¢T(k-1)P¢(k-1)x

n+s [n+s [n+s [n+s
Iz L
1=1 Lj=1 L k=1

W (k=1)Py (k-1 )w
nts [ S [n+s
L )

i=1 Lj=1
E(6) = x!
nts [n¥s{n+ts 1 s
if1| 38| kb1 {

nts [.

[N o X7

[ nts [n+s

4 L
i=1 {j=1 L k=1

e
k=1 L1 1

£ X
1=1 Py

18 &

1=1 Py

k-1) A*

(k-1) o, (k- 14

™

- xp(k—1)¢T(k-1)Pw(k-1)w

wi](k—l)]oxpk(k—l)

(k«l)@k](kwll} kl]

P o]0, . (k-1
mk]] k1} ig k1)

1

J

_ * LY. (k=1) Ai.}
e](k 1) Amkl]'PkiJ iJ Jj

p(k-l)

k( - ) ¢'lk(k-1)]‘P

W [ L ax, ¥, (k- lﬂ k]} AxJ ¥, J(k 14

) )
¢, (k=1}{eP. .}
Al )] i

1)

il

p_(k-1)J (2-41)

(2-42)

1 (2-43)

(2-44)

(2-45a)

(2-45b)

The organization of the summation nests resulted from programming consider-

ations.

To ensure the stability of the system of Equation 2-34 -- hence, to

§
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ensure the stability of the system of Equation 2-32 -- it is necessary

that Equation 2-38 be positive definite and Equation 2-40 negative

definite for all time. The Lyapunov function given by Equation 2-38 is
positive definite by virtue of its form. Equation 2-40 can at best be
negétive semidefinite if all terms except the first of Equation 2-40 are
summed to zero. When this is done, an algorithm for computing r(k) and

q(k) and hence the gain métrices o% Equatioq 2-31 is obtained. Equation ~
2-40 simplifies to Equation 2-46. The recursive_equations for generating
o(k) and ¥(k) are g%ven By Equations 2-47 -and 2-48:

av(k) = -e' (k-1)Qe(k-1)  (2-46)
o5 (K) - of (k1) - g5 [2-%(1) + E(3) + 5(5)] @)
Vi (k) = ¥e(keD) -y [2-5(2) + E(4) + E(G)] G ()

A

If the right hand side of Equations 2-47 and 2-48 approach zero for all

elements of ¢(k) and v(k), the plant is tracking tﬁe reference model

exactly. . When the adaptive algorithm will fail to respond

to p;ocess disturbances.This occurre is unlikely inm noisy and highly

non-1inear sys ems. Without.a noise term ertqrbing the reference model,

the algorithm will natura11y adapt to z deviations because the reference

mode] states decay asymptotlcally to zero. To prevent the occurrence of
’ (3
'complex values when solving for L (k) and Y1J(k) by Equations 2-47 and

-

2-48, the approximations

2 ey - ' :
fij(k) = 0y5(k) oy 5(k-1) | (2-49) )

fij(&) = vy, (K) v (1) (2-50)

-




are used. In turn, matrices I'(k) and a(k) are updated by the recursive

re]ationéhips 2-51 and 2«52 derived from the definitions of ¢(k) and v(k):
T

r(k) = r(k-1] - [¢(k - ¢(k—1J (2-51)

(k) = Q(k 1) Tﬁ&k ~ a(k- 1) (2-52)

(’:‘))
Finally, the gain matrices for Equation 2-31 are extracted from Equations
2-51 and 2-52 by application of a pseudo-inverse of the prOQSii'con rol

- \\
matrixs>~. N
Ll . N’

SN
[Krs(k)j/xr(k)] = V.r(k) (2~53)

[K;P(ﬁ] - Ven(k) (2-54) |

T, 1-1.T "
= IB B B
where V [ p p] p

The above system of‘equations forms the basis of an algorithm for
the adjustment of the r'(k) and a(k) matrices (hence the A;(k) and D;(k)
that would force the process states to follow those of the model. The
stability of theﬂciosed loop system would be assured if it were possible
to direét]y mangpulate each element of these matrices. »However,'because
there are fewer inputs than states and the procees control matrix i%@k
1nvarxant, it is not always p0551b1e\\2 calculate a set of cofitroller ;a1n
matrices that will result in stable ope;;ETBh The gain matrices are

nevertheless the best that can be obtained given the form of the pseudo-

inverse being used. Because the gain matrices of this adaptive control
.fb -
\
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-
algorithm are approximating the information provided by the r{k) and a(k)

matrices, one thing is clear. As the difference in the number of states
‘-

and inputs increases, the approximaf}on becomes worse and stability less
likely. For a. given system, it may be possible to discover a pseudo-
inverse which would yield a better approximation, thereby imporving the
1ikelihood of stable operation. Recalling.from Chapter 1, the stability

of the control system is jeopardized under the pseudo-inverse.

Since integral action has also been included in this derivation, the
stability problem is aggravated due to the introduction of a lag not

characteristic of the true progess.

Matrices ¢(k) and ¥(k) are updated by Equations 2-47 and 2-48 using
information at time (k-1). However, new data at time k are available and
may be incorporated in the update. An indirect way of doing this is to
arrange Equatiéns 2-32 and 2-34 to yield expressioné in terms of recent
. data. If matrices Ap(k—l), Dp(k-l), o(k-1) and ¥(k-1) have noé converged
to their ultimate values, numerical instabilities could result. A more
direct approach would be to consider the new data as just an approximation
~of the old. This latter technique was employed in the control studies

detailed in Chapter 5.

The sensitivity of the adaptiye scheme to the value of the control
matrix Bp’ its pseudo-inverse, the approximations and data substitutions

when solving Equations 2-47 and.2-48 had to be determined. Although a
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non-l1inear dynamic model of the reactor was available (Jutan [1976]), a

’

simulation to evaluate these aspects of the adaptive control algorithm
was not attempted. ‘It was simpler and much more appropriate to test the
“atgorithm on the pilot plant itself.

‘ o
For‘future reference, the algorithm for adaptive control can be

3

summar1z¢d by the following steps: o

-Samp]e the reactor axial temperature data and compute the axial
ollocation point temperatures. Calculate x_(k) from Equations
[ 2-19 to 2-21; P

~ -Equation 2-28 is used to calculate X (k). The error vector e(k)
~is then available;

-Using the new data at time (k), evaluate matrices o(k) and ¥(k)
_ by Equations 2-47 and 2-48;

-The controller gain matrices are obtained from Equations 2-51 and
2-52;

-Equation 2-31 is used to implement control.

The model reference adaptive control algorithm developed in this
chapter has been cast into a form suited to on-line studies. Be%ore
delving into the details of these studies presented in Chapter 5, a
description of the experimental system is first given. Chapter 3 provides
the reader with an extensive description of the n-butane hydrogenolysis -
pilot plant reactor. The design and run-time operation of a real time

executive program developed for this work is provided in Chapter 4.
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CHAPTER 3

EXPERIMENTAL APPARATUS

3;1 Introduction

The butane hydrogeno]yéis pilot plant described in this
chapter was designed and built by the author. Its design was based
on a similar apparatus designed for use during the author's Masters
Degree program (Tremblay [1973]). Industrial instrumentation was used to
interface the pilot plant and a minicomputer. Within the computer, a
program processed transmitted plant data and the result was used for the
manipulation of the plant's inputs. In an‘attempt to give the reader an
appreciation of the extent of the apparatus used for this work, descrip-
tions centre around its major components. In.Section 2, a brief descrip-
t;on of the procéss computer and its peripherals is provided. An
extensive description of the butane hydrogenolysis pilot plant is given
in Section 3. DetaiTls on most of the instrumentation interfacing the
computer .and the pilot plant are found in Section 4. Finally, in Section
5, ihe scheme for product stream analysis by gas chromatography is discussed
along with details of the hardware required to interface the process
chromatograph to the process computer.‘ Calibration data for the process

chromatograph and the various other transducers found within the pilot

plant are provided in Appendix B. Complete pilot plant operating
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instructions are available (Wright et al [1977] ).

3.2 Process Control Computer

A schematic of McMaster University's Chemical Engineering
Control Laboratory computer facility is given in Figure 3-1. For
this work, the NOVA 1200 and the NOVA 2/10 operated under Data General
Corporations' Real Time Disk Operating System (RDOS). They shared a
0.5 megabyte ALPHADATA fixed head disk without the use of an interprocessor
bus (IPB). Neither machine was equipped with memory mapping, hardware
multiply-divide or floating point processor. However, each contained
32K words of 16 bit central processor memory, real time clock and power-
fail monitor. The cycle time of these machines was approximately one

microsecond.

Due to the nature of this installation, the NOVA 1200 could
only be used for program development. Consequently, all data acquisition
and control applications relied upon the NOVA 2/10. The interface
between the NOVA 2/10 and the laboratory apparatus was established througq
the following peripheral deviées:

-16 channels of analog input (-10 to +10 VDC) multiplexed
inpo a single 10 bit analog to digital converter (ADC)
-16 contact sense inputs

-16 relay outputs

-6 channels of analog output (-10 to +10 VDC) from 10 bit.
digital to analog converters (DAC)

Details of the computer facility are available (Wright [1975]).

Tt A S SN R
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Both assembler and FORTRAN IY languages were used to program
the NOVA 2/10 for real-time control operation. The reader is referred
to Chapter 4 for a description of the executive program developed to

support data acquisition and contpo] studies.

3.3 Butane Hydrogenolysis Pilot Plant

The description of the butane hydrogenolysis pilot plant will
first centre on the reactor used for this work. Following this, the
various networks needed to operate this reactor are described. The
entire pilot plant apart from gas cylinders, gas chromatograph and the
electrical heater's power supplies was mounted within a tubular steel

frame 2.5 m long by 2.0 m high by 0.75 m wide.

The objeétives of this work were dominant'factors affecting the
design of the reactor illustrated in Figure 3-2. A prime consideration
- was that the reactor exhibit dynamics characteristic of those of
industrial gas phase catalytic packed bed chemical reactors. This

implied that operation could be neither adiabatic nor isothermal. In

e T T WSRO S L el

addjtion, a short residence time and a distribution of reaction produots
were desirable. Thesé factors led to the design of a jacketted tubular
reactor for the hydrogenolysis of butane. However, to simplify the ‘
analysis of the reaction process, the design.ensured that the wall temp-
erature was essentially equal to the temperature of the fluid flowing
through the jacket. From the experimental boint of view, simplicity

of reactor servicing had to be considered.
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FIGURE 3-2
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The butane hydrogenolysis reaction was selected for this work
principally because it was similar to many industrial reactions: complex
reaction mechanism coupled with high exothermicity. The main advantage
of this reaction over many others was that the kinetic equations and
rate constants were well known (Shaw [1974]). In addition, analysig of
reaction mixtures was relatively simple and none of the components was
toxic although all were highly flammable. Hydrogen and n-butane of
suitable purity were easily agtained at modest cost. </

As indicated in Figure 3-2, the reactor tube was made from
Schedule 40 1% inch (4.09 cm ID) Type 316 stainless steel pipe. Thermo-
couples destined for location in the reactor interior were jntroduced
through a flange welded to the bottom end of the reactor tube. Grooves
machined into the exterior wall of the reactor tube led the thermocouple
wires to the points at 'which they were to penetrate the reactor wall.
These points were one half inch below the desired axial positions. Inside
the reactor tube, fhe thermocouple wires were bent so that the thermo-
couple beads were located at the desired positions: Twelve fhermocoup]es
in all were Tlocated in§ide the reactor, nihe along thg reactor axis and
three at radial positions at various points along. the reactor. The
precise ldyout is given in Table 3-1. A jacket fabricated from Schedule’
40 2% inch carbon steel pipe was bolted to the thermecouple distribution’
flange. The cy]ihdrica1‘annu1us formed by the coaxial reactor tube qnd
Jacket was approkimate]y 0.75 cm wide. A gland at the top end permitted

the removal of the reactor tube from the assembly. Plugs at either end of

N



TABLE 3-1

Location of Reactor Thermocoup]es+

Thermocouple Distance From Radial
Number Top of Bed Position
(*) () (*+4)

0.034
0.158
0.282
0.282
0.407
0.531
0.531
0.655
0.779
10 : 0.904
11 0.904
12 1.000

WO E W
QOO OOOOO0CCOCOOCO
COOCOONOOONOO

+ A11 thermocouples were type K (chromel-alumel).
* _Refer to Figure 3-2.
**  Normalized distance. Bed length was 25;6 cm.

rokk Norma]ized'position. Reactor inside dfameter
was 4.09 cm. :

P
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the reactor tube were made from Type 316 stainless steel rod and

porous Type 316 stainless steel disks (Pall Trinity Micro Corporation,
Type H, 5 micron pore, 1/8 inch thick) were mounted within them.

Both plugs were bolted into place, the bottom one providing support for
catalyst and the top one distributing feed gases over the re:;tor bed.
Thermocouples were mounted inside the plugs to measure the gas tempera-
tures near the porous disks. The reactor tube was 28 cm long and con-
sisted of the volume between the reactor plugs. It was packed with a
nickel catalyst supported on silica gel. Catalyst particles were roughly
spherical with an average diameter of about 1 mm. The preparation of this
catalyst is outlined in Appendix A. In Section 2 of Chapter 2, the use
of a high order orthogonal polynomial to approximate the axial temperature
profile was mentioned. A requirement of this approximation was that the
temperature at the top and bottom of the catalyst bed be measured.

Because end effects had to be eliminated, the catalyst bed could not

rest directly on the support disk and the feed gas distributor could not

contact the top of the bed. In order that reactor thermocouple #12\be

- located at the end of the catalyst bed, the bottom 1.3 cm of the reactor

were filled with .inert silica gel and the volume above reactor thermo-
couple #1 was left unpacked. The effective bed length and volume were
estimated to be 25.6 cm and 336 cm3 respectively. Bed voidage was

estimated to be 0.4.

The 011 circulation network outlined in Figure 3.3 served a

dual purpose. During pilot plant startup, it provided the threshold
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temperature needed to initiate the hydrogenolysis of butane. During
2 '
normal operation, it kept the reactor wall temperature constant. Heat

transfer oil (Sun 011 #21) was continuously circulated by a centrifugal

o e =

pump (SIHI Pumps Co., Model ZLLE 4017/155Q). The pump seals were de-

signed for high temperature operation. The oil circulation rate was

T S Dimdia? e il ¥

estimated from the pressure drop across a 5/8 inch diameter orifice

plate located downstream of the pump. The oil then flowed through the
shell side of a single pass heagaexchanger (American Standard Model 200-8)
and was cooled by compressed air at 25 PSIG which was supplied to the

tube side. To reduce thermal stresses in the network, a 30 cm section of
flexible pipe was installed between the heat exchanger and the pilot

plant reactor. The reactor, shown in Figure 3-2 is a jacketted tubular
reactor. 0il 1eavfng the reactor jacket was heated by a series of six
electrical heaters.' Total capacity of these heaters was about 6 kilowatts.
A head tank was located just above the heating section of the network. i
Because normal reactor operation was at high temperature, the head tank

acted as an expansion chamber for the heat transfer oil during reactor

startup. A small water cooler was installed to ensure that the expansion 3

tank remained cool during high temperature operation.

Piping from the pump outlet to the section just before the *
electrical heaters was constructed from 1 inch carbon steel pipe. The
remaining portion which consisted of the heating section only was made
from 1% inch carbon steel pipe. The electrical heafers (Kanthal

resistance strips) were imbedded in a layer of refractory cement applied

-
ff
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to the exterior surface of the 1% inch carbon steel pipe. Each heater was
supplied by a one kilowatt, 24 Volt (MAX), high current AC squrce. Power
cables were #6 gauge Type TWH stranded. Power was controlled by powerstats

on a 240 VAC, 3-phase source wifh 10:1 step down voltage transformers.

Thermocouples were installed in the o1l circulation network

at the locations indicated in Table 3-2.

The schematic of the reactor gas network is found in~Figure 3-4.
Effectively, four separate flow paths may be identified within it. The
primary path is the one which supplied the reactor with reactants.
However, two others were provided to tacilitate the calibration of the
various transducers in the network. A fourth was used only during pilot
plant operation to flush the reactor with pure hydrogen. It bypassed
the three curcuits to be described. Both hydrogen and n-butane were
throttled by pneumatically actuated control valves (Badger Me;er Inc.,
Research Control Valves, Type 78S, Trim N, Linear, CV=0.006, air to
open). The total combined flow under normal operating conditions was
about 100 cm3/sec (1 ATM and 25°C). The flowrate of each gas -- -‘to a
maximum of 160 and 30 cm3/sec (1 ATM and 25°C) for hydrogen and n-butane
respectively -- was determined from the pressyre drop across a length of
stainless steel needle tubing (details on the caﬁibration of these flow
meters are given in Appendix B). Each‘pressure drop was measured by a

differential pfessure transmitter and optionally by the manometer located

at the transmitter calibration station (see Figure 3-5).  The metered
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TABLE 3-2

Locétioh of 011 Circulation
- Network Th.ermocpup]es+

0i1 inlet of heat exchanger

B B

Air inlet of heat exchanger

Air outlet of heat exchanger

0i1 inlet of reactor jacket

0i1 outlet of reactor jacket

o ® @

"+ A1l thermocouples were type K (chromel-alumel).

Refér to Figure 3-3.

q
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gaseB were mixed and the mixture flowed through a back pressure regulator
(Fairchiid Inc., Model 10BP) which maintained the downstream pressure

of the flowmeters at 10 PSIG. A pressure gauge provided an indication of
this prgssure. At this point, the mixture could be directed to three
different sections of the network. During calibration of the hydrogen
and butane flowmetcrs, gas was directed to the flggggter calibration
station (see Figure 3z6). Prior to pilot plant startup, the reacfor
bypass was selected. Of course,during pilot plant startup and operation,
gases Qere direcEed to the reactor itself. Préheating of the reactor
feed was provided by passing jt through an etectrically heated packed

bed of coarse silica gel. The feed témperature was controlled manua]iy,
The downstream pressure of tﬂé reactor &Ez\hajntained at 8'PSIG by
another back pressure‘re§u1ator. It provided the necessary presgu?e to
push a'portion'of the reactor effluent fhrough the gas ch%omqtograph flow
network (see Section 5 for a descriptjon of this part of the pilot plant).

- The rest of the reactor effluent was éimply vented through a high vo}ume-

e

explosion proof building exhaust fan. A pressure gauge provided an

. indication of the reactor exit pressure. The pressure drop.across the
reactor ‘'was -measured by a differentia] pressure yransmitter or optionally
by the.mdhometer 1ocgted at the transmitter calibration station. The
two—way solenoid valve located just downstream of the first back pressure
regulator provided venting of the reactor feed The three-way solenoid
valves about the reactor were used to f1ush the reactor with pure hydrogen

gas. C s M

AL 1 i ot A e A At =
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" catalyst conditioning unit (see Appendix A) consisted of two cylinders

. carrier gas required for the process gas chromatograph (see Section 5).

69

The schematic of the differential pressure transmitter calibration
station is given in Figuré 3-5. Quite simply, both sides of a singie
manometer (80 cm max differentia} height, Meriam Fluid, SG-2.95)

were manifolded to the appropriate sides of the differential pressure

" transmitters of this apparatus. By selecting the high and Tow pressure

sources, one could directly measure the pressure drop across a particular

element of the reactor gas network.

During calibration of the hydrogen and butane flowmeters, gas
was directed to the flowmeter ca11bration station representéd schematically
in Figure 3-6. Depending on the flowfate being measured, eitheﬁ a
bubble or wet test flowmeter was.used. The bubble flowmeter was used

when f]owrates were less than 12 cm;sec.

The- schematic of the gas supplies is given in Figure 3-7. Two
sources of hydrogen were réquired.' The major supply required for the

reactor, calibration mixture preparation station (see Section 5) and

A~

manifolded into a single pressure regulator. The other supplied .the

N;butane was supplied to the reactor and calibrated mixture preparation
stat{on. The propane, ethane and methane gases wefe_on1y used at the {
calibrated mixture preparation station. Carbon dioxide was required

d&ring the preparation anq ;torage of active nickel_ha?a]yst. The air .

subp]y for this pilot plant was fairly extensive. It supplied the heat

exchangef located in the 011 circulation network, the process gas
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FIGURE 3-7
(continued)
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chromatograph,'the E/P transducers used to actuate the control yalves and

finally the catalyst conditioning unit.-

SAFETY: The final remarks of this section are related to the venting of
the various gases used in this pilot plant. Since all process gases are
ftammable and have wide explosion limits, a11 vented gases were collected
into a "header which ensured that these f]ammab]e gases were d1scharged

outside the building. To guarantee this venting, the laboratory fans

had to be operating at all times and all venting tubes had to be connected

-to”the header. Further, no smoking or open flames were allowed in the
latoratory at any time that gas flows existed.

¥

3.4 Pilot Plant Instrumentation

, !
The principal purpose of this section is to indicate to the
reader the°type of instruments used to establish the link between the |

pilot plant and the control computer. These will be classified into three

groups:
-transducers to measure process variables for transmission
to the process computer ] :
~transducers to enable manipulation of the pilot plant's 1nputs
~switching networks to qrovide either manual or automatic

manipulation of the pilot plant inputs.
The process variables of interest were tehﬁé(ature, differential
pressure and product stream composition. Details on the process gas

chromytograph used for analysis of the product stream are.919en in Section

[~
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5. The acquisition of temperature and differential pressure data was

controlled by a computer program. Concentration data was acquired by

a programmable process gas chromatograph. The chromatograph operated

independently of the computer.

+

In all, 19 témperatures were measured and all were sensed using
chromel-alumel thermocouples (1/8 inch 0D Ceramo wire, Thermo Electric
Co.). Due to the limited capacity of the compﬁter's analog to digital
converter (ADC) and to the cost of sufficient numbers of transmitters,

a switch described later in_this section was used to multiplex the the}mo-
couple signais of the pi]ot'plant into two identical thermocouple trans-
mitters (Acromag Inc., Model 314-WM-U). Up to 22 inputs could be
multiplexed into two computer ADCs. The multiplexer input assignment is
given in Table 3-3. Note that unused inputs were not left opened or
shorted. Apthermocouple measuring room temperature was used to occupy
unneeded inbuts. Details on the calibration of the the}mocoup]e trans-
hitter; are givén in Appendix B. However; once calibrated, they would
output a cﬁrrénp in the range of 10 to 50 MA through é 200 ohm resistive.

load located at the input of.the.computer's ADC.

“

The flowrates of hydrogen and n-butane were determined by measuring

the d1fferent1a1 pressure across calibrated flow restrictors. The

differential pressure transmitters (Foxboro Co., Model E13DM-SAM1)

consisted of a transduéef equipped with a separate power supply. Two

transmitters were needed for the flow measurements and a third was u%ed



TABLE 3-3

Thermocouple Multiplexer Input Assignment

Input # Thermocouple Location
1 ——- heat exchanger oil inlet (**)
2 ~—— heat exchanger air outlet (**)
3 - heat exchanger air inlet (**)
4 -—- reactor 0il inlet (**)
5 - reactor reactants inlet (**¥)
6 m—— reactor thermocauple #10 (*)
7 --- . reactor thermocouplie #4 (*
8 --- reactor thermocouple #7 )
? ---  .reactor thermocouple #5 (*
0 - reactor thermocouple #12 (*) ,
11 - room temperature
12 --- reactor thermocouple #6 (*
13 -—- reactor thermocouple #2 (*
14 --- reactor thermocouple #3 (*
15 --- reactor thermocouple #9 (*
16 -—- reactor thermocouple #1 (*
17 - reactor thermocouple #11 (*)
18 ——- reactor thermocouple #8 (*)¢«
19 --- reactor products outlet (***)
20 --- room temperature
21 --- reactor oil outlet (**)
22 --- room temperature
f
* Refer to Table 3-1 for the location of these
thermocouples within the reactor
*x Refer to Table 3-2 for the location of these
thermocouples
*kk Refer to Figure 3-4 for the ‘location of these

thermocoupies

¢
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{

to monitor the pressure drop across the reactor during operation.” For

zero differential pressure, these transmitters were adjusted to output
10.5mA into a 200 ohm resistiye load located at an input of the computer's
ADC. Refer to Appenﬁ1x B for details of the calibration of the differen-

tial pressure transmitters.

As indicated in Figures 3-3 and 3-4, the following pilot plant
inputs could be manipulated:

-the flowrate of air through the oil circulation network's
heat exchanger

-the flowrates of hydrogen and n-butane through their respective
flowmeters. - '

In addition, the reactor feed line could be vented and the reactor flushed

with pure hydrogen.

Since the heating section of the oil circulation network was
always operating at maximum cﬁpacity during operation, some.coo]jné was
provided in order to maintain the reéctor wall at a constant temperature.
For this work, cooling of the 0il was accomplished by feeding compressed
air at 25 PSIG tg‘the 0oil circulation network's heat exchanger.

_ Actuation of a two-way normally closed so]enoia valve kAscoé]ectrié Ltd.,
Model 8210D2, 6 VDC c911) provided the mechanism for thermostat control

of the oil temperature.

Voltage to pressure (E/P) transducers (Fisher Governor Co.,
Model 546) were used to convert a 1 to 9 VDC signal into a pneumatic
. *
signal varying linearly between 3 and 15 PSIG. This pneumatic signal

was épp1ied té the diaphragm of the control valves used to adjust the
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flowrates of hydrogen and n-butane.

To provide rapid venting of the reactor feed section of the
reactor gas network, a normally closed two-way solenoid valye (Ascoelectric
A Ltd., Model 82628202, 6 VDC coiI) could be actuated. Similarly, flushing
\\‘-“nf the reactor with pure hydrogen was achieved by two Universal Type

three-way solenoid VQlyes (Ascoelectric Ltd., Model 8320A11, 6 VDC coil).

During normal operation, manipulation of the pilot plant
inputs\WR§ done through the computer. However, it was necessary to pro-
vide sonexﬁgans of overriding the computer to gain manual control of the
pilot p1ant?under abnormal cir¢umstances. These would include startup

and shutfown. To this end, two separate types of switching networks were

assembled.

fﬁe 1jne drawing of the one designed to operate a contfo1 valve
is given in Fig\re 3-8. As illustrated, the rotary'switch had four modes
of operation. ?¥ it was in either of the automatic posisions (A&B), the
computer digifal to analog converter (DAC) signal was directed to an E/P
transducer which in turn actuated a control valve. If this s;itch was in
either of’fhe taa manual positions (C&D), the voltage to the E/P trans-
dQCe; was supplied by a 0 to 10 VDC manually operéted variable voltage
source (see Figure 3-12). The computer's contact sense. facility was used
to detect movement of the rotary switch between positions B and C.

Futhermore, it was also possible to monitor the voltage from'the



FIGURE 3-8
CONTROL VALVE SWITCHING
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computer DAC or the variable DC source.

The second type of switching network.was designed for actuation
of a solenoid valve. The line drawing for this network is shown in
Figure 3-9. ‘When the rotary switch was in the automatic position (A),

a computer relay was used to activate the transistor which powered a
solenoid valve. Position B effectively deenergized the load. Ménual
actuatioﬁ of the load occured when the rotary switch was in position C.
The computer's contact sense facility was used to detect\movement of the

rotary switch between positions A and B.

A schematic of the switch designed to multiplex the pilot plant
thermocouples into two thgrmocoup]e transmitters is found in Figure 3-10.
A twelve point rdﬁary relay actuated by a computér relay (or manually if
. Recessary) selected via 4-pole single throw dry reed relays the pair of
thermocouples to be switched into the inputs to the thermocouple trans-
mitters. To proviq%;a check on the phasing of the rotary relay, the in-
puts to the thermocouple transiitters were shorted when the 32 o'clock posi-
tion on the rotary re]ay was reached. The mu]tip]éxer could accept up to
22 thermocouple inputsf }he response time of the transmitters and the
nature of the rotary relay 1imited the multiplexer.cycle time to 12

seconds. »

Power to energize the pflot plant solenoid valves was provided
by 'a pair of 9 VDC supplies rated at 15 ampehgs.' The line dgawing f
- these suppliesiis j{ven in Figure 3-11. The ' 1ine drawing fortthe to

&

?



FIGURE 3-10

THERMOCOUPLE MULTIPLEXER
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/ﬁ“\\

AN
10 yoc 'variable sources used for manual operation of the control yalves,

is shown in Figure 3-12.

3.5 Reactor Effluent Analysis

For any proces;fng operation, some means of dekermining the
nature and quality of the product is absolutely necessary. In the
chemical and petroleum industries, the usual instrugent used for anqusis
is the gas chromatograph. Although different {nstruments (spectrophotometers
for example) could have been used for the particular analysis at hand, a
basic requirement for this study was that the pilot plant resemble a
typical process as closely as possible. For this reason, a process gas
chromatograph was chosen to perform the stream analysis. The one selected
was the Beckman Instruments Inc. Model 6700 Process Chromatograph equipped
with :thermal conductivity detector. The essential feat&res of this instru-
ment were that it was programmable and that it could be interfaced to the
process computer. Typical programmable functions were:

-analysis cycle time
-multiple valve timing
-component signal gain
-component area gain.

The process gas chromatograph consisted of two physically distinct
units: an analyzer and a programmer. The actual analysis occurred within
the analyzer. The programmer provided the control signals to operate the

analyzer and established an interface with the computer. The programmer

- -
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was equipped with mercury wetted reed relays which signaled the start

and end of each analysis. Each signal was a pulse of 60 milliseconds
duration detected by the computer's contact sense. The occurence §T a
start pulse would cause the activation of a program to record thé“opng ng
conditions prevailing at the time of sample injection. Another program
would process the analysis data upon an end of analysis pulse signal. All
analysis data appeared as a programmer current odtput. The voltage
drop.ac}oss a 500 ohm (% watt, 1%) resistance connected across these out-

puts was samqied by the computer's ADC.

Before considering the analytical scheme in detail, information

about the analyzer feed will first be presented. The 'stream being

sampled by the analyzer may originate from one of two sources. Referring
to Figures 3-4, 3-13 and 3-14, the reactor effluent or a calibrated gas
mixture may be fed to the analyzer. If th; normally closed three-way
solenoid va]vev(Ascoé1ectric Model 8320A3, 120 VAC coil) shé%n in Figure
3-13 was energized (whenever instrument calibration was desired), the
source was the calibrated gas mixture. Otherwise (which was the usual case
during normal operation of the reactor), a portion of the reactor effluent
constituted the feed. The pressure upstream of the flow controller

(Figure 3-13) was maintained at 8 PSIGr either by the back pressure regu-
lator at thé reactor exit (Figure 3-4) or by-the line regulator at the

calibrated mixture preparation station (Figure 3-14). The flow controller

(Emerson Electric Co., Model 8944) provided 100 cm3/min of feed to the
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analyzer. All analyzer wastes were yented through the pilot plant exhaust

header.

o

The reactor effluent was known to contéin only five species:
hydrogen, butane, propane, ethane and methane. “The hydrogen fraction was
usually quite significant and previous work (S@aw [19741) had indicatéd
that analysis for 5]1 five &omponents was simple but required abnorﬁa]]y
Tong times. The design of the Beckman Model 6700 Programmer had the
requirement that the minimum time between successive componen£ peaks haa
to be at least 15 seconds, This complicating factor had to be considered
when determining the operating conqitions‘for the chromatographic columns.
Fortunately, this time was sﬂort enough to allow a determination of all
hydrocarbon species. ‘Since it was possible -- as explained later --

_ to separately calculate the hydrogen componefit of a mixture from this
determiﬁation, the analytical scheme remained comparatively simple. For
this reason, hydrogen was selected as carrier gas, thereby masking out the

hydrogen componentﬁbf all samples.

k Chromatographic ‘analysis of a mixture for its hydrocarbon species
on]y\\fu]d usually result in biased estifates of all components in _the
mixture. In this case, the. bias ceuld be removed since indebendent
information about a mixture was ayailable. 'The carbon to hydrogen ratio ,
in the feed and proauct streams of the reactor must be equal if the molar
flowratei of the butane and hydrogen in the feed are fixed. This ratio

is given by Equation 3-1.

VB e bnaniod Al RIS e -




&

2xL L

R = C4t0 - (3-1)
I I
5x + X .
Cao 71,
g r |

where x;. mNe fraction of component i

in the reactor feed

R: carbon to hydrogen ratio

Theavailable calibration data (given in Appendix B) provides estimates

-«

of the hydrocarbon mole fractions in a given mixture. The relative values

of the mole fractions were assumed to be cor}ect: their~absolute levels

were believed to be incorrect. It was postulated that the true and estimated

levels differed only by a constant as indicated by fquation 3-2.

»

C,H = X~y .
0 2"6 C,He

£X
a"10 oty

(3-2)

fx X = X
C.H Cy

3Hg CH

4

X., X.: respectively, actual and estimated
mole fractions of component i.

- &

f: correction factor relating 'xi to X5

The mole fraction of hydrogen in a mixture is then given by Equation 3-3.

Xy =1 -~ f(x + X + X X ) . (3-3)
: H, Cig ~ “CgHg ~ TCotg * 7CH,
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Tﬁ? carbon to hydrogen ratio of the product stream is expressed by

Equation 3-4,

R= _f2 - | (3-4) b

2(fz + 1)

‘where .
z = 4x + 3x
Co - T CaMg

+ 2% + X
CZH6 CH4
Rearrangemént of Equation 3-4 yields an expression for the correction

ﬁcwr"fﬂ

oo 2R (3-5)
- z(1 - 2R)

In Equation 3-5, "R" 4is determined from Equation 3-1 and "Z" from the
definition of Equation 3—4._ From Equations 3-2 and 3-3, the composition

of a mixture may be determined.

‘ The abové algorithm for correcting analysis data is valid only
if the reactor feed rates are fixed. In practicé, control of the butane
hydrogenolysis reactor will cause these inputs to vary in time. The
transportation lag between the reactants' con¢}o1 valves and the gas
chromatograph was estimated to be 1.5 seconds when the total reactants K
flow was 100 cm3/sec (1 ATM and ZSOC). Provided that flow changes did
not occur within 3 seconds before a sample was injected into the gas

chromatograph, it was believed that the strategy was valid.
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The problem was then reduced to finding a scheme which would
quickly analyze the four hydrocarbon species. The one that was finally
used is illustrated in Figure 3-15. Dual columns and 1G-port valves
were required. Both colummns were made from % inch 0D copper tubing packed
with 50-80 mesh PORAPAK S. A1l other tubing was 1/8 inch OD Type 316
stainless steel tubing. Column #1 was 0.25 meters long and column #2
3.0 meters. The firsf meter of column #2 was used for pure delay only.

_The analyzer (containing the 10-port La1ves, columns, detector-and flow
restrictors) was maintained at 110%C. Detector filament current was 150
ma. Under prégrammer control, valve A would inject a sample (about 0.8 cm3)
essentially at atmospheric pressure into chromatographic column #1.

‘Injectioﬁ occurred one second after the start of analysis., The start of
analysis for this instrument occlrs at time one second. Wi th the carrier
gas flowing at 60 cm3/min., methane and ethane were completely e]utgd into
column #2 at 39 seconds after the start of analysis, leaving propane and
'g;ane still in colum #1. At -this time, valve B was energized, trapping
methane and ethane in column #2 and allowing propane and butane to elute
from column”#1 directly into the detector. At 199 seconds after the start
of analysis, butgne had completely eluted from column #1. Valve B was then
de-energized and the components in column #2 resumed e]gtion. Total '
analysis cycle time was 360 seconds. The programmer cycle time was then
361 seconds which included a one second delay for instrument reset at zero

time. The precise programmer sequence and details of the calibration of

e
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w .
’

the process gas chromatograph are proyided in Appendix B. A test

chromatogram is found in Figure 3-16.

-

One aspect of the experimental system -- the pilot plant apparatus --
has been described in this chapter. In order that meaningful experimental
studies be undertaken with this apparatus, a real time executive program

was developed and is described in Chapter 4 which follows.

]
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CHAPTER 4

GENERALIZED OPERATING SYSTEM EXECUTIVE
\

4.1 Introduction -«

The economics of a processing pﬁant-are based on its mode of
_operation. Plants may operate in one of three modes:

market limited %

production limited

resource limited.

The conditions which lead to the first two modes of operation
do not change r;pid1y and prpfit ble control strategies may be main-
tained for-extended periods of t me. Recently however, most/process
plant managers have been forced fo operate in the resource 1imited un;l,
This means that changes in operating conditions can be expected'at any
time. In spite of these changes, product quality must be tightly
controlled. Profitable operation of a plant in this type of environ-
ment %equjres a robust but highly flexible control system. Considering
the type of hardware now avqi]ab]e and anticiﬁated for éhe future, a

modern plant's control system must be based on process computers,

These permit the implementation of alarm and control strategies which
.may be quickly altered to meet production constraints. The changing
"\

direction of process control has forced plant managers to consider the

use of minicomputers, for data acquisition and control.

92
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}Historica]]y, the use of minicomputers -for data achisition
" and control entailed the development of an operating system. It and
all application softwarg\had to be written in assembler 1;nguage.
This clearly precluded the implementation of complex data reduction
algorithms while on-line. Frequently, the complete process had to be
repeated each time a new application was considered. Presently, most
mjnicomputer manufacturers are supplying sophisticated and reliable
operating systems to their customers, Typically, an operating system
/’dﬁrov1des the user with access to a multitask scheduler and device
drivers for all standard peripherals. High level languages such as
. FORTRAN IV are also supported. The development of software for 5
given application has become less invo]vea. Coupled with the proven

reliability and low cost of minicomputer systems, plant managers have

begun to atquire them for data acquisition and control. In view of

" this trend, academic institutions are beginning to introduce students

to the various aspects of on-1linescomputer technology.

Data acquisition and control is classified as an an-line

sys%em In such systems, ]ogica]]y independent programs called tasks

©

must norma]ly*execute at specific t1mes of the day or at specific tqme

‘fntervals. These tasks appear to execute in parallel but in fact, aﬁ

-~

“

a given instant in time, only one task is executing. Computer

' d
resources are allocated by a task scheduler to the various tasks on a
priority basis. For further details, the reader is referred to any

“text on multitask programming.

93
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Most minicomputer manufacturers have provided customers with
powerful off-line (BATCH) executives supported by their operating
sy;tems. Executives for on-line (REAL~TIME) operations are not,
however, usually available from most vendors., Computer system vendors
such as Foxboro, Honeywell and Fischer & Porter to name only a few
have developed on-l1ine executives for use in plant environments. The
systems are indeed impressive but are not suited to a research environ-
ment where‘a variety of data acquisition and control applications
exist. The dynamic nature of academic research coupled with the fact
that academic institutions cannot normally. afford packaged computer
systems thereby eliminate these vendors from any consideration at
all. Vendors like Digital Equipment or Data General offer several
suitable models of minicomputers but do not market an on-line executive
program. Some software houses have developed on-l1ine software for
these machines but then again, it is not designed for use in a research

environment. R

The Chemical Engineering Department at McMaster University
has a number of Data General NOVA series minicomputers which had limited
use until this research program was undertaken. Since applied research
in‘controf could not be attempted efficiently without a suitable '
on-line executive program, a highly flexible and powerful on-line executive
proéram was developed. Its structure is not application dependent
and is readily converted from one application to another with minimal

efifort. The executive program was based on Data General Corporation’'s

'}Real Time Disk Operating System. 9

\\
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The deve]obment of an interactive on-line executive or man- ,
machine interface must follow a careful study of the needs
gf all users and the structure of the operating system being used.
For effective use, communications based on a symbolic language is
desirable. The interpretation of commands must include extensive
diagnostic checks and precise error reporting. Error-free commands must

execute promptly.

Any on-line executive must provide a number of fundamental

functions. These are summarized below:

hd %

- A facility to start, kill or report on the current
status of any user task.

<+ Qutput of data in log or plot format is, necessary.
On-line formatting is desirable.

- The displaying and a]tering of user program parameters
must execute in real time.

- User alarms must be reported promptly.

- The package must maintaig¢ the plant interface from control
information provided in tabﬁ]ar form.

- Support for user tasks written in FORTRAN IV muig,be’/
provided. P _ |

Many more additional functions are usually 1ﬁc1uded to expand a package's

flexibility.

I3

Data General Corporation's Real Time Disk Operating System
(RDOS) provides the facilities essential to the dévelopment of an
executive. The major ones involved in the operation of the executive

described in this chapter follow:

a7 o s A At



- disk based operating system

- §chedul g of tasks based on software priorities
- multiple user overlays

} disk buffering of putput to slow peripherals.

The Genefa]ized Operating System Executive, known by its acronym

96

"GOSEX" makes extensive use of the operating system's overlay facility.

AT1 text strings used for dialogue or alarming are kept in specially

fsrmatted disk files. Together, these provide'for a very compact

program. Because the entire pRogram was written in assembler language
" following modular concepts, t:j\executive is extremely efficient and
flexible. ATl éxecutive tasks compete with user tasks on a priority

basis. User tasks may be written in either assembler or FORTRAN IV

language. 3

o

The GOSEX structure is J1lustrated in Figure 4-1. Three
classes of routines may be identjfied and are listed in Table 4-1.

Thé utilities are reentrant coye resident subroutines for use by the

executive tasks, functions afd user tasks. These are outlined in
Section 2 of this chapter/ The executive tasks described in Séction 3
form the heart of the GQSEX package. Control over eerhtive output
and user tasks is Erovided b& the functions. These ére presented in
Section 4. Finally, the 1ink between GOSEX and the user tasks is -

summarized in Section 5.

Flexibility was the major objective behind the design of the

GOSEX package. At setup time, the user provides a simple interface

P -




FIGURE 4-1

THE STRUCTURE OF GOSEX
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ERROR -
KEYED

ENCOD

DECOD

BDEC

BOCT

BFLT

DBIN

OBIN

FBIN

MTPLY, MTPLA
DIVID, ROUND
LOCAT, RETRV
LNEAR, LNVRS
QUAD, QNVRS

NUMBS

RANGE

MFINT, MFENT,
MFEXT .
DSKMG

CONTL

FLTER

INTRP
MNITR
MTPLX
LOGER
PLTER
PFILE
COPER
CHTER

TABLE 4-1

GOSEX ROUTINES
1 , :

UTILITIES

-fatal error reporting

"-keyboard input buffering

~-string encoding

-string decoding .

~-binary to decimal convert

-binary to octal convert

-binary to floating point convert
-decimal to binary convert

-octal to binary convert

-floating point to binary convert

-single precision unsigned .multiply
-single precision unsigned divide

-buffered character storage and retrieval

~-linear integer polynomial

-quadratic integer polynomial -

~-single precision signgggiggeger compare

-absolute address testi

~access to the floating point interpreter
in a multitask. environment

-disk message file access

-single variable three tepm controller
~first order filter j

EXECUTIVE TASKS

-main program
-user alarm monitor

.~-interface handler

-logging routine
-plotting routine
-profiling routine
-copying routine
-analog output routine - //

£
P
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TABLE #4-1
(cont'd)

FUNCTIONS

USER TASK  START -start a user task
CONTROL CEASE -kill a user task
STATS -obtain status of a user task

EXECUTIVE LOG -data logging initfator
DATA OUTPUT MYLOG s»data logging initiator
TASK CONTROL PLOT -data plotting initiator
PROFL -data profilling initiator » f/

COPY -data transfer initjator (

CHART -analog output initiator i )

ENDIO -ki1l a selected output task }

ENDAL -kill all output tasks }

CHNGE -change display rate of a selected ‘

output task

.
\iw"-ﬁ.\ »,--.m.?WSK Pt ek mee om

14
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ON-LINE PARAM -general parameter display and change .
PARAMETER  TUNER -controller parameter display and change
DISPLAY AND

CHANGE

LR S T IVCI Y NP W e

MISCELLANEOUS ‘

DIALG -operator report generation

CLEAR -delete a disk lag file

READY -initialize a magnetic tape device or
disk subdirectory

RELSE -release a magnetic tape device or
disk subdirectory

CLOCK ~-output time of day and day's date

RETRN -return to the RDOS CLI
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between his programs and GOSEX. This interface characterizes his

application. At run-time, the operator controls all operations of

the GOSEX package and user tasks through an expandable set of functions. «
For complete information about the GOSEX package, the reader is directed':

to two references: Tremblay [1975] and Tremblay [1977a].

The GOSEX package occupies approximately 4K of central
processor memory. The actual usage depends on the ‘number of devices

“and the size of buffers configured for a particular application. A

typical menn?y layout of a 32K computer at run-time is given in

Figure 4-2. In a FORTRAN IV environment, available core for user !

o
programming gxceeds 14K in a 32K machine. v )
_ ¢
Up to 30 standard output devices are supported by GOSEX. . 3
: 1.
They are: . 1
. X
- 2 te]etyﬁ%rs (or similar devices) ;
- 2 line pfinters ]
- 2 high speed paper tape punches
- 8 magnetic tape transports
- 8 cassette tape transports YV
- 8 parallel disk channels. X
In addition, user tasks may output on other disk channels. Under ‘§
. . B
GOSEX, the output devices are identified by the following names and . <§
unit numbers: %%
CONSL - operator's console 'ﬁ%
TTYPE - auxiliary teletyper . ) A
PRINT(0&1) - lipe printer pi
. o kK
’; ,)"
st
KR
} N
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FIGURE 4-2
GOSEX MEMORY LAYOUT AT RUN-TIME : :

A - -
/ 0 15 RDOS SYSTEM POINTERS :
16 usp —_—
SYSTEM CALL TRANSFER
PAGE ZERO N kU ADDRESS .
0.5K SPECIAL AUTO COUNTING
20 - 37 ADDRESSES
40 - 47 DGC MATH LIBRARWF TRANSFER
ADDRESSES
, 50 - 317 USER PAGE ZERO
5 AREA CLAIMED BY.THE
\ 400 ~ INMAX RDOS RELOCATABLE LOADER
. INTERFACE *
AND USER
APPLICATION .
::>(::> , SOFTWARE i
i
" | TABLE OF ;
USER SYMBOLS :
EXECUTIVE TASKS
UTILITIES
4K OVERLAY AREA o ,
' USER *
PAGE ONE LIBRARY ROUTINES ;
: ]
. i
TASKING :
MODULE i
Iy . N g
> FREE 4
AREA ‘
1 " RDOS
~10K SYSTEM
!' |

The tasking module occupies about 1K when user tasks are in
assembler only. When FORTRAN IV tasks exist, the tasking
module occupies about 1.5K. The FORTRAN IV library. routines
must also be included. The free area is claimed for the
run-time stack at run-time.
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PUNCH(O&I% - high speed paper tape punch

- CASET(0-7) - cassette tape transport

. MAGTP(0-7) - magnetic tape transport
DISK - disk

The GOSEX package has been tested extensively and is now

widely used in computer based control research at McMaster University.

ot g 5

GOSEX is being used in pfbcess research at Ontario Hydro's éruce Heavy

Water Plant in Tiverton, Ontario.

4.2 GOSEX Utilities

f
-
|
!
i

Twenty-eight subroutin5§ have been developed and forﬁzé
library of core resident utility programs.. These have been listed in
'Tab1e 4-1, Af1‘subrout1nes are reentrant since théy store data in an
area indexed by the calling tasks's "USP". Under RDOS, e;th active

taskl is assigned its own "USP": memory cell 16.: The "USP" may be

considered as a reentrant stordge register.
|

\\\\ Except for utilities DSKMG and CONTL, the minimum work area
is 10 (decimal) words. This area provides temporary and return address -
Jstorage for all utilities and is often used to exchange information

between the utility and the calling task. Utility.pSKMG requires a

17 (decimal) word work area and CONTL requires 49 (decimal). Some

. kel

Tocations in the extensions to the basic 10 (decimal).word work area -

must contain special data required by the DSKMG and CONTL.utilities.

e

__Because most of the GOSEX utilities have been designed to assist
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executive operations, only a few are usefu]_in the development of
application software. Those that may be called by the user are denoted
by an asterisk. This section is devoted to the description of each

utility. The descriptions follow.

)
4

ERROR - Fatal Error Reporting (*)

A special subroutine for the identification of unusual
error conditions is available. A call to this routine causes the
calling task to be raised to the highest software priority level
anq all parallel tasks of Tower priority to be killed. A hessage is
then output tojthe keyboard and has the form:'

CRASH ® ADDR [TASK ID] RDOS TEXT MESSAGE
"ADDR" specifies the absolute core address from which the call to the
error subroutine was made. The task identification code of the task
which made the call is spec{fied within the square brackets. Since a
call to this utility causes an unconditional return to the CLI (RDOS'

off-line exegutive), the operating system is used to indicate the nature

of the error coﬁdition. From a loader map, the user may directly

identify the source of the'error.
B
KEYED - Keypoard Input Buffering
A number of utilities and functions process buffereé
character strings.- The buffering of keybbard input is performed by this
subroutine. When calling it, thg ﬁaximum number of characters to be

buffered must be specified. If, on input, the character input count

X"W

LR SEINPPUGRY. 7 TR NSRS S

-
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exceeds this number, the input string is ignored and a restart occurs.

Striking the "ESC" key causes an abnormal return to the calling task. ?\
The pormal return occurs only after a carriage retu;% and in this case %

the actual character input count is passed to the calling task. A

null is appended to the buffered string.

ENCOD - String Encoding ’

A convenient means of characterizing a string of characters

is to translate it into a unique numerical quantity. The recognition

" N

of symbols by the GOSEX executive follows this principle. Following

the convention defined by the Data General Corporation assembler,

Y e w7 =

buffered strings of up to five alphanumeric characters are encoded into

two integers. The technique is illustrated by the,fo]1owing example.
To encode the-string "ABCDE", the coding,va1ue of each

character of the string is determined from Table 4-2. These are then

combined in the following way:

. :
\ (A] = 11 (((A)-40+(B])-40+(C]) = 10693. ;
[B] = 12 . /’ §
\\TB (c] = 13
\ ; [D] = 14 (([D}«40+[E]))-32) = 18400.
[E] = 15 )

After performing thé above calculation on a character string, the

ENCOD subroutine compares the resulting numbers with those found in a '
symbol table. fhis table is prepared off-1ine and copsists of a series

of three word entries. Two of the words in each entry are the coded

represéntation of a symb 1. The third word is the symbol's value.

s
i
WA
.2;&&
Y
Qe
by
u}ij
g'j‘ﬁ
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&
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TABLE 4-2

CHARACTER CODING YALUES

CODING CODING
CHARACTER VALUE CHARACTER VALUE
NULL 0 I 19
P 1 J 20
1 2 K 21
2 3 L 22
3 4 M 23
4 5 N 24
5 6 0 25
6 7 P 26
7 8 Q 27
8 9 R 28
9 10 S 29
A 11 T 30
B 12 U 31
C 13 v 32
D 14 W 33
E 15 X 34
F 16 Y 35
G 17 Z 36
H 18 DOT 37

Nl m s
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Usually, this value is established by the loader and specifies the core
address which the symbol defines. Upon a successful comparison, the
symbol's value is recovered. This and the core address of the symbol's
table entry are passed to the calling task. If an illegal character
was found in the buffered string or the string was not defined in the

symbol table, fhe abnormal return to the task is used.

DECOD - Symbol Decoding
Headings for data outputs may be readily generated from
information found within the symbol table. By passing to the DECOD
subroutine the address of the appropriate symbol table entry, the
coded representation of the symbol is recovered and decoded into a

buffered string of five alphanumeric characters, preceeded and followed

by a space. \

BDEC - Binary to Decimal Convert
This utility translates a single pﬁecision,signed binary
integer into a String of ASCII decimal digits. The str}ng is buffered
so that lines of output may be prépared. The form of thelseven_

character buffered text string produced by this routine is i lustrated:

below: ‘ . ~
(SPACE ) DDDDD{SPACE) for positive integers, g
. -DDDDO(SPACE) for negative integers,
» .

where "D" indicates any decimal digit.

106
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BOCT - Binary to Octal Convert _
If translation from biq?ry to ASCII octal is required,
this uti]ity.subroutine is used. Like BDEC, it also produces a buffered
text string of seven characters. The form of the string is

(SPACE )00000( SPACE) for integers less than 100000, 3
100000 ( SPACE) for integers greater than 77777, ’

where "0" indicates any octal digit.

5 P s o g

BFLT - Binary to Floating Point Convert

Where floating point outputs are desired, this utility
produces. a base ‘ten exponential representation of a single precision

binary f]oating point number. The ASCII string of fourteen characters

[ PR S R R ")

is buffered so that lines of output may be generated. The form of the

[P

text string is given below:

(SPACE).DDDDDDDE+NN(SPACE)  for positive numbers,
" -.DDDDDDDExNN(SPACE)  for negative numbers,

where "D" and "N" denote any decimal digit.

[l

DBIN - Decimal to Binary Convert

The conversion of a string of decimal digits into. a single
precision signed binary integer is accomp]isﬁed by this utility sub-
" routine. The string of up to six ASCII characters (including a sign)
must be buffered. I]]egai characters cause an abnormal return to the

caller.




OBIN - Octal to Binary Converf
This utility translates a buffered string of up to six
ASCII octal characters (including an optional sign) into a single
precision binary integer. As with DBIN, illegal characters in the string
cause an abnormal return to the Eaﬂ]ing routine.
FBIN - Floating Point to Binary Convert
Buffered inputs of fixed point or base ten exponential
numbers are converted into single precision biﬁary floating point
numbers by this utility. ASCII strings may not exceed thirteen
characters. Illegal characters or formats causé an abnormal return to

the calling routine.

MTPLY, MTPLA - Single Precision Unsigned Multiply(*)

The MTPLY utility provides the facility to multiply two
single precision unsigned integers. The result is a double precision
unsigned integer. “When it is desired to add a single precision
unsignéd integer to the product,:utgﬁgty MTPLA 1is used instead.

-
DIVID, ROUND - Single Precision Unsigned Divide (*)

Utility DIVID is called to divide a double precision unsigned
integer by a single precision unsigned integer.' The quotient is a single
precision unsigned integert’ If required, rounding of the result is

achieved by the ROUND utility routine.

I
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LOCAT, RETRV - Buffered Character Storage and Retrieval
A compact means of buffering ASCII character strings is
to pack two characters to.each 16-bit computer word or one character

per byte. The LOCAT and RETRV utilities assume that character strings

s apepa Y b L

are stored in sequential words of memory and packed left to right
within each word. When called, the LOCAT utility places a character
"into a byte without affecting the other byte of the word. Conversely,

the RETRV utility retrieves a character from a byte. These routines

PRI Yo vy

are guided)to the byte of interest by a byte pointer.
\,I

LNEAR, LNVRS - Linear Integer Polynomial (*)

User application software written in assembler language must
often convert data from one set ¢f units to agother using a linear
polynomial. For instances where integer arithmetic is precise enough,

a linear equation and its inverse gre available. The expressions are:

&

y = arxtb (4-1) 1
_ ' i
x= L2 (4-2) ]

TP

Coefficients "a" and "b" must be scaled quantities..

QUAD, QNVRS - Quadratic Integer Polynomial (*)
These utility routines are very much like LNEAR and LNVRS

above except that these are quadratic routines. The expressions are:

LY
’ ¥




y = a-x2 + bex + ¢ (4-3)
x = -b +//b2+4oao(y-g)A (4-4)
2 a ’

Coefficients "a", "b", dnd "c" must be scaled quantities.
NUMBS - Single Precision Signed Integer Compare (*)
The magnitude of two single precision signed integers may be
compared using this utility. The routine returns to the caller by one

of two routes.

RANGE -- Absolute Address Testing
This utility establishes the relative position of an
abso1u£e core address. Three separate returns from.this routine are
possible. The argument address may ldie within user address space in

page one, the symbol table space in page one or anywhere else in memory.

MFINT, MFENT, MFEXT - Access to the Floating Point
Interpreter in a Multitask Environment (*)

For instances where all user application software is written
in assembler language,access to the Floating Point Interpreter in
a multitask environment is. provided by this utility. Quite simply,
the utility performs the swapping of the Interpreter pointers that would

\

normally have to be performed by the user software. It does not expand

the capabilities of the Interpreter. It is still neceséﬁry to ensure

110
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L 4

that parallel tasks accessing the Interbreter operate at different
priority levels. Attempts at output from the interpretive mode are
thwarted by the utility.

A call to MFINT initializes a work area. Entrance and exit

from the interpretive mode occur upon MFENT and MFEXT calls respectively.

DSKMG - Disk Message File Access . g
;’ ~\‘? - It was previously indicated in Section-1 of this chapter ~ .
that a speéia]]y forméfted disk file was accessed to output alarm °
messages to Ehg keyboard. In addition to this, all messages used in
dié]ogue wigb/%he cperator are also kept in another disk file. This
utility suBroutine accesses these disk messag; files, recovers the

message of interest and outputs it to the keyboard.
N .

The structure of a disk message file is shown in Figure 4-3.
The first word in'the file indicates the number of messages stored —
within the file. Following this entry is a message directory consisting
of "three word index blocks. Each block pos1t1on refers to a given
message number. The first index block in the directory refers to
message #0, the second to message #1, and so on. Each 1ndex block
provides the starting position of the message in the file and Jts l
character count. The messages proper are stored end to end in the d1sk
file following the message directory. The disk message f11e§ are -
produced off-1ine using the SORT assembler developed for this work.

The use of the SORT,assémb]er is outlined in Section 5.
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WORD # @

WORDS 1
2
3

WORDS 4
5

6

WORDS 3n-2
3n-1
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Text stri:;%

begin at word
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FIGURE 4-3
STRUCTURE OF A DISK

MESSAGE FILE
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Utility DSKMé»requires a 7 word extension to the basic

10 (decimal) word work area.

CONTL - Three Term (PID) Position Type Controller (*)

A three term position type controller is available for

single input-single output systems. It may be called from routines

written in FORTRAN IV. To do this, thg user must be familiar with
the FORTRAN IV run-time stack. Input data is filtered (see utility

FLTER) before being used to compute a tontrol action. The control

algorithm is based on the following expressions:

P =Pm+ Kp-E(t) + Kprde + K ‘Ateze (4-5)

it 1

Ae = 11.e(t) - 18-e(t-1) + 9.e(t-2) - 2-e(t-3) (4-6)
At _ b-at ﬂ

whare P = output control action
Pm= mean value of the output éontro] action
e(t) = measurement's deviation from the setpoint at time t
Ky= proportioné] gain .
KD='proportiona]-derivative gain,'Kp-?D
I= proportional-integral gain, Kp/rI

- Ae = .approximate time derivative of the error

At
at = control interval
Le = approximate integral of the error

113
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The approximate time derivative is computed from the expression given
above. Computation of a derivative based on differenced data is

sensitive to measurement error.

The use of integral action in a control loop méy lead to
serious reset windﬁp whenever load disturbances or setzpoint changes
occur. This effect is yedubed by an anti-reset windup algorithm
incorporated in this contfo]]er. If the controller indicates that action
should be outside the bqunds specified by the controller's output limit

parameters, then the integral sum is not augmented for the current

control interval. s

-

R

The CONTL utility requires an extension of 39 words to the

basic 10 (decimal) word work area. Certain entries in this extended.
area may be examined and changed at run-time by envoking the TUNER

Z

- executive function (see Section 4).

FLTER - First Order Filter (*)

A first order filter may be used to smooth input data.

' Data is modified by the-following algorithm:

y(t) = a-y(t-1) + (1-a)-y(t) (4-7)
where yfxg = filtered data at time't

y(t) = raw data at time t

o = filter constant, 0 < a < 1

Only positive integer data is accepted by this utility and the filter

cotistant must be scaled:

114
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4.3 Executive Tasks

The executive tasks INTRP, MNITR and MTPLX listed in Table
4-1 are the only tasks which are active initially. A1l other executive
tgsks perform data output and pust be created at run-time by the operator.
Although only five data output routines are indicated, more” than five
output tasks may exist in practice. For example, individual data log °
outputs are controlled By independent tasks but are generated by the
routine LOGER. Consequently, all output formats .and display intervals

may be different.

N INTRP - Main_Program
At run-time; the operator communicates with the main
program via the operator's console. Howevér, alarming and daﬁa output
" activitj:also require access to the keyboard. Since three different
GOSEX tasks are competing in real time for the same device, some control

e

is required. The operétor must be able to gain access to the main
program regardless of the activity on the keyboard. To gain access to
the operator's ‘console, an operator interrupt character or péssword
must be transmitted to the main program. This actiop guarantees the
operator-uninterrupted use of the keyboard. Upon the release of the
keyboardz the alarm monitor is offered access to it once every second.
If neither the operator nor the alarm monitor arecLsing the keyboard,

access is granted to an active daté/putput executive task.

The main program establishes primary communication with

v obea AT 5 4w
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T PRUN

the operator. Its sole purpose.is to obtain the name of an executive
function. This is used to call a routine which establishes further
dialogue with the operator. The routine which allows the operator to

- M » \ - -
display and change parameter values is an example of an executive function.

PRGPRPOV S S,

In all, twenty standard functions are available, and custom user defined

At

functions may be added to the GOSEX executive. , %

MNITR -~ User Alarm Monitor o

To provide user tasks with the means of outputting messages

-

to the keyboard in an orderly manner, the a]arh monitor was devised.

T el

" Once every second, the alarm monitor scans a table of alarm flags .pro- '
vidéd by the user. Whenever a flag is raised, an appropriate message : i
stored in a specially formatted_disk.file is recovered and outputed ' %
to the operator's coh§01e.* A user task may inform the operétor of . :
alarm conditions by simply rqising flags in the table of alarm flags.

The disk message file created for the alarm monitor {s produced by a

Ve, s

program known as the SORT assembler. Thi f;>%gram was developed so

that test messages would not have e stored in computer mémory.

MTPLX - Interface Handler
If any one thing characterizes a given installation, it is

the type of hardware that exists between the computer and the field.

To accommodate the possibility that changes in this interface will

3

eventually be required, the handlers for custom periphefal devidés

have been assembled as a separate executive task. At run-time, this

. 1 :
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task is automatically activated at a user specified frequency. This. ’>
task would for example initiate the sequentia1 scan of analog to diQita]
convert inputs. This single executive task controls tpe inputs and
outputs of the hardware interface. It operates from a series of infor-
mation blocks comprising a portion of the link between user tasks and
GOSEX. The use of buffers to exchange information between user tasks
and GOSEX provides two things. Transfers of data between’user tasks and
tﬁe plant are simplified. Hardware reconfigurations result in minimal
source m?dificétions to GOSEX. v ‘
- Executive Data 0utp3} Tasks

Five different types of data output may be generated at »
run-time. Details on the initiation of the executive output tasLs are
given in Section 4. A logged output provides a display of data in
decimal jnteger or floating point format. The plot, profile and chart
data outputs display data in graphical form. The exchange of data
betwéen peripherals -- such as the printing of the contents of a disk

file on a line printer -- is accomplished by a copy output.

Logged outputs may be Fo any of the output devices ]istgd in
Section 1. Databases may be produced in either ASCII or binary-format“
Plot and profile outputs may only be directed to teleprinters and line
printqrs. The copy outputs may'bq'to any output device except a
teleprinters. Whereas the log, plot, profile and copy outputs are to’

standard peripherals, the chart output is to the computer's analo§

3
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outputs. Displays on strip chart recorders or storage oscilloscopes

are then poésib]e. \Samples of log, plot and profile outputs have been

reproduced in Figures 4-4, 4-5 and 4-6 respectively.

4.4 Standard GOSEX Functions

The staﬁd&rd GOSEX executive functions are listed in Table 4-1.
A1l executive fune{eons are loaded together into an overlay f%]e prior
to run time. At run time and upon operator request, the appropriate
portion of the overlay file is brought into memory for execution of a
function. GOSEX also allows individual users to Write special purpose€
executive functions. These become part of the executive and consequently
they must resemble the standard executive functions with respect to

structure and linkage to the various utilities.

fhe operator interrupt or password -- teletype code <CTRL E>
must be given before any function may be envoked. After the password
has been given, the executive suspends all outputs to the operator's.
console. The operator is tﬁen prompted to enter the name of a function.
Naming errors are reported. "If the name was that of an executive
function, further dialogue is established by thg function itself. Oncg,
‘the function has comp]eted its operations, suspended outputs to the

S
operator's console are reactivated.

Four groups of standard GOSEX functions are described below.

The description for each group is in two parts. The first briefly reiates
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FIGURE 4-4
FORMAT OF THE LOG OUTPUT
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FIGURE 4-5
FORMAT OF THE PLOT OUTPUT
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FIGURE 4-6
’ FORMAT OF THE PROFILE -QUTPUT
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the purpose and operation of the various functions within that group.

The second part outlines the run-time operating procedure. In these '

portions, the text in italics fs genérated by the computer. A1l other

text except the comments is provided by the operato%. The GOSEX functions
(except ENDAL, CLOCK and RETRN)} may be prematurely terminated by .

striking the "ESC" key at the operator's console.

START, CEASE, STATS - User Task Control Functions

S Mt AR A H U MTT G AT DN 7S 2

These three functions provide the operator with control
over the user tasks. The START function as the name implies is used to

initiate a user task. To kill an active user task, .the CEASE function

is envoked. The status -- active or inactive -- of a user task is deter-
mined by the STATS function. Each function operateg from information
provided in the "user task definition table" (see Section 5). Entries

in this table identify the user tasks by specifying a task priority,
identification and starting address. Tasks may be written in FORTRAN IV
or assembler language. A task kill flag is also assigned to each user
task. It indicates to the CEASE function whéther the task may be killed

:;direct1y by a scheduler command or if the task must be informed to kill

PR 2o WS TR U LY TR et

itself. The latter mode is used when a user task is using overlays or

has opened read/write disk channels.

START - Start a User Task

<CTRL E>
START

TASK NAME: CSTR Operator is prompted to specify a
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user task name. defined in the ;

"user task definition table". ;

Possible messages: é

3

2

NOT A USER TASK Either the task name was not defined i

in the symbol table or it was not 3

defined in the "user task definition |

table". The prompt is reissued. 3

TASK IS ALREADY ACTIVE User task was found to be active. :

Function terminates. g

USER TASK CREATED User task was created. Function %

terminates. 3

CEASE - Kill a User Task ) 3

<CTRL E> . :

CEASE ¢
TASK NAME: CSTR

Operator is prompted .to specify a
user task name defined in the "user
task definition table". '

Possible messages:
NOT A USER TASK Either the task name was not defined

in the symbol table or it was not
defined in the "user task definition

. . table". The prompt is reissued.
. ™~ )
_TASK IS ALREADY - User task was found to be inactive.
INACTIVE . " Function terminates.
USER TASK KILLED User task was killed. Function
terminates. '

STATS - Provide the Status of a User Task

<CTRL E> ’
STATS - '
TASK NAME: CSTR
Operator is prompted to specify a
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3
user task name defined in the "user
task definition table". i
Possible messages: ?
NOT A USER TASK Either the tagk name was not defined
in the symbol table or it was not
defined in.the "user task definition
table". The prompt is reissued. ¢
TASK IS ACTIVE User task was found to be active.
' Function terminates.
TASK IS INACTIVE User task was found to be inactive.
Function terminates.
LOG, MYLOG, PLOT, PROFL, COPY, CHART, - Executive Data Output ;
ENDIO, ENDAL, CHNGE Task Control Functions '
The recording of process data for use in off-line studies }
]
is an essential operation in any data acquisition and control application. )
At tun time, other forms of data display such as data trending or pro- :
, ] .
filing usually are more useful to the operator. These facts necessitate
the generation of multiple outputs. To meet these requirements, GOSEX
provides six standard functions to initiate five types of executive data
output tasks. Functions which terminate or alter the display rate of ]
these tasks are also provided. 3
The'LOG and MYLQG functions create outputs t6 any of the output .i
peripheral devices listed in Section 1. Besides the usual ASCII text ;
output format, a binary format may be generated. Data may be Hféﬁﬁayéd E‘
%n either decimal integer or f]oatinglpoint. "Both functions begin by é
requesting .the name of the iogging device. If the device is not a g%
. : ‘.\x
4
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teletype or a disk, the device unit number is also requested. If the
device has been configured in the system and is not already active, a
record identification is accepted from the operator. The choice of
ASCII or binary output must be made if output is to a high speed paper
tape punch, magnetic tape transport, cassette transport or disk (if
binary output is selected, the binary data may be translated into ASCII
by an off-line program). The only differences between the LOG and MYLOG
functions appear at this point. With LOG, the operator must spgcify
at the keyboard those variables to be logged and whether in iﬁteger or
floating péint format. On the other hand, MYLOG reads this information
from a disk file produced by ‘the SORT assembler described in Eection 5.
An example of a file's source format is given in Figure 4-7. MYLOG
will report errors if any of the following cénditions arjse:.

; a variable is not defined in the user symbol £ab]e
- - a variable name contains more than five characters

- the character appended to the variable name is not "@" or "#".
Integer format is specified by the "@" character;and f]oa&ing point by
" Oncevéhe variab]e‘1ist is completed, the bperator must input thé
logging interval. If necessary, he also must iﬁpui Ehe disk file for

output to a disk or the tape file number fof output to cassette or

magnetic tape transports. Logging begins once this data is provided.

The trend plotting of data is initiated by function PLOT and
the profiling of daga by function PROFL. These outputs may be directed

to teletypes and line printers only to provide the operator with a
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FIGURE 4-7

THE MYLOG LIST SOURCE

FORMAT OF

The "@" appended
format on output.

-Tle -
T2e

T3e

T 48

oBJ#

TFLOWS

NQI-SE®

RTRDP@

PUFO# .

e

to a variable name selects ihteger
Floating point format is selected

by the "#" character. The lone "@" at the end of the

Tist is the SORT

assembler pseudo-op indicating the

end of list. Refer to section 5 for details on the

SORT assembler.
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graphical;ﬁiéélay of data. The.dialogue of the PLOT and PROFL functions

follows that Of the LOG functién except for Fhe following differences.
Only integer data is acceptable for ?utput. The PLOT function requests
a scale factor for each variable, thus permitting the trending of data
with orders of magnitude difference. With PROFL, input of the data's

‘ spacial %bsitioﬁnror simi]a; dimension except time) is necessary. The

~ minimum and maximum vé]ues of the plotting range must-be‘specified.

Output bég;ns upon completion of the data input.

It is frequently necessary to transfer information from one
~ ’

peripheral device to another. An exémble of this would be the transfer ‘

of a file from cassette to disk for use by function MYLOG. The executive

tésks which peﬁform these transfers are initiated by the COPY function.
The'functiod begins by }equesting the name of the device to which the
transfer is to be made. A1l output device; listed in Section 1 except
the teletypes may be used. The device unit number is also requested if
the device is not a disk. If a disk was specified for output, the disk
filename mus£ be given. A tape file number is requested 3f output is
to cassette'or magngti& tape. Finally, the RDOS filename of the source
must be Provided before the executive task ‘is created. Al executive

output tasks created by the COPY function operate at the lowest software

priority level possible.

Where data output to strip chart recorders or storage oscillo-

scopes:is desired, the CHART function must be used.” Since the computer
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analog outputs are non-standard peripheral deyices, on1§ one executive
output task is created for output to them. Because of this special

circumstance, the creation and killing of this executive task is performed

PO NP IS SRR

by functiori CHART itself. Aside from this point, CHART's operation
closely parallels the PLOT function. Instead of-specifying.a scale
factor for each variable, the minimum and maximum of thé.p1ott1ng range

is required. . - %

-~

Three GOSEX functions allow the operator to alter the operation

of active executive output tasks at run-time. They however cannot - i
affect the operation of the output task created by the CHART function. | ;
The display interval of all executive data Putput tasks nog created by ' , §
fhe COPY function may be altered by the'CHNéE function. Executive out- j
put tasks not created by function CHART may be killed by functions !
ENDIO ané ENDAL. With ENDIO, a selected outbut task may be terminated,'
The device in questioﬁ is selected in the-mdnnEr described for.tﬁe LOG

qnd MYLOG functions above. Tﬁe ENDAL function kills all active output

tasks.

LOG, MYLOG - Data Logging Initiators

2 v ok N " - ’ "
e e B i o e A AR S S b S s

. <CTRL E> ' : _ M
LOG™ [MYLOG]
DEVICE NAME: MAGTP . ) .
Operator is prompted to select an
output device name. Those given
in Section 1 are acceptable.
'Possible messages:
W
. 2%
P - “ “.&f\g;;“

i‘;:
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\ %
NOT A DEVICE NAME Deyice name was not one of those listed
. in Section 1. The prompt is reissued.
) .DEVICE NOT PART OF Specified device was not conf1gured
. SYSTEM g for the application. Function termin- i
: ates. ‘
DEVICE IN USE An active output task already exists
on the teletype dev1ce Function
terminates.
ALL BUFFERS IN USE A1l device buffers configured for use
are already in use. Function termin-
? ates. '

If the device is not a disk or a teletype,
the following query appears: )

. DEVECE UNIT #: 3 An integer, as indicated in Section
- 1 is expected.

Possible message when unit # is accepted:

DEVICE IN USE _ An active output task already exists
" on the indicated devicé unit #. The

prompt is rejssued. ~—————

Once the’output device has been selected, ®
the fo1L0w1ng appears: .

RECORD ID GOSEX-QUTPUT"
Any 20 character strlng is accepted

If the selected output dew1ce is not a teletype or a .
Tine printer, the following appears: . . 4

ASCII OR BINARY OUTPUT: A . . .
Only characters "A" and "B" are

. accepted.

The following-applies to the LOG funztion only.

VARIABLES LIST-MAX: 00040

The number is specified when the
GOSEX package is configured by the
user.

- Y o - \. - s * o s - ", o i
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FORMAT F Any variable name defined in the

symbo] table or any octal address
in user page one is accepted: -ﬂuplw—

. ’ cated entries are ignored. Only

00040 GOSEX
FORMAT 1
END OF LIST

A partial list is obt
return when a variabl
done for the first re
before the prompt is

NO LIST - ’ .

The following app1ies

characters "I" for integer and "F"
for floating point are accepted for
the format.

Requests continue until the maximum
number of variables have been entered.

ained by striking the carriage

e name is requested. If this is
quest, the following message appears
reissued:

Ca,
to the MYLOG function only.

PREFORMATTED LIST DISK FILENAME: LOGLIST. LT

J

If errors are detecte
following message, on
file appears:

"LIST ERROR, ENTRY #00005

The 'name of the disk file which
contains variable name and formatting
information must have -been produced

by the SORT assembler. If the filename
is in error or if the selected device
buffer cannot accommodate the full

1ist of variable names in the file,

the prompt is reissued.

d when read1ng the file, the
e for each error found in the

The number indicates the line # in
error.Function terminates.

The following is common to the LOG and MYLOG functions:

Possible messages:
3
!

\

LOGGING INTERVAL(SECONDS): 60

Operator is prompted to se}ect the
1ogg1ng interval.
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INTERVAL IMPROPERLY SPECIFIED
Specified interval was in error.
The prompt is reissued.
[f the output is to a magnetic tape Hevice, the-
following appears:
TAPE FILE #: 8 Operator is prompted to specify the
file # on the selected tape unit.
The number must be between 0 and 99.
If 6utput is to a disk, the following appears:
DISK DIRECTORY AND FILENAME: GOSEX. GX .
The operator is prompted to specify
the RDOS filename or a disk file to
be used for the logged output.
- “
If either function is unable to initiate the executive
outhE task, thg following appears:
UNABLE TO INITIATE OUTPUT TASK
If the output task was created and it was not to
the operator's console, the following appears:
OUTPUT TASK CREATED
PLOT, PROFL - Data Plotting Imitiators
<CTRL E>
PLOT [PROFL]
DEVICE NAME: PRINT " Operator is prompted to select an
. output device name. Only acceptable
names are CONSL, TTYPE or PRINT. -~
i
Possible messages: /1\}
NOT A DEVICE NAME " Device name was .not one of those
o ‘ listed in Section 1. The prompt
is reissued.. ,
DEVICE NOT PART OF Specified device was not configured .
SYSTEM : . for>the application. Function

terminates.
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DEVICE NOT EQUIPPED Plot or profile out?uts are not
FOR PLOTTING permitted on the selected device.
DEVICE IN USE An active output task already exists
A on the teletype device. Function
' terminates.
ALL BUFFERS IN USE A1l device buffers configured for
use are already in use. Function
Sterminates.

If the device is a line printer, the following query
appears:

DEVICE UNIT #: O Integers 0O or 1 are accepted.
Possible message when unit # is accepted:

DEVICE IN USE An active output task already exists
on the indicated device unit #. The
prompt is reissued.

Once the output device has been selected, the following
appears: {
RECORD ID:~* GOSEX-OUTPUT

Any 20 character string is accepted.

VARIABLES LIST-MAX: 00040
The number is specified when the
GOSEX package is configured by the
user,

The following.applies to the PLOT function only.

000071 VRBL 1
SCALE FACTOR: 6 Any variable name defined in the
: . symbol table or any octal address
in user page one is accepted.
Ve - o Duplicated entries are ignored. All
non-zero scale factors are accepted.

‘

00040 GOSEX - ” )

SCALE FACTOR: =3 . )
END OF LIST Requestg continue until-tbe Waximum
; number’ of variables haﬂ?’heen entered.
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The following applies to the PROFL function only.

iy SL03 e pon b

00001 VRBL .-~

AXIAL POSITION: 24 Any variable name defined in the
symbol table or any octal address in %
. user page one is accepted. Duplica- §
) ted entries are ignored. Acceptable %
axial positions are integers from 1 )
. to 99 inclusive. i
00040 GOSEX L
AXIAL POSITION: 87 §
END OF LIST Requests continue until the maximum &
number of variables have been entered, %
|
3
The following is common to the PLOT and PROFL functions. g

A partial list is obtained by striking the carriage
return when a variable name is requested. If this is
done for the first request, the following message appears
before the prompt is reissued:

NO LIST )

PLOTTING INTERVAL(SECONDS): 60

Operator is prompted to select the
plotting interval.

|
]
»
4
A
%
g
x

Possible messages:

INTERVAL IMPROPERLY SPECIFIED

Specified interval was in error. -
The prompt is reissued.

The lower and upper range of the data to be plotted must
be specified. The following queries appear: '

. MIN RANGE OF PLOT: =2
° MAX RANGCE OF PLOT: 10

Possible message:

*9 4 Specified range is unacceptable.
: Frompts are reissued.

If either function is unable to initiate the
exécutive output task, the followifg appears:
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UNABLE TO INITIATE OUTPUT TASK

If the output task was created and it was not to
the operator's console, the following appears:

OUTPUT TASK CREATED

COPY - Data Transfer Initiator .

" <CTRL E>
copy )
DEVICE NAME: MAGTP Operator is prompted to select

- an output device name. Those given
in Section 1 are acceptable except
for CONSL and TTYPE.

Possible ‘messages:

NOT A DEVICE NAME Device name was not one of those
listed in Section 1. The prompt
is reissued. .
DEVICE NOT PART OF Specified device was not configured
SYSTEM for the application. Function
terminates. -

NO COPY TO TTY DEVICE The device name indicated a tele-
. type device. Function terminates.

ALL BUFFERS IN USE A11 device buffers confidured for
“use are already in use, Function P
terminates. : .

If ;hé device is not a disk, ‘the following query appears:

. DEVICE UNIT #: 3 ' An integer, as indicated in Section
1 is expected. ’

* Possible message when unit # is accepted:
. 1,
DEVICE IN USE An active output task already exists
- on the indicated device unit #.
The prompt is reissued.

If the output is to a magnetic tape device, the
following appears:

rY
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TAPE FILE #: '8 Operator is prompted to specify the
’ file # on the selected tape unit.
The number must be between 0 and 99.
If the output is to a disk, the following appears:

DISK DIRECTORY AND FILENAME: GOSEX GX .
The operator is prompted to specify
the RDOS filename of a disk file,
to be used for the transfer.

The RDOS filename of the source for the data transfer
* must be provided: . .

SOURCE FILENAME: CTQ:2 N

I[f the function is unable to initiate the executive
output task, the following appears:

UNABLE TO INITIATE OUTPUT TASK

If the output task was created, the following appears:

QUTPUT 'TASK CREATED

CHART - Analog Output Task Initiator

‘<CTRL E>
CHART

Possible messages:

* NO ANALOG OUTPUTS The GOSEX package was not configured

for data charting.
CHART IN USE. KXILL? [Y/N}: Y

The analog outputs are currently
being used by an active output task.
"Y" for yes and "N" for no are the
e acceptable responses.. If the reply
is "N", the function terminates.
"Y" kills the task. The function
then prepares to initiate another
output task.

The 1ist of variables for plotting must be entered.

~ .
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VARIABLES LIST-MAX: 00004

. The number is specified when the
GOSEX package is confiqures by the
user.

00001 VRBL
MIN RANGE OF PLOT: -2

MAX RANGE OF PLOT: +10 Any variable name defined {n .the
symbol table or any octal address
in user page one is accepted. Dup-
Ticated entries are ignored. If
the selected range is unacceptable,

. the prompts are reissued. .
00004 GOSEX

MIN RANGE OF PLOT: 3

MAX RANGE OF PLOT: +8

END OF LIST Requests continue until the maximum

number of variables have been entered.

A partial list is obtained by striking the carriage return
when a variable name is requested. If this is done for
the first request, the following message appears before
the prompt is reissued.

NO LIST it

PLOTTING INTERVAL (SECONDS): 60
Operator is prompted to se]ect the
plotting interval.

. >
Possible messages:

INTERVAL IMPROPERLY SPECIFIED
Specified interval was in error.
The prompt is re1SSUed

If the funct1on is unable to initiate the executive
" output task, the fo1IOW1ng appears:

UNABLE TO INITIATE OUTPUﬁ TASK
If the output task was created the following appears:

OUTPUT TASK GREATED A
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ENDIO - Kill a Selected Executive Output Task

<CTRL E>
ENDIO ‘
DEVICE NAME: MAGTP Operator is prompted to select an
‘ output device name. Those given
. in Section 1 are acceptable.

~

- Possible messages:

NOT A DEVICE NAME Device name was not one of those
listed in Section 1. The prompt
is reissued.

DEVICE NOT PART OF Specified device was not configured
SYSTEM for the application. Function
terminates.

SPECIFIED OUTPUT INACTIVE

No active output -task was found on
the .teletype device.  Function:
terminates.

If a digk was selected, the. RROS filename is ;
requested: . : 4

DISK DIRECTORY AND FILENAME:- GOSEX. GX

If the device is not a- d1sk or a teletype, the
following query appears.
DEVICE UNIT #: 3 An integer, as’ indicated in Section .
1 is expected. *

2 oo
Xooamed's

Possible messages:

o

SPECIFIED OUTPUT INACTIVE

No active output task was found on , %
the ‘selected device. ¥unction 3
terminates. F:
SPECIFIED OUTPUT KILLED An active output task to the selected :
device was killed. Function termin--. B

. ates.

by o
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ENDAL - Kill all Active Executive Qutput Tasks

<CTRL E>
ENDAL _
This function kills all active output taéks (except
the analog output task), then outputs the message:
ALL’ OUTPUTS KILLED o, <E

L

CHNGE - Change D1sp1ay Rate of an Actqve Executive Qutput Task

"<CTRL E>

CHNGE ) .

DEVICE NAME: MAGTP Operator is prompted to select an
output device ‘name. Those given in
Section 1’ ‘are unacceptable.

. Possible messages:

s

NOT A DEVICE NAME - Device name was not one of those
listed in Section 1. The prompt -
is reissued.

DEVICE NOT PART OF Specified device was not configured

SYSTEM : for the application. Function
- terminates.

~

SPECIFIED QUTPUT INACTIVE

: No active output task was found on
the teletype device. Furction
terminates.

If a disk was selected, the RDOS filename is requested:

DISK DIRECTORY AND FILENAME: @ GOSEX,GX

If the device is not a disk or a teletype the
following query appears:

. DEVICE UNIT #: 3 An integer, as 1nd1cated in Sect1on
‘ ' 1 s expected

‘Possible messages:
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\\
SPECIFIED OUTPUY INACTIVE ,
) \ No active output task was found on
the selected deyice. Function
terminates.

If an active output task'was found, the following appears:

CURRENT DISPLAY INTERVAL(SECONDS): 00060

RESET DISPLAY INTERVAL(SECONDS): 00030
The operator is informed of the
current display interval on the
selected device. He must enter
the new display interval.

Possible messages:

INTERVAL IMPROPERLY SPECIFIED

Specified interval was in error.
The prompt is reissued.

CHANGE CONFIRMED. The display interval for the selected
device is changed and is in effect

within ten seconds of the change.
Function terminates. -

PARAM, TUNER - On-Line Parameter Disb1ay and Change

A facility for displaying and changing user task parameters

while on-line is absolutely essential in any real-time computer gpplica-
tion...Two staqdard functions are available for this requiremept. The
contents of any 10catibn'in user. address space may be examined and if
nécessary altered. These 1qcation§ may be accessed symbolically or
numerically using the PARAM func?iqn. Octal integer, decimal integer
and floating point.formats may be selected for display. Although the
PARAM'functjon is very genefq], this generality makes.it unsuitable for
the display and alteration of PID controller parameters, The TUNER

function provides data conversion and magnitude cheéking necessary for

e TN S s A0
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these parameters. Constants such as gains and control intervals must

be limited to certain ranges. Set points, mean outputs and test 1imits

must be converted between internal and engineering ﬁn%ts. TUNER only

allows access to predefined controller data blocks, and through TUNER,

block entries may be examined and altered. Since neither function has

a normal termination sequence, the operator must specifically request

dismissal of the function.

%

PARAM - General Parameter Display and Change

_ESC
RUB

LINE
FEBED

<CTRL E>

L4

]

- PARAM*

The operator must command the function using'the set of

< control characters listed below. Numbers and paraneters

defined in the user symbol table are acceptable inputs.

Terminate the function.
Ignore the current input line.

Default display of the contents of the memory address
glven by the address register.

Alter’ contents of the memory address displayed by the
"/" control character. .

Close any opened registers and install a change if ..
the "<" contro1 character was used.

‘s "D, but move up to next memory address and simulate
a"/" control character.

As LINE FEED: but move down in memory.
Add following entry to sum register.
Subtract following entry from sum register

D1sp]ay sum register as a-decimal integer. When the first.
character of a line, causes the default display to be
integer decimal. ‘

Display sum register as.an octal integer. When the first
character.of a line, causes the default display to be

‘1nteger octal.

FARICONY £ U TR X1
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@ - When the first character of a line, causes the default
display to be floating point.

- Indicates a decimal number.

o~ Input errors are indicated by the following message:

A9 4

TUNER - PID Controller Parameter Display and Change ‘

<CTRL E>

TUNER : _

LOOP NAME: LEVEL " The operator is prompted to select
one of the predefined contro]]er
data bjocks.

Possible messages’

NOT A CONTROLLER LOOP Either the loop name was not defined
in the symbol table or it was not &
-predefined controller data block.

LIQUID LEVEL C@NTROE A messége describing the controller

L loop appears when the 100p name is
o accepted.

The operator must command the function using the set
of control characters and parameter names listed
below. ©¥

_ +ES8C - Terminate the function.

“RUB - Ignore the current input line.
- Display the indicated parameter value.
Alter the indicated parameter value. -

- - Close the current input line and install a change
if the "«" control char&%ter was used.

| 3 AR N
i

e~

" - “When the first character of a line, the name request
" - is reissued.

# - When the first character of a Tine, comp]ements the
caption flag.

The acceptable parameter names and corresponding captions
for display are given below.

141
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FILTR/FILTER CONSTANT (Q TO +1000)/
INHI/INPUT HIGH ALARM LIMIT-

INLO/INPUT LOW ALARM LIMITw

SETPT/CURRENT SET POINT~

KP/PROPORTIONAL GAIN(+VEl/ -
KPD/PROPORTIONAL~DERIVATIVE GAIN(+VE)/
KPI/PROPORTIONAL-INTEGRAL GAIN(+VE)/
SCALE/SCALE FACTOR & DIRECTION OF ACTION/
.DELAY/CONTROL INTERVAL(SECONDS)/
QUTHI/oUTPUT HIGH LIMIT-

OUTLO/OUTPUT LOW LIMIT-

MEAN/OUTPUT MEAN-

In addition, a small set of captions are output
regardless of the state of the caption flag. These
must be provided in the executive disk message file
and they specify the engineering units of the set
point, mean output and their limits.

Input errors are indicated by the following messages:

X0 4

CONVERSION ERROR An error was detected while
attempting to convert data.
between interpal and eng1neer1ng
units.

DIALG CLEAR READY, RELSE CLOCK, RETRN - M1sce11aneous
Functions

The fourth .group of GOSEX functions consists of six
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functions which satisfy a variety of needs. Reports on a plant's opera- -

tion may be prepared by the operator at run-time. The DIALG function
»writes lines of text accepted from the operator's console to a disk
file. The cbnténté of the report file may be examined at.run-time by
 copying it'tq d line printer (see COPY fuhctioﬁj. It is occasionally
neces§any to de]ete disk log files produced by dormant executive output
tasks. The CLEAR function is used for this purpose and is programmEd
to de1ete on]y those files created by the GOSEX executive output tasks.

R Y
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For applications where cassette or magnetic tépe transports or disk
subdirectories are to be accessed by executive data output tasks, the /
. READY anq RELSE functions are needed. The magnetic tape devices o# ///
disk subdirectories are initialized by function READY and are released

by function RELSE. Everytime a user alarm is output to the operator's
console, the time of day and date are appendéd to the alarm by -the
CLOCK‘fﬂnction. This'function may also be.envoked by the operator.

Finally, when a data acquisition or control experimerit is completed, the

LN VRO UPRIRUT S

RETRN function will return control to the RDOS CLI. Before the return,
occurs however, a user subroutine is called to set user operations at

rest, if necessary.

DIALG - Operator Report Generafion

_ <CTRL E>
_DIALG h
DISK DIRECTORY & FILENAME: REPORT.GX
The operator is prompted to. specify
the RDOS filename of the disk file
to accept the report. If the file
. does not already-exist, it is

created. If it exists, input text
is appended to the file.

14:23:57, 07/04/76 DIALG automat1ca1]y writes the time
of -day and the day's date to'the
disk file and the operator's ‘console.
The operator then enters h1s;report
Input is terminated by the teletype
code <CTRL Z>.

S N S i s e e A

GOSEX REPORT BY OPERATOR JPT
ALL IS WELL
<CTRL Z>

After the <CTRL Z> code has been entered, the following
message appears before the function terminates.

PR R b T SR I A

A
A
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END OF REPORT

.CLEAR ~ Delete a Disk Log File

<CTRL E>

CLEAR :

DISK DIRECTORY AND FILENAME: GOSEX.GX
The operator is prompted to specify
the RDOS filename of the disk file
to be deleted.

Possible messages:

FILENAME ERROR The specified filename was not an
entry in -the RDOS directory, the
file was in use or the file did
not haye the appropriate attributes.
The prompt is reissued.

DELETION CONFIRMED The specified disk file was deleted.

READY -='Initialize a Magnetic Tape Device or Disk Subdirectory

<CTRL E>
READY | - -
DIRECTORY OR DEVICE NAME: CT0 3
The operator is prompted to enter
the RDOS filename of the directory
or device to be initialized. -

Possible messages:

DIRECTORY OR DEVICE INITIALIZED
DIRECTORY OR DEVICE ALREADY INITIALIZED
INITIALIZATION NOT POSSIBLE, CODE 00015
The initialization of the directory.
- or device was not possible. The
RDOS  error code is output before
the function terminates.

ST AR

RELSE - Release a Magneiic Tape Device or Di%k Subdirectory

<CTRL. E> . ' JR—
RELSE
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DIRECTORY OR DEVICE NAME: MT1
The operator is prompted to enter
the RPOS filename of the directory
or device to be released.

Possible messages:

DIRECTORY OR DEVICE RELEASED
DIRECTORY OR DEVICE IN USE : ,
. Directory or device could not be
released since it was in use. The
function terminates.
RELEASE NOT POSSIBLE, The release of the directory or
CODE 00015 device was- not possible. The
RDOS error code is output before
Ct the function terminates.

~

CLOCK - Display Time of Day and the Day's Date

<CTRL E>
CLOCK
X 15:34:23, 07/272/76
[H: M: S, M/ D/ Y]
This function generates a text indicating the time -
of day and the day's date before it terminates.

RETRN - Return to RDOS CLI T

<CTRL E>
RETRN

Once the user shutdown sequence is completed and the
RETRN function has done the necessary bookkeeping, the
following appears before a return to the RDOS CLI occurs.

USER SPACE RELEASED

4.5 Interface Between GOSEX" and Uéer Software

Users of the GOSEX package must provide a link between GOSEX

C——y -~
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and the user application software. The format of the software interface

which forms the basis of the 1ink is outlined in this section. The
A e

N .

example provided here is designed to ii1ustrate several aSpects of the
linkage. Because the example is limited in scope,.readers seeking more
details should refer to Section 5 of Appendix C. A 1ist1ng'of the

reactor Model Reference Adaptive Control software interface is provided

there.

Portions of the software interface must exist in central
memory, but others must reside on disk as specially fo;matted files. P
These files are produced by the SORT assembler and their structure has
a)Jready been presented in Section 2 and Figure 4—3. Two of éﬁése files
are messages files: one co;tains the text messagé% used in dialogue
with the operétor and the other supplies the messages for reporting user
alarms. Their ‘RDOS: filenames must be "OPCOM.MG" and "MESSG.MG"
respectively. The other files are required by function MYLOG and provide
data for the initiation of logged outputs (sae Section 4). These may

be given.any acceptable RDOS filename.

Sources for the SORT assembléy must be disk files written in
ASCII with even parity. A source filg may contain any number or text
e '

strings ipd individual strings @ay not exceed 132(decimal) characters.

A11 ASCII characters are permitted. Nulls, line and .form feeds are

lignoﬁed by the SORT assembler and only a carriage return will terminate

a particular line of text. A1l other ASCII characters except "<" and ">"
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are passed diréctly to tHe output file. The angle brackets are used to

specify an ASCII character by its octal number equivalent. The last,

1ine of a source file must contain a ione "@" character followed by a

carriage return. The listing of a source and the SORT assembler report
of this source are given in Figure 4-8. Lines with syntax errors are

flagged in the report.

The core resident portion of the interface consists of tables
and constants which permit direct links between user and GOSEX software.
It must be written in assembler language. Since it consists primarily
of data, usérs will not experience serious difficulty. Al user symbols
to be recognized by GOSEX must Eg appended to the table of exetutive
symbols. This constitutes the s;mbo] table and the format of the user
supp]iea section of this ‘table is outlined in Figure 4-9. The techpique
described in Section 2 (see utility ENCOD) served in its preparatio;.
A11 other information needed to complete-the interface is illustrated in
figure 4-10. At run-time, GOSEX analyzes all of the information provided
in this section of the interface. Errors apd omissions ar; reported at

the operator's console. Fatal errors cause the program fo abort.

The byte pointer to the RQQS disk filename of the overlay file
which contains all of the executive functijons and user overlays must be
- . o : >
provided at label "OVLAY".

The messages contained in the user alarm disk message file are

tied to the entries .of an alarm table defined at label "ALARM". When a
% .
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FIGURE 4-8

SOURCE FORMAT FOR THE SORT ASSEMBLER

<{S5><12>

s

<12>NOT AN EXECUTIVE FUNCTION

<12EXECUTIVE FUNCTION NOT AVAILABLE
<12>TASK NAME:

<12>NOT A USER TASK<1S5>

<A>USER TASK CREATED

<12>TASK
<12>USER
<12>TASK

.

1S ALREADY ACTIVE
TASK KIELED
1S ALREADY INACTIVE

s,
-

/ALL ASCII CHARACTERS ARE-ACCEPTABLE/

*

/ANY NUMBER OF TEXT MESSAGES/

‘e

“a ,

-

LINE #
¥AV00o
VY001
00002 E
ANAN3
P00 4
" Qe9nNsS E
VPYB6
30007
nYBA8
0009
©¥0010
A0011
90912
89V013
00014
90915
0vo16

o

SORT ASSEMBLER REPORT

LINE AS READ FROM SOURCE FILE

<15> <1 2>

<12>NOT AN EXECUTIVE FUNCTION

<]12EXECUTIVE .FUNCTION NOT AVAILABLE

<12>TASK NAME:

<12>NOT A USER TASK<15>

<A>USER TASK CREATED

<12>TASK 1S ALREADY ACTIVE

<}2>USER TASK KILLED

<12>TASK IS ALREADY INACTIVE
. [&]

/8LL ASCII CHARACTERS ARE ACCEPTABLE/

/ANY NUMBER OF TEXT-MESSAGES/

ERRORS IN SOURCE:!PASS 2 ABORTED
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FIGURE 4-9

"FORMAT OF THE TABLE OF

USER SYMBOLS
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table entry is made non-zero, the alarm monitor (see Section 3, MNITR)

copies the corresponding text from a disk message file onto the operator's

console.

\\ Depending on the type of hardware interface handler (see Section
3, ITPLX prepared for a particular GOSEX package, buffers for the analog

/
and 'digital input and output data must be reserved. For example, analog

input and output data are stored in tables "DATUM" and "ANALG" .respectively.

imilarly, tables- "RELAY" and “SENSE“ are used for relay outputs and con-

//tact sense inputs respectively. The frequency at which executive task

/  MTPLX is activated is given at label "SCAN".
A1l single variable controller loops are identified in the control

loop definition table at label "CLOOP".

The user shutdown routine at label "SUPRS" allows the user to

prepare for a return to the RDOS CLI. This routine must be in assembler.

The user task definition table is at label "TASKS". The definition
of a user task includes a task priority, identification, starting address,
ki1l flag and mode (assembler or FORTRAN IV). A1l user tasks to be con-

trolled by the operator must be defined in this table..

If any user functions are to be used, these must be inserted into
the executiye function 1ist extension at label "UDEF". Each entry must

include a function name, starting address and overlay code.

Finally, the essence of the linkage between user and GOSEX soft-

jva
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ware lies within the user software itself. For tasks written in

assembler language, the usual extended assembler pseudo-ops for inter-
program communication are used. However, in applications where some

user tasks are written in FORTRAN IV, special techniques for exchanging
data between FORTRAN and non-FORTRAN areas are reqqired. Those described
below are illustrated in Figure 4-11. For further information, the
reader is urged to consult Data General Corporation‘'s FORTRAN IV User's

.and Run-Time Library manuals.

Access to non-FORTRAN data by FORTRAN rohtines is accomplished
by the use of.FORTRAN external declarations. Converseﬁy, non-FORTRAN
routines can access FORTRAN data declared in labelled common. If
required, access to a FORTRAN routine's run-timg_stack fraﬁe is also
possib]e. For this, assembler languagngtatements'referencing the
stack are inserted into the FORTRAN pro;;%m itself. Equivalencing of
FORTRAN IV stack variables and'parametefs f6r assembly results when the
. compi]ér global switch "F" is used. The parameters specify the diép]acé-
ments above the bottom of a stack frame where the FORTRAN variables are
kept. Each e1ement.of a stack frame is addressed relative (-200 to +177)

to the stack pointer (AC3) where relative address -200 is the bottom of

the stack frame.

The need.to exchange data between FORTRAN and non-FORTRAN space -

arises for three reasons. These are:

PErN
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FIGURE 4-11

LINKAGE TECHNIQUES BETWEEN.
FORTRAN AND NON-FORTRAN AREAS
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/

- A1l pilot plant ingut/output data are stored jn non-FORTRAN
user space.data tables

- A17 GOSEX functions require that parameters and var1ab1es
be Tocated in non-FORTRAN user space.

- User assembler language tasks must store their data in
non-FORTRAN user space.

Generally speaking, FORTRAN parameters and var1ab1es to be accessed by
GOSEX and assembler language user tasks should be located in labelled
cbmmon blocks. GOSEX itself must be linked to the é]ements of the
labelled common blocks tﬁrough the table of user symbols. Any FORTRAN
routine wh1ch requ1res data located in non-FORTRAN user space may access
it by external dec]aratIOns. Under FORTRAN IV, external declarations
are usually used to define subroutines or funct1ons appearing as ‘argu-

ments in a routine's subroutine or function calls. - As shown in Figure
|

4-11, they may also define (the address of constants or the starting address °

of arrays. Direct access to'data in non-FORTRAN user space by any

FORTRAN routine is then'possible.

.

In ordér‘to,prepare GOSEX, for operation, -the user must determine
the hardware configuration nee@ed for.his application, Tﬁis will allow
the‘user‘td,prepare_the appropriate hardware interface hanq1eé (see
ekecutive task MTPLX) aﬁd'to assemble the GpSEX programs. The objectives

of the user software must be stated and assembler or FORTRAN IV proérams

‘developed to-meet these aims. Finally, as outlined in this section,

Tinks between GOSEX and user software must be established. Links are

oo g Riben <At ), R
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an integral part of the user software and without them, GOSEX and user

operations are not possible.

A prerequisite for proper use of GOSEX is an understanding of
the hardware and software events associated with real tiné GOSEX
operations. Without this understanding, many GOSEX feaﬁures will be
misused and the usual consequence of this is over]y.éompTex and inflexible

user ‘software.



CHAPTER 5
MODEL FITTING AND MODEL REFERENCE

ADAPTIVE CONTROL STUDIES

5.1 Introduction

.

The formulation of a model reference adaptive cpntrq] algorithm
in Chapter 2, Section 3 presumed the existence of a suitable reference
model. The essential chafacteri%tic of the model was asymptotic stabj]ity.
Praética] eoneiderations also suggeéted,’a]though theoretically not’
required, that the reference model exhibit dynamic properties resembling

those desirable of the process under closed loop control.

" An empirical approach to obtain a suitable reference model begins
Qith the collection of dynamie data. Th1§‘ppﬁse is described in Section
2. The parameters of measurement Equation 2a21 and of the dynam1c Equation
2-19 are f1tted to these data. For coﬁven1ence these two equations are

repeated as Equattons 5-1 and 5~ 2 respect1ve]y

y(K) = Et(K) + Gu(ke1) TR

where y: vector of estimated reactlon extents
- in the reactor effluent, nxl
. t: vector of functions of" temperature data, mx1
" ui vector of inputs, rxl
E: correlation matrix, nxm
G: correlation matrix, nxr _ .

 x{k+1) = Ax(k) +.Bu(k) (5-2)
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where x: state vector of the effluent
stream reacticn extents
A: transition matrix, nxn
B: control matrix, nxr

3
nonoan

3
3
2

The form of these two equations e11m1nated many difficulties which

. normally ar1se in state space contro1 systems when it is not possible to
synchronize the acquisition of relevant plant data. The est{;at1on of
real matrices E, G, A and B defiqed by quations 5-1 and 5-2 is described
in Section 3, The reference model is also derived by applying a éon-
strained optimal controller to the fifted dynamic modé]. .The discrete
time Lyapunov matrix Equation 2-3} is then solved given the stable closed:
toop transition matri% obtained by 6ptimal control. Finally, médel
reference adabtive control studies based on the reference model of Section

3 are péesented in Section 4.

In 511, seven experimental runs are examined here and are summar;
ized by Table 5-1. As shoﬁﬁ, Run #1 provided the data needed to obtain
& reference modé] essential for the MQde] reference adaptivg control -
studies. The ability of measurement Equation 5-1 to predict reactor _
- effluent s;ream extents is verified by Run #2. Discussions of the proper- -

ties of the model reference adaptive control algorithm derived in Chapter

2 are based on the results of Runs 3 to 7.

W ame e
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[t must be emphasized that the estimation process of Section 3
is directed at finding a set of parameters that yield a reasonable d&namic
model of the process. The issue here is not one of estimation, but
rather one of arriving at a dynamic model which may be used for model

reference adaptive control. én

A1l experiments described in this chapter were supported by a
nucleus of assemb]ér language user tasks and user defined executive
functions which operated certain components of the n-butane hydrogenolysis

pi]dt plant reactor. These routines were designed for use with the GOSEX

r executive pfograh developed for this work. Although the various operations

performed by the basic reactor software have been described in Section 4
g=> of Appendix C, no description of the linkage that must be established be-
tween this and the user's reactor control software is provided. For this

reason, it is useful to digress for a moment and discuss- the Tinkage.

-

User tasks VISOR and CSCON are designed to perform the following
real-time operations:

-Proportfonal-integral tontrol of the n-butane and hydrogen
reactant flow rates. . The executive's univariate DDC controller
was envoked once every second. Measurement of the reactor
pressure drop.was also performed. \

-The actuation of a field multiplexer for the acquisition of
reactor temperature data. On-off control of the reactor coolant
was also performed once eyery six seconds. . : :

~-The acquisition and correction of .reactor effluent stream
analysis data.

Corresponding to these functions, certain data were available to the user.

- e "
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These inciuded‘;emperatures, flow rates and effluent stream composition.

The user's reactor control software may access any of these

data in the manner described in Section 5 of Chapter 4. Based on

these, it could choose to modify the coolant temperature on-off controller

setpoint or the reactant flow. controller setpoints as illustrated by
Figure 5-1, For this work, reactor control relied on the adjustmenf of
the reactant flow setpoints and disturbances were usually introduced
manually by step changes in ghe coolant temperature on-off controller

setpoint.

The precision .of the chromel-alumel thérmocoup]es used ;hrough;
out the pilot plant reactor was reported by the manufacturer to be
i_2.5°c at, the reactor operating temperatures.‘ Because of certain
factors inéiuding mul tiplexing technjqugs and transmission noise, the
signal variation was possibly as large as i:SOC. A11 temperature data
were filtered to remove the high frequency variations. yow frequency
noi;e was unaffected by the first order filter and explains the fluctua-

tions in the tempéra ure data reported here.

Flowrate data were also smoothed by a first order filter.
Variations in the data were numerically small and did not a%fect the
flow data apprecia y. The flowrate data pfesented here consist of the
ow contré]]er etpoints instead of the actyal fiow data. It was assumed

(without serious error) that the actual flowrates closely followed the
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variations in the controller setpoints.

Analysis data from the gas'chromatograph were corrected on-1ine
using flow controller éetpojnt data. The exact algorithm has been destribed
in Chapter 3, Section 5. Bécause of assumptions used in the correction
and inaccuracies in the raw chromatographic data, errors in the corrected
effluent stream composition data were approximately 10% of the corrected

data.

5.2 Acquisi®ion of Data for Estimation

Be}ore model reference adaptive control of the butane hydrogeno-
lysis reactor could be attempted, reactor model matriceé E, G, A anq B de-
fined by Equations 5-1 and 5-2 had to be estimated from actual plant data.
Estimates of all the elements of these low order matriceé were easily
determined from dynamic data. Becadse the feactor could not be .operated
undér=open Toop condifions -- the reactor is open loop unstable -- it
was necessary to collect all dynamic data about an operating level using
some control action. A conventional single varijable proportijonal-
‘integral (PI) controller was used to maintain the reactor hot spot temper-
ature constant through manipu]htidn of an input feed rate. Since both
input§ were believed to bé equally good, it was hrbitrari]y decided to
manipulate the hydrogen feed rate.‘ A schematic diagram of the reactor
system f&r the exploratory stage of fhé’expgrimenta] program is shown in

Figure 5-2.
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From previous experience, it was known that the hot spot temper-
ature was a very sensitive measurement for single variable control purposes.

Since this temperature was related to .the model state varidbles through

b

'a complex 'set of reaction mass and energy balances, a suitable operating
.level had to be Jocated experimentally. Several operating conditions were
investigated and the following summary of observations resulted:.

-Reactor contrgl was very difficult when the coolant temperature
C .

was above 255

H
-Insufficisnt reacfivity‘was found for coolant temperatures
below 245°C;

—The"maximum hot spgt temperature setpoint that could be properly
maintained was 280°C when the coolant temperature was 250 C; '

-Significant amounts of propane but‘only traces of ethane were
observed for butané conversions between 10 and 30%; '

-\lhefl butane 8onversfons exceeded 35%, the hot spot temperature
excegded 3007C; ' .

-For conversions above 40%; the selectivity of propane fell.
' rapidly; Lo ) .

-Frequent action (at least once'every minute) was requiréd to
control the reactor-at an elevated hot spot temperature; ..

-Whenever the conyersion of n-butane exceeded 35%, the reactor

became completely uncontrollable. '

Two things were very eyident from the preliminary 1ﬁ;estiga§ion.
At all feasible operaéing condition%, little or ﬁo ethahe was produced
and becquse of this, none of the se§yo¥contro1‘stqdies presented here |
:1nvolyed ethane directly., The pﬁeséhée of only trace amouﬁis of ethane in .
the, reéétor effluent stream has been explained in subsequent work by ,

Wong [1977]. 'Results of a canonicg} analysis of reactor data showed that

R brmie muten S b A L i A b e s e R m ke AR in
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in fact only two chemical reactions are significant at the feasible
operating conditions. Although theoretically three independent reactions
exis£ (the reader is referred to Chapter 2, Section 2 and Equations 2-3,
2-4 and 2-6), in practice only two are foqhd to be independent. It was
also observed that the manipulation of the hydrogen feed rate was a

very weak control. Typically, very large changes,in hydrogen feed flow
~

AN
rates were needed to maintain control of the hot spot temperature. These
large actions aggravated the cpntrol'prob1em by altering the effective
time constant of the thermal wave. Severe cyclic operation resulted

which would not be stabi]iied‘by changes in‘contro]1er parameters.

It was noted during the course of’the investigation that.th%F
reactor was véry sensitive to changes in n-butane feed rate. STight
variations of this input were sufficient to affect Fhe amount of heat
released by re;ction. This in turn manifested itself by a rapid change
in the reactor's axial temperat%re profile. In view of the reactor's
sensitivity to the n-butane inddt, single va;iab1e control based on
n-butane manipulations was investigated. A schematic diaéram of the.
reactor system for this stage is shown in Figure 5-3. In this particular
case however; the auto-regressiye disturbance generator was not used to
perturb the hydrogen flow controller se?point. The study demonstrated
that control about a wide range of suitable operating conditions was
feasible. Furghermore, the reactor,could.be controlled about an operating
hot spot temperaturé of 300°C. The excur§1ons in input and outpﬁt _

variables obtained ﬁsing the n-butane flow rate as the manipulated input

E
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were far less severe than those which occurred using the hydrogen flow

rate for control.

hY

%y Preliminary experimentation also indicated that a discrete con-

~

[

trol interval of about thirty (30) seconds was desirable. A somewhat
greater interval ultimately resulted in reactor instability. A shorter
interval offered no practical advantages principajly because thermocouple
response times were about thirty seconds. Based on this information and
the fact that flowrates and temperatu?e data were renewed at one and
twelve second intervals respectively, the decision was made to perform
all experimentél‘studies with a discrete control 1nterv$1 of thirty sec-

onds. Because chromatographic data were only available at 361 second

intervals, it was not directly used in any of the control algorithms, but

used instead for recursive updates of measurement equation parameters.

s
&

Identification ‘of the underlying process dynamics was not an

objective of this study since a model of the n-butane hydrogenolysis

reactor had been developed from mechanistic arguments. Experience gained -

during the preliminary study indicated that data suitable for the estima-

éion pf dynamic model parameters could be gathered if the pilot plant was
operated under univariate closed loop control with n-butane as the'mani—
puiated input. Estimation of 6pen 160p model parameters from closed loop
data is simplified if that data has been properly collected (Box et al
[1926]). Dispurbancés of suitable intensity and frequency to excite the

process sufffcient]y to yield information about the parameters to be

Al
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estimated were introduced through yariations in the hydrogen feed rate.
Perturbation of the n-butane feed rate would make controlled operation
extremely difficult and consequently was not implemented. It was decided
that an autoregressive process of order one -- AR(1) -~ would be used to
perturb the hydrogen flowrate about an appropriate operating level.

The data shown in Figures 5-4, 5-5 a?d 5-6 were collected during a six
hour experiment (Run #1) using the céntro] scheme jllustrated in Figure

5-3. Operating conditions are 1isted in Table 5-2. During the course -

of the experiment, the magnitude of the hydrogen disturbance was increased

to cover a widgr range of operating conditions.

he /

Subsequent analysis of the data from Run #1 Exposed a fault in
the random number generator‘used to synthesize the AR(1) disturbance to
the hydrog;n flow controller setpoint. This was manifested by the highly
periodic naturé of the hydrogen feedrate plotted in Figure 5-4, However,
the data for Run #1 wé;e still-useful and estimation of model parameters

from this data was not adversely affected. >

. From Figure 5-4, it is apparent .that the simple univariate PI
contrdller had. considerable difficulty containing the excursions of the

"hot spot temperature piotted 1h_Figure 5-5. Although it appears that the

n~butane control was always at either of two boundarfes, in fact there are

several values of this inpyt which 1ie between them. "It is fnteresting
to note that in ‘Figure 5ﬁ6§*the measured propéne extent also seemed to

8

_ 1ie most often on either of two levels. «
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TABLE 5-2
OPERATING CONDITIONS OF THE

DATA ACQUISITION EXPERIMENT - Run #1

g

Coolant Temperature: 250°C

_ Mean Operating Value of the Hydrogen Input
95 cm’/sec, 1 ATH, 25°C

6=0.6 20, = 3.5 cm>/sec initially

e 8.0 cm3/sec finally

o,

Controller Settings*

Hot Spot Temperature Setpoint: 300%¢ . xa
" Control Intervalt 30 seconds
Proportional Gﬁin: +4,.00 -

Propartional-Integral Gain: +0.05

Operating Limits of the n-butane Input .
13 to 21 cm3/sec, 1 ATM, 25°C= \
: - _ . |
* Parameters of the GOSEX DDC ‘ ‘ »
~ PI controller (see Chapter 4, Section 2)

(o

-
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Run #1 yielded 60 usable sets of chromatographic data and 724

sets of control action data.

5.3 Estimation of the Measurement and Dynamic Model Equation
: Matrices .

3

A prerequisite for the fitting of the dynamic model Equation 5-2
was the fitting of measurement Equation 5-1. To accomplish the latter, a

suitablé set of functionals of reactor axial temperature data had to be

)
M

discoveréd.

. " ‘
A]though.time filtering of temperature data was provided by the

application software (see Appendix C, Section 4), it was also advantageous
to coﬁsider spaéia] smoothing of the reactor axial temperature data. A

low order polynomial fitted over a short reactor length could be used for

interpolation to suitable axial locations.

It has been shown by Jutan [1976]-that a seventh order orthogonal

polynomial can be used to approximate the reactor axial temperature profile.

For this reason, only functionals of axial collocation point temperatures
have been examined. Eagh co]]oégtion temperature was inierpo]ated by a

quadratic polynomial fitted by Teast squares over four points contajnfgg/
the collocation point. The normalized axial collocation points are 1ist§d

in Table 5-3.

‘Several different functionals of the axial'collocafiob point.

) temperatureé were examined. These are described in subsequent paragraphs.
' »
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TABLE 5-3
2t ORDER ORTHOGONAL COLLOCATION

POLYNOMIAL CONSTANTS

COLLOCATION QUADRATURE WEIGHTS

POINTS : ~__FOR_INTEGRATION

0.0 -0.46306479 x 1071
0.034 : +0.15972577
0.169 +0. 13151664
0.381 ‘ +0. 27334790
0.619 . +0.19811371
0.831 ' +0.21824414
0.960 +0. 33944621
1.0 +0.31413692

Normalized
axial position
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When finally selected, the rows of matrices‘E and G were estimated
independently of each other by linear least squares. This practice was
consistent with the on-line recursiye updating of these matrices preyiously
described in Chapter 2, Section 2. The convergence of matrices E and G
while on-1ine would be enhanced if correlations between functionals

were small. It was equally important that the funétiona]s reflect true

variations in plant quYat1on.

Analytical data to be used in the estimation of matrices E and
G were available at six minute intervals only. The chromatog:i:;ig
determination of a particular sample not only included composition data

but also the reactant feed flow rates of hydrogen and n-butane and the
reactor axial-temperatures which prevailed at the time of sample injection.
The temperature and flow rate défa between sqccessive composition measure-
ments were not used. It was assumed for fitting purposes that the feed
flow rates had been set for one con§r01 interval (30 seconds) prior to
sample injection. In actual fact, this assumption.was frequently erroneous
becausg of the cycle time of the process gas chromatograph. Application
task CSCON (described in Appendix C) which monitored the instrument could
only verify ;%at éhe reactant flow rates were constant for the duration of
‘the three second "start-of-analysis" sequence which preceeded sample
injection. If the flow rates had changed due to controller or dperator

‘action during this short interval, the data from the analysis of that

sample were not used to estimate matrices E and G,

e Aol

- P na ¢ i
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A first attempt at fitting Equation 5-1 was to correlate the
read?fr effluent extents with the reactor axial collocation point
temperatures and reactants feed flow rates. The flowrates were corrected
to the reactor pressutre (1.65 ATM) and the coolant temper%fﬁre. Several
parameters of this model were very highly correlated (0.9999), particularly
those associated with temperatures near the location of the hot spot.

These results suggested that a more parsimonious form could be used.

The use of canonical correlations was considered by Wong [1977].
This technique forms a set of new variables which are linear combinations
of the original variables with maximum correlation. 'These new variables
are orthogonal.
Wong successfully applied the fechniques to a set of reactor data
but despite his success it was felt that large excursions from operating
levels or reactor disturbances nai.présent in the data would require

off-line re-evaluation of the functionaks, a technique not suitable for

servo-control.

An empirica] approach was considered. It is known.that f%e ‘
composition of a packed bed reactor'g effluent depends very much on the
magnitude and location of the hot spot temperature. In order to re§1ecy)
this dependence, it was believed reasonable to consider the definftidﬁ
of new variables which were simple functionals of the reactor axial

collocation point temperatures. The three that were selected are:

TN

1Y At
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-area of the temperature profile above the coolant
temperature (essentially an energy balance);

‘-the difference between the hot spot temperature
and the coolant, temperature (a measure of kinetic activity);

-the normatized axial position of the hot spot temperature.
The area under the temperature profile was considered to be a goo&
measure of the extent of the reaction. A large area would indicate a
high conversion of reactants whereas a small area would sugbest very
Tittle chemical activity. The area could be easily estimated by ‘the
application of quadrature weights (tabhlated in Table 5-3) to the temp-
” erature data at the collocation points. By itse}}, the area estimated by
this method would not reflect the effect of a very\]arge hot spot
temperature. Because the process of integration i; in fact a filtering
operation, it was decided that the value and location of th hot spot

temperature would complement the integral information very well.

The valué and location of the hot spot temperature could be
determined by either of two possible alternatives, The analytical approach
was to extract the informationm from the dérivat{ve of the seventh order
orthogénal polynamial fitted to the temperatufé data at the axial colloca-
tion poinfs. 0f }he real zeroes of the derivative which were located
within the reactor, the one that éave‘the 1afgest value of the maximum
was assumed-to‘séscify the location of ;he hot spot. Although the
algorithm deve1oped to determine this information functioned reasonably

'well in most sityations, ff faijled when the hot spot temperature was at

the end of the reactor bed. This situation generally arose when the

.

s
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b

reactor temperature profile was leyelling out. F&flse extrema resulted
when the seventh order orthogonal polynomial was fitted to this profile.
For this reason and because the alcorithm was very time consuming on a

minicomputer, another approach was investigated.

The location and magﬁitude 6f the hot spot temperature could be"
roughly determined by simply scanning the axial collocation poinﬁ temp-
eratures. Although this approach yielded only approximate values, the
a]go?itﬁp would be reliable and its execution time on a minicomputer

negligible.

The manner bylwhich the three fun;tiona]s of the axial collocas
tion point temperatures were to be evaluated was finally determined. The
elements of matrices E and G of Equation 5-1 were then fitted by linear
least-squares to the analytical data of Run 1. As mentioned earlier, the

rows of matrices E and G were assumed to be independent. The results of

1 .
this fit are shown in Table 5-4 and were considered to be acceptable if

one considers the following remarks.

n

The reader is reminded that the purpose of Equation.5-1 is the
. . ._/ " ’

prediction of reactor effluént extents given the.reactants' feed flow rates

and the reactor axial collocation point temperatures. Provided that normal
reactor ope}ation is contained within a narrow range of conditions, precise
estimates of matrices £ and G of Equation 5-1 are possible. This was not

‘the case with Run #1 described in the previous section. For reasons already
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-stated, wide excursions in plant opgration were required to.obtain data
suitable for the fittihg of a dyﬁamic model of the reactor. Because of
this, 1t was not 5urprisingbthat the parameters of équatipn 5-1 have
very wide confidence limits, as demdnsirated in Table 5-4. In fact, most
could be labelled insignifigant. Regardless of this, Equation 5-1 pre-
dicted the chromatographic data reasonably well. The residu;1s defined
as the difﬁenencé between the predicted and measured extent data have
been plotted in Figure 5-7. In.a11 plots, the range of the ordinate is

six standard deviationé of the residuals. One standard deviation is

defined by Equation 5-3.
- MmN, N2
T (xi—x)
o = [i=1 ;
U nA-1) @ -

where s: standard deviation
X.: residual value Lo

(5-3)

i: mean value of the residuals, assumed zero for
piotting purposes '
n: sample size,
The analytical data of Run #1 have been used ta estimate the

values of the elements of matrices £ and G of Eéuation 5-1.° This equatibn
‘was an empiriéa] co}relat%oﬁ prediciiﬁg reactor effluent extents given
the axial bo]]ocation'point ﬁemperatures'and_the reactant feed rates. In-
o}der té fit Equatfon 5-2 to the dynamic data of Run #1, quation 5-1 was
used to predict the reactor-effluent stream extents at the controi inter-

. vals. The matrices of Equation 5-2 were then.fitted‘tq these newly .

transformed data. Because Equation 5-2 was dynamic in nature, a multi-

A Y
[
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+0.137 + 0.

9

G = {+0.103
+0.417

CORRELATION
MATRIX

MEAN VALUE
OF DATA

|+

|+

[+0.599 + ¢.
+0.137 + 0.

0.
0.
+0.202 + 0.
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TABLE 5-4
MEASUREMENT EQUATION MATRICES
ESTIMATES
-5 -6 -4
486 x 1077 -0.222 + 2.53 x 10~ -0.353 + 1.65 x 10
257 x 107> -0.537 + 1.333 x 107° -0.811 + 8.683 x 10f5
-4 +4.820 x 107° -0.728 + 3.140 x 1074

093 x 10 . f0.686

-4 -5

067 x 10”7 -0.188 + 0.234 x 107>
353 x 1077 -0.864 + 1.24 x 107°
127 x 107 -0.355 + 0.447 x 107

.

1.0 -0.611° +0.738 -0.297 -0.246 ]
1.0 -0.400 +0.850 +0.173

1.0 -0.132 -0.272

1.0 +0.0755]:
i 1.0 - |
"0.164 x‘1o:§ = [Extenﬁ of n-butane
1 0.929 x 10_4 Extent of propane gm-moTles/sec
10.298 x 10 LExtent of hydrogen :
[16.5]1 = [Feed rate of n-butane] cm/sec,
1 94.8] . |feed rate of hydrogen 1 ATM 25°¢
[21.5] = [Area of axial temperature profile above
. coolant temperature
147.4 Difference between hot spot temperature and
coolant temperature.
0.836 Position of hot spot temperature normalized
ST axial Tocatiaon -

L * e}
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response parameter estimation program (Jutan [1976a)) was used to esti-
mate the values of the-elements of matrices A and B. The estimation
program was based on Bayesian arguments, <\

N \-\

To execute properly, the multiresponse parameter estimation
program required an initial estimate of matrices A and B. Since no prior
information about the values of these matrices.was available, a set of
arbitrary quantities was selected. Realizing the numerical difficulties
which could artse if these estimates were 0utrageou5, a diagonal matrix

with small diagonal ‘elements (1b—3) was used for matrix A and all elements
-4

of matrix B were set quite sma]d th ).  Also ;ware that the estimation
program wou]d have to labour to obtain reasonable est1matbs, pre11m1nary
est1mat1on was performed with only limited data. Because the” 1ast 3‘ hours
of Run #1 contained the greatest information (the perturbation in the
hydrogen'f1ow controller setpoint was at its greatest for the entire run),
the run's last 60 data sets (0.5 hr.) of control action data were used.
Some difficulty in the eonyergeﬁce of the B matrix. was encountered
and it appeared that improper parameter sca]wng was-tﬁe cause. Pre]iminary
fitting of matr1ces A and B was eventua]]y successful_once the e]qments of

b

the B matrix were scaled down by three orders of magnitude. These prelim-
! 9
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3
,
inary estimates were then used as initial parameter values for a final
estimation, using the last 240 data sets (2 hrs.) of control action data

from Run #1. The final estimates of the A and B matrices listed in

~Table 5-5 were allowed to converge to a relative accuracy of 10"5. Each

parameter has been 1isted with a confidence region of four standard devi-

ations of the parameter.

It was observed that the finmal values of the elements of the A
X
and B matr1ces did not change s1gn1f1cant1y-from their 1n1t1a1 values.

‘

This suggested that the reactor characteristics remained largely unchanged

over the two hour period over which the dynamiq model Equatibn 5-2 was

fitted.

S

The eigenvalues of transition matrix A have been provided in
Table 5-5 and it is observed that all magnitudes of the eigenva]ues‘aré
less than unity. Because of the large variance in the'e1ements.of the
transition matrix, it is not possib]e to conclude from these eﬁgeﬁvé1ues
that the process.itself is open 100? stab]e.- In fact, experience with~
this pilot plant reactonffndichtes‘otherwise. What they do indicate

however, is that at least two states haye dynamics comparatively slower '

than the third.

" It is sometimes possible to partially predict the performance

of a fitted open loop system such as the one just fitted here under

'high gain feedback control by examining its transmission zeroes. Trans-

mission zeroes of the state space system .

19

i ) ' . \

g

%
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TABLE 5-5

L4

DYAMIC MODEL (OPEH_LOOP)

HATRICES ESTIMATES | "
A= [+10.8+1.86 - -8.55+ 1.30°  -3.48 + 0.640]
+3.70 ¥ 0.462  -2.45 ¥ 0.322  -1.31 ¥ 0.169
21.1 % 4.48  -17.9F3.10-  -6.48 ¥ 1.62 |
-4 ' .. -51
B = [(+0.105 * 0.009)x10 (-0.160 + 0.009)x10
(+0.483 + o.012)x10“5/ (-0.715 + 0.024)x10™°
1040203 + p.0119x10™" " (-0.311 + 0.023)x107° |

Id [N

- Eigenvalues of the A matrix: +0.171
2 : +0.850 + 0.184i

.
3
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.(:"/-;R:, .
x(k+1) = A x(k) + B u(k) = (2-19)
y(k) = T x(k) . (2-20)
where x: state vector of effluent stream : lextent of n-butané
J reéction extents, nxl , extent of propane
. extent of hydrogen

u: veg%br of inputs, rxl : [n-butane flow
hydrogen flow

y: vector of measured reaction extents, nxl
A: transition matrix, nxn
B: c¢ontrol matrix, nxr .

e, [: ddentity matrix, mxm_ ,
n=3 , -
m= 3
r=2

aré defined to be the set of complex numbeﬁs A which s&tisfy the ﬁnequa1it&

i

5

_ rank (A - AI ]< N o+ min(r,m) : -+ (5-4)
- o) |

4

where 2: transmijssion zero of the system of Equations
. 2-19 and 2-20 .

n,r,m: ranks of matrices A, B and i respect1vely

1,1 identity matrices of rank n amd m respectively
If a system is not degenerate (i.e. has a finite number of transmiséioq
zeroes ), then the transmission zeroes will coincide with a subset of the
same system under high gain feedback. However, the maximﬁ% number of
transmission zeroes our sysfem may possess is equal to

n - max{(r,m) =0 ' (5-5)

! Pl - »

Thus, in this case the fitted system has-no transmission zeroes and con-
clusions: about its behaviour under high gain feedback control are not

possible (Davison et al 11374]).

. Matrices A and B of Equatioq 5-2 were fitted to, the control

Vo
N
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action dyﬁamfgﬁpata of Run #1. These matrices were then used to" form

the augmented matrices Am and Bm of Equation 2-28.

~

xp(k#1) = Ax (k) + Bautk) + D ok (2-28) b
where: X : [2] , augmented state vector, (n+s)xl
. Am: [ﬁ ?}, transition matrix, (n+s)x(nxs)
g . (B

m LOJ ,.control matrix, (n+s)xr

. . D T0], (n*s)xs -
m I.I] -

This equation was then an open loop model of the reactor system. A .

a

stable closed loop model of the reactor system was then obtained by éppli-
cation of optimal feedback control for use in the derivation of a model
reference édaptive contro] algorithm. In essence, the optimal closed loop

model became a reference model for reactor control. . : oo

- A.quadratip'perfprmanée_ihdex Qith a penalty for control action.

" was defined }Or Equat{on 2-28: The penalty for confro] action was requireé
to constrain the reactant input flow rates within fixed boundaries deter-
mined by the reactor's normal operating cgndiﬁdzqs. The method of'dynamic_
: programming‘wa; se]ectéd for the minimizafion problem. Details of the

procedure have beennérovided in Appendix C,. Section 2. | *

A set of typical operéting;va]ues of the reactor states was taken .
from the control action data of Run #1 to begin the optimaltfeedback control-

ler calculation. Oﬁ%y a narrow range of Lagrange multiplier (1) values led

&

-
© ek e JESTRYS L e
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to reasonable solutions of an optimal feedback contfo]]er. 0f these,

w
.

the only acceptable result was Selected on the basis of the greatest
exeursions in reqctant feed rates which remained within boundaries deter-
mined by the reactor's normal operating conditions. The aata relevant to
the sé]ected case are ‘provided in Table 5-6. With a value for matrix A;
'o{ Equation 2~2é (the fitted reference model), a model reference adaptive |
confro] algorithm was derived in the manner outlined in Chapter 2, Section
3. The proberties of the gontr011er were then investigated in a series

of on-line contro¥ experiments.

~

5.4 Model Reference Adaptive Control Studies

§uns 2 to 7 summarigfd by Table S—f‘ére discussed in thig section.
The control objective of all controllers examined here was to maintain
the molar flow rate or extent of propane in the feactbr effluent at a
given getpaintﬂ’ For the regulatory contr&]]ers (Runs 2, 3, 4 and 5), the
propane ext;nt getpofﬁt was?the operdtjng value 0.929 x 10~4 gh-mo1k3/§éér
dete}mingd‘from the estimdtionvdata of Run #1.. For the runs involving
Servo coﬁtro1 (Runs 6 and 75, getpqﬂnt load changes were'limiﬁed to 30%
of the above operating va]hg. All conéro)lers acted on the deviation ,:
of the extent of propaﬁe in the reactor effluent from this operatiné Qa]ué.
The propane extents were p;edicted by Equations 5-1 from reactor axﬁa]

temperature and reactant flow rate data at-the control intervals (30

seconds). Equation 5-1 had previously been fitted to the énaiytica] data

s
e =

e
\
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" OPTIMAL [;EDBASK CONTROLLER
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.
)
3

~ Cl

AN

4 COMPUTATION DATA
SENSITIVITY TO LAGRANGE MULTIPLIER
{;gﬁ??ﬁﬁ?ﬁRﬁiﬁ:t4ﬂio in-Cotlyg 81, Tak, MEAN VALUES OF -REACTANT
A 102 A MIN  |MAX -G i,
0 -30.8 | 43.6 |-183.1 | 321.6 16.5 94.8
;o 0.001 | <17.3]17.5 |-95.0 | 140.9] s Y
' 0,005 | -8.51].6.73 {-37.2 | 61.0
0.01- | -5.61] 5.01 {-18.1 | 43.8
0.0125| -~ 4.83] 4.50 |-13.0 | 40.3
0.015 - 4.25| 4.11 - 9.12| 37.7
0.0175;{ - 3.79| 3.81 |- 6.17] 35.6 .
0.02 - 3.42] 3.56 (- 5.28| 33.9
0.025 - 2.86] 3.17 |- 4.69| 31.2
0.05 | - 1.52] 2.24 |- 3.64] 24.7] | .
0.075 | - 1.00{" 1.86 |- 3.14| 22.0
0.1 - 0972] 1.64 |- 2.81] *20.9
0.5 - 0.24] 0.91 |- 1.54| 17.1 v e
1. - 0:39 0.71 |- 1.11| "16/0] 16.5 94.8
. . : N
L. 3sec, 1ATH, 25°C
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-~ TABLE 5-6
(contihued)
Initial Values, 4
of the-states ~0.553 x 10_, Lagrange Mu1tip1igi4
(gm-moles/sec) -0.267 x lOﬂ3 Value: 2.0 x 10
-0.101 x 10
0
0
. Gotimat Gain. ot Tl0.557 x 1070 -0.437 x 109
_LTIX +0.528 x 10,4 ¢0.398 x 10,9
+0.169 x 10, +0.134 x 105
+0.519 x 10,¢ +0.323 x 10,7}
-0.420 x 10 -0.295 x 10 )
srability . A% = [-0.868 +0.0410 +0.360 -0.250 -0.331
atrix, . mo . .0.637 +0.551 +0.139 -0.194 -0.0807
. -1.90 -0.919 +1.07 -0.463 -0.662
0 +1 0 +1 0
+3 -2 -1 0+l
<



188

from Run #1. The matrices of Equation 5-1 were re-estimated recursively
as new analytical data became available at six minute intervals. The re-
cursive algorithm has been outlined in Chapter 2, Section 2. The pilot

plant reactor was operated under closed loop for at least one hour before

the data presented in Figures 5-9 to 5-12 and 5-14 to 5-41 were  recorded.
g

Run #2 was an attempt to employ a univariate DbC PI controller
-to maintain constant the propane extent in the reactor effTlent when
the reactor was subjected to coolant temperature load -changes. Simultan-
eousl;, the ability of Equation's-l to predict reaction extents while on-
line could be evaluated. Runs g to 7. wWere designed to investigate certain
aspects of the model reference adaptive controller derivgd according to

the procedure described in Chapter 2, Section 3.

The control scheme configuratjon -for Run #2 is given in Figure
5-8: As illustrated, the hydrogen feed rate was manually adjusted and
the n-butane feed rate q]kered by cascade action from the propane ex ent
PI controller. As expected, this control schewe was ;Bund to bg inherently
uhstab]e. In order to get suitable.data for iflustrativé purposes; it was
necesséry to fix the hydrogen fiow controller setpoint at 125 cm3/sec, 1
< ATM, 259C.  When compared to the data from Run #1, this. lJevel was signifi-
cantiy higher. fhe propane extent PI controller settings used throughout
Run #2 are provided in Table 5-7. The data for Run #2 are given in

Figures»5—§ éo 5-12. . r

+

The reactor was operated for one hour at a coolant temperature

<
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TABLE 5-7

PROPANE_ EXTENT PI CONTROLLER

SETTINGS* - RUN #2

Proportional Gain (KP) = 200.
Proportional Integral -

Gain (KPI)
Scale Factor : +1000. ) »

Control Interval: 30. seconds

Cascaded n-butane - 3 "
setpoint Tow Timit: 12 cm /sec, 1 ATM, 25°C

Cascaded n-butane o
setpoint high 11m1t 25 cm /sec, 1 ATM, 25°C

- -

* Parameters of the GOSEX
pbC PI controller **°
“(see Chapter 4, Section 2)
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0 / .
of 2557C before thf setpoint of the coolant temperature on-off controller
was reduced to 2508C. Operation continued for another two hours followed
by-a return of the setpoint to 255°C.  The experiment was ended after

another/hour of operatiom at this condition. The actions of the controller

_when subjected to these coolant temperature Toad changes are presented

in Figure 5-9. Plots of the time variation of the measured-and estimated
extents of n-butane, propane and-hydrogen are shown in Figures 5-10, 5-11 . .
and 5-12 respectively. The ability of Equatipn 5.1 to prédict effluent
exteﬁts is confirmed by a ;;&Sy of thesé three figures. The predictions
of the n-butahe and hydrogen extents are somewhat better than those of

propane.

Déspite the reqsonab]e‘predictions of the effluent extents, the
-singie variab#g PI controller|could not hold the propane extent at its
setpoinf. Before the fi}st cqolant temperature load change, the n-butane
feed rate increased continuofsiy, thereby moving the reactor into a
regime where bed-temperatyres in excess of 700%K occurred, As.indicatéd

by the measured extents Af propane data (Figure 5-11), a susbstantial-

decrease of the conffrolled variap]e occurred-during this interval. This
situation‘was clearly \ynstable in view of the monotonic rise'of the
n-butane flow rate shown)in Figure 5-9. The sudden and relatively 1arge-
drop‘of the n-butane feed rate just éfter the first coolant teﬁperature
foad.change was attributed to the erroneous values ofﬁthe propane extents
predicted at that time. These abnormally large estimates were pgrt1y.due

to the sudden changes in the values of the functionals of the reactor
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axial collocation temperatures which arose upon the Toad changes. They
also may have resulted from poorly converged estimates of the matrices
of Equation 5-1. Because of the unstable characteristjcs of Run #2, this

3

explanation is most likely.

The unstable behaviour of the control system persistéd until
the end of the experiment. In’fact, instability was very evident before

any load changes were even attempted.

The failure of the univariate PI controller may be attributed to
a single cause. Although inaccuracies in the predicted propane.extents
over certain intervals were detrimental to the controller's actions, the,

control system was underspecified since numerous operating conditions

could feasibly yield the desired propane extent. The use of a tiloop
or multivariable control scheme is indicated when the objective.of/ control

is the regulation of the propane extent in the reactor effluent stream.

Confident that the measurement Equat{on 5-1 providéd reasonable
estimétes of the eff1ueﬁt stream extents, software| to implement the model
reference édéptive control theory wh{ch has been d velgped in Chapter 2
was prepared. The structure of this software has bgen described in

Appendii C, Section 6, and is schematically représentéﬂ by Figure 5-13.

Initial values of ¢(k-1), v(k-1), r(k-1) and @(k-1) (Equations
2-51 and'éiSZ)uqre required to begin the recursive adaptive control algo-

rithm, A few experiments (not recorded here) weré undertaken to provide
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reasonable initial values éf thesé’matrﬁces for ﬁuns 3to7. A feasibie
estimate for $(k-1) was determined by differencing two.reasonab1e 2andidate§v
for the reference model. These candidates were byproducts 6f the optimal
cqntro11er)ca1cu1ations performed eari{er to produce an acceptable closed

Toop stable reference model. Since no information about ¥(k-1) was avail-

able, all elements were set to a small value (10—4). It was also decided .
’that the initial control ;b1icy determined by r(k-1) and q(k-1) would be ji‘
‘ open-loop. 1'lith these set to the null mat;ix, exploratory experiments //

with the model reference adaptive controller were done. The objective /

was essentially to arrive at converged values of o(k), w(k), r(k) and }////,

o(k) once suitable values of the adaptive Toop gainsq(g and v..) were ~

iJ 1)
‘discovered. Because no estimates of these gains were available at the N

start of the exploratory experiments, all were initialized to zero. The
_ converged matriées and stable adaptive loop gains would then be available

for Runs 3 to 7.

It is perhaps useful at this time to digress momentarily to
ekp]ain.prec$5e1} how a typical model reference adaptive control experiment

was performed. To begin, the n-butane hydrogenolysis pilot plant reactor

was manually broughf up to the normal operating conditions of Run #1

-

listed in Tables 5-2°and 5-4. .The.detailed stértgp procedure is available

-

(Wright et al (19773).

While the startup occurred, the process minicomputer (details have

been provided in Chapter 3) was also prepared for the experiment. The real

. time application programs operating under the GOSEX executive were acti-
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vated. The structure of the model reference adaptive control software
" has been explained in Appendix C, Section 6. Listings of the programs

o

themselves are available (Tremblay [1977b7).

Once the normal reactor conditions were reached, .the model
reference édaptive control task was executed. Initial conditions of the
o states (model and process) and inputs were obtained by.on-1iné sampiing

. of the current reacto% operating conditions. Starting values of the‘adap—
'ﬂtivé cont;211er‘matrices and scaldrs were takeﬁnfrom a special data

fiTe prepared. before the start &f the experiment. After initia]izatﬁon
of\zﬁg'ad%ptive controller software, it,Qas possible to -alter cons%ants
such as the adapt%ve 1g0p gaiﬁs.

It was Tgt altogether unexpécted to discover that the first few |
trials .of the model reference adaptive cbntroller with only proportional
action led to unsiéble reactor operation.. If was stated in Chaﬁter 2 that
the use of thé pseudo-inverse approximation to arrive at the final gain
matrices of the linear multivariable control law (Equation 2-31) was an
. approximation that could possibly résult. in an unstable closed loop
éystem. A]ihough'thére was the possibility of fiqding another pseuﬁd~
inverge which would bé adequate, a search for an appropriate ¢andidate -
was out of the question. Another plausible cause for the instaﬁi]ity of
the reactor is thej%act'that the control ;ystem do€s not specifica}]y deal

with the non-minimum phase characteristics of the reactor. A careful

study of the behavidhr of the unsté@]e control system pointed out the
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fact that the actién of the hydrogen input was always 1n‘the wrong direc-
tion. Since the adaptive aTgorjthm calculated the.actidns as deviations
of the inputs about their operating levels, the mal function was corrected
by simply neéating the.contribution of ihe proportioné] and infegra] —~
controller terms to the hydrogen action. This solution proved succe§sfu1

for several éxperimental conditions and.wés essential to the model wifer-

ence adaptive control .studies of Runs 3 to 7.

A

Preliminary studies with the modified model reference adaptive '
control algorithm jndicated that suitable values for the proportional action
.adaptive 1dop gains (co]umns.l,'Z,and 3 of .5) were 0.5 X 10_2. Smaller
;a1qes of 0.25 x 10'4 were needgﬁ for the integral action édaptive Toop
gajﬁs (co]umn§ 4 and 5 6f £). When‘setpoint action was aptempted, the
adaptive loop gains (matrix y) were set to 0.1 x 10'§? Setting'to zero
a given column of the £ or y matrices would effectively disable adapfa—
tion with respect to the particular state or setpoint. The values of
the adantive loop gains used in Runs.3 to 7 have been listed in Table
5-8. Only a very narrow range in the va1des‘pf the adgptive loop gains
wéu]d result in stable reactor operation. ‘Consequently, this constraint
madé it impractical to explore }ﬁg effects of the adaptive 1oobhgains

on adaptive controller properties.

Five different experiments with the modified mode1'referenqe
adaptive controller were undertaken and are reported here. Of those that

were successful, the reactor clearly exhibited non-minimum phase behaviour.
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TABLE 5-8
ADAPTIVE LOOP GAINS

Proportional Integral - Setpoint
Action ! Action ; Action-
£(1), £(2), &(3) £(4), &(5) - v(1)s ¥(2) ]
Adaptive -2 -4 : -3
Loop Gains 0.5 x 10 0.25 x ;O 0.1 x 10
- . ) gz}
Applicable ' A '
RUNS 3,4,5,6,7 4,5,6,7 7
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Ruﬁ #3 (the first of the five) was with all but the proportional feed-
back actions disab?ed and when’' compared to Run #4 was meant to verify

the necessity of the integral action term to remove offset. Run #5 wiFh“
the integral action té?m’enab]ed was des%éned to investigate the import-
ance of the model reference states in the adaptive a]goritﬁm. The‘coﬁ—
fr511ers for these three gxperiments were subjected to severe coolant
teﬁperature 1dad changes‘and were evaluated in part on their ability to
mqintain the effluent stream propane extent at its setpoint.. Step
changes of 5 and 10 %k are severe upsets for the n-butane hydrogeno]ysié
reaction:gince its reaction rateEQOub1es for 2°K temperature rises.

Runs #6 and #7 were two other experimgnts which were undertaken to test

the servo-mechanisms of the model reference adaptive controller.

Although the use of integral action in a model reference adaptive

controller may not be required fox all systems (Oliver et al [1973}]),

the rgsu)tS'of Runs 3 and 4 suggestithat indeed it s needed for the
control of the n-butane hydrogenoly$is reactor. The behéviour of the
closed loop system under simple muft' ariab{e propgrtiona1 feedback
adaptive contro1<;as recorded during Run #3 and the data is presented in
Figures 5-14 to 5-18. The data for Figures 5-19 to 5-23 was colTected
during Qﬁ% #4 and serves'to démonstrate the marked improveﬁent in

control by the addition of multivariable ﬁhtegra] action to ‘the proportion-
al apt{on previously employed: Both Runs 3 and 4 were conducted at:

essentially the same conditions, each being subjected to similar coolant
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temperature load changes as illustrated by Figures 5-14 and 5-19. The first
of the changes was an increase of the coolant temperature by five degrees

Kelvin. After two hours at this condition, the coolant temperature

-was dropped by ten degrees Kelvin. The final disturbance was another .

increase of the coolant temperature by five deagrees Kelvin. This upset

also occurred approximately two hours after the previous one. The coolant
temperature lcad changes were urmeasured disturbances and consequently

only sudden changes in the states could reflect the upsets.

The control actions in response to these disturbances were
considerably more violent for Run 43 than for Run #4 although both did
exhibit similar characteristics. As expected, a rise in coolant tempera-
ture induced a reéuction in the n-butane feed flow rate and an increase
in the hydrogen feed flow rate. When the coolant temperature fell, the
actions were reversed. In both runs, the movgmenf in the feed flowrates
was in the direction most Tikely to haintain the extént Oor propane in
the reactor effluent at constant value. These observagions are also ;

applicable to the results of Run #5 to be ana1yzed shortly.

]

A consequence of the rapid chariges im feed flow rates auring.Rdh
#3 was a large scatter in the measured exténts of n-butane, propane and
hydrogen of the reactor effluent. The estimates of these extents which
weré essential to the calculation of the control action were reasonably
accurate but by no means as noise free as those of Run #4. It appears

that the presence of integral action during Run #4 dampéned the large
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excursions of the inputs which were characteristic of Run #3. A result

of this was clearly more stable effluent extents. Quite unlike Run #3,

it was possible during Run #4 to maintain the extent of propane about

the controller's setpoin% (9.29 x 10—5 gm-moles/sec) with only moderate

deviations (10%) from this value. In spite of the empirical correction
which was made to this model reference adaptive controller, it has been
demonstrated that for this system integral action is needed to keep the

reactor eff]dent'pfopane extent at its normal operating value.

The influence of the reference model states on the stabi]iky and
conyergénce properties of the adaptive controller needed to be determined.
Data from Runs 3 and 4 indicated that the reference model states wefe
seVera] orders of magnitude smaller than the process stétes for the

duration of the runs. Since the féférenée model was inherentiy stable.

it was expected that its state varfaﬁ]es asymptotically approached zero
deviation after some time. But as this occurreq, their {nfluence on thg
adaptive a]goéithm also vanished. This could be ptebeﬁted'i% it were
possible tp'remove tHe‘étochastic components of the output signals and
pass them to tﬁe reference model as unﬁggulated 1npu§s.5 But since the
adaptive control algorithm as derived and implemented qésigns all

' differences between reference model and process states £o improper control
of the process, disturbarices were induced artifically. Run #5 was per-

formed to examine fhg effects of berturbation of the reference.model on

thé control of the pilot plant reactor. The .data from this run are plotted

»

v
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in Figures-5-24 to 5-29. The only way of introducing reasonable distur-
bances into the-reference que] was fo reset the model states to the
actual process s;atés whenever the model states became significantly
smaller than the. précess stétes. With this in mind, the model reference
adaptive contro]nsoftware was modified to reset the values o%,the model
states to those of the process states whenever all of the values of }he
. moded, states fell below 25% of the values of the prdkess states. it '
this 1e§e1, reference modgl retriggering occuréed at a rate which psrmitted.
) o

the systgm to stabilize after each hﬁset.'
) L -

4/’E¥cept'fqr the software changes needed fo.implement reference
ﬁode] retriggering, the same software anJ experimental conditions used for
Run #4 wera-used for Run #5. The data from Rup #5 are plotted in Figures
5-24 to 5-29 with p1bts of the referenée mode ;tateé inen in Figure‘
5%%5. buring the course of ‘the experiment, the reference model was
. .retriggered more than a dozen times: Due to its dynamic cha}acteﬁistigs,_
| the model states rose to va]ués considerably larger than possible jn the
plant, but quftk1j returned to noyma] vé]ues. .The'optima1 coﬁtro11er
inherent in the reference model was selected on the basis of the excursions

of the open-loop model inputs and not its“stateg. For this reason, the
reference model states are observed upon ret;iggering to rise to large
values be%ore the c]osed;1oop moﬁel inputs are able to reduce the reference‘
model states to nqrmé] values. A comparison of the control ;ction; of \
Runs 4 and 5 in response to coo]ant'tqmperature 1oad changes shows them

to be similar except for the larger variations which are present in the

data of Run #5. These variations are also present in.the extent data.

~

-
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More importantly, there jis significantly more scatter in the'measured
propane extent data of Run #5 than in Run #4. This difference in per-

formance suggests that in this situation, model perturbations may: be

~undesirable, particularly since the mode] state variables rise to such

large values.

From the data for Runs 3, 4 and 5,’jt'has been possible to con-
clude that the addition of iﬁtégra] action to the basic proportional
feed aék action adaptive control algorithm is desirable. By contrast, fhe'
retfiggering of the reference moqe] has induced podrer control and for
this reason perturbatioa of the reference model may be detrimental to the

control objectives.

The/édaptive:contrbl1eq'gain matrix [KFB(k) EKI(k)l dgfined by
Equation 2-31‘qu recorded’ at certain times dﬁring Ruﬁs 3, 4 and 5. Visual
inspection of tﬁ%@e'matrices,indicated that the elements appeared to véry'
monotonically in tihe, apparentiy converging to their u]timate’va]ue;.
For the duration of the différenf.experimenfs (usua]]j a minimum of 9

hours), .the variation in the value of the gain matrix elements was typi-

cally less than 10%, with thé greatest change occprring during the ear]x,,/~'/""

P

" moments of the experiments. It was not practical to opérate the reactor
. . ey

" for a period of time Jong enough to-ensure convergence of the gain matrix.

Runs 6 ‘and.7 were intehdgg’to test the seryo.mechanisms designed

into the model reference adaptive.control algorithm. Setpoint actigh was

incbrporated in two very distinct ways. The.definition of thé integral
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states of Equation 2-27 provided an implicit mechanism whieh was
explored by Run #6. An explicit mechanism arises from the definition
of the linear multivariable controller, Equation 2-31. The behaviour
of the control system 1né]ud%ng.both the implicit and explicit setpoint

mechanisms was evaluated with the data from Run #7. »

Both Runs 6 and 7 were Eonduéted in essentjally the same way,
subjggting the.mode1 feference adaptive égntro1 é]gorithm to étep changes
in the propéng extent setpoint.” The refgrence model states were also
reset to the process states upon a'setpoint change. The changes in the
"propane extent setpoint were 30% of the steady.state va1de 0.929 x 10-4
'gm-ﬁoles/sec listed in Table 5-4 and were in fact the largest that were
attempted successfully. Xoo large a chénge resulted in un§t$b1e operation.
For the duration‘of Eoth experiments, the coolant temperature wéﬁ maintained
at ZSOOC._ For the first two hours of recorded operation, theApropane

-4

.extent setpoint was kept at an elevated yalye of 1,21 x 10 gm—mo1es/sec.

Tﬁe setpoint of propane extent was thén redu ed.to its meah value of

0.929 x 107% gm-moles/sec for adother two hours followed by a return to
'~ the p%évious value. The only real difference between runs was in the
fact that the setpoint adaptive loop gains wefe.zero for.Rhn #6 and -

0.1 x 1073 for Run #7. o o

The data for Run #6 are presented in Fiéures 5-30 to 5-35. The
“control actfons in response to theisetpoint changés shown 1in F{gure 5-30
- : . \ .

are givén in Figure 5—323: The reference mode] states are plotted in
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Figu}e 5-31. This fidure shows the resetting of the reference model

states upon a setpoint change. . In spite of the yvery large upsets

caused by setpoint changes, the adaptive contYol algorithm could not

respond positively to préduce the desired responses. No marked level

changes in either the control actions or effluent extents were observed.

In fact, it appeared that the controller did experience some difficulty
/

maintaining the propane extent constant in the reactor effluent. This

is reflected by the large variations in the reactant feed flowrates.

The wse of significantly different integral act{on loop gains
(columns 4 and 5 of r) resulted in reactor instability as was anticipated.
The adaptive contro11er was incapable of producing the desiréd propane
extent level changes in the reactor effluent stream. Apparently, the
1ntegéai actibn term of the model reference adapfive controlier Qaé too
weak to movelfhe control system any distance away from;the operating
conditiénsgabout which it was fitted. Use of the setpoint action term
of the adaptive controller 'was clearly indicated to achieve the desired

results.

S%gnfficant]y different properties resulted after setting the
setpoint action adaptive loop gains (columns 1 and 2 of y) to non-zero.
The data frpm Run #7 are given in Figures 5-36 to 5-41. Since ‘hoth Runs
6 and 7 were_conductéd in ‘essentially the same way, Figures 5-36 and 5-37

provide no new information. The remaining figures illustrate an instgbiiity
, :
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due to incorrect signs in the control action. This behaviour resembled
that of earlier regulatory runs but because of the larger number of
degrees of freedom, no practical solution was found for this particular
.’prob1em. The controlier was stéble when huch smaller setpgint changes
(5% and less) were used but then no noticeable change in the propane
extent level was observed. A wide range of adaptive loop gains was used
but none could stabiiize the reactor sysfem upon 30% setpoint changes.

The value of Q.1 x 1073 was found to delay reactof runaway enough

to produce the response figure included herein.

5.5 Discussion

The n-butane hydrogenolysis p%1ot plant reactor was shfficiently
complex to question the value of developing a mathematical model from
first principles. Using.intuitive arguments based on actual knowledge
of the reactor's operating prpperties, a discrete time state space model
form of low ‘order wag proposed. This model did not HoweVe;'exp]icit}y
account for the non-minimum phase properties typical of catalytic packed
" “bed reactors. The problems .associated with the merging process‘temperam

:tures, flows and composition data weré resolved by defining a measurement
‘equation which.could be recursively updated whi]e‘dn—]iie: .Data for
estimating the paraheters of fhe state space model and.measurement
equation were obtained experimentally. The-parameteré.of:the mode% were

easily estimated from this data using established estimation computer

programs. The fitted model unfortunately «did not exhibit non-minimum

PN

»-/\
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phase behaviour and this significant difference between process and model

could account for the model reference adaptive controller's tendency to

move in the wrong direction..

Given a model of the reactor, a stable reference model was
derived by application.of a standard optimization techniquef The stable
system formed the basfs for a'forMU1at%on of a model reference adaptive
control’a1go¢ﬁthm Eesigned to satisfy Lypunov's second theorem of
stability. It was however necessary to jeobardjze the stability of this .
' system Dy, 1ntroduc1ng a pseudo-inverse intb the calculation of the mu1t1~
variable feedback contro]1er gain matrices. The approximation which results h
from this pseudo—ihverse could Tead to gatn matrices caus1ng 1nstab111ty.
A loss of information arises by virtue of the‘fact thet a5 x5 system "

N

must be reduced to a §/§~2 system. : - :

Another con51derat1on is the true order of the Yeaction system
at the operat1ng cond1t1ons used for this study IntSect1on 2 of this
chaptey, it was stated that the system should be. of thﬁrd order tonsidering
the chemical reactions involved. However, exam1nat1on of the fltted
dynamic model trans1t1on and contro] matrlces 11ﬁted in Table 5 5 1nd1cates
that the system may be of second order only. Subsequent to th1s work, WOng
[19771 has demonstrated that this should be the case. If in fact the
fitted third order mode1 should be s1ngu1ar, this cou]d also account for
the odd behav1our of the model reference adaptive controller emp]oyed for

this study.
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In ﬁhisqéxpe;imen5;1 study, changing the sign of the hydrogen -
cont%o] action term led to étab1e operégion when .the proportional.and
integral actions of the model reference adaptiVe controller were used.
[t'was-not possible to stabilize the sygtem when eXp11c%£‘setpo%nt action
was attempted. . Because of the very small amount of ethaﬁé produced at
the'norma1 reactor 6pe%ating conditions, the objective of~the model
reference adaptive controller was limited to.contro11in§ the extént of
propane in the répctor effluent. For those cases which were successful,
only é very limited range of adéptiye 160p gains cou]d.maintain ;tabi1ity:
‘The use of integral action was found to provide adquate control characte;~
istics in a regulatory environment. The implicit and explicit servo-action
of the adaptivei;ontro11er waé totally jncapable of'performing its deéigned

. v
function and generally resulted in unstable behaviour.

-~



.\‘_I‘_\) . CHAPTER 6
~ CONCLUSION .

C
Thé primary.and secondary objec%ives of this thesis as defined in
Chapter 1, Sectionll have béen fﬁ]fi]]ed. A non-adiabatic, catalytic
packed bedg&L[ot scale reactor has been designed, cgnstructed and
c;mmissioﬁed. This apparatus has been shown to exhibit properties of
commercial bﬁ%]e réactors anﬁ coqsequent1y can be used to experimentally
éva]uate the pe;formance'of various control schemes. To facilitate
experimentation, the appératus was -interfaced to a minicomputer. A
real time executive program was developed and has proved to be extremely
valuable qo most computer based research programs present]y‘ﬁndertaken
within thé;Department, This executive program ﬁérge]y e]ihiﬁates the

assembler language programming that is generally required.ip most data

acquisition and control applications.

With the secondafy objectives of this thesis satisfied, work-was
begun to satisfy the primafy one. The modelling of complex"themical

systems such as.packed bed reactors has been a major obstac]e'for the

application of model-based contro] theories. In this{work, a low order model

form for an n-butane hydrogenolysis reactor was‘postu1dfed using
mechanistic arguments. This approach to mode]]inguwas}reasonab]e since
the prdcess was reasonably well understood. The parameters of the low

order model were fitted to dynamic plant data. . An eificﬁent means of

combining reactor effluent stream analysis data with réacpant feed rates

224
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and reactor internal temperatures has also been exam1ned On-1line
updating of the parameters of a measurement equation made it poss1b1e

to track reactor excursions due to measured or unmeasured upsets. The
low order model was the basis ;f 5 deriyation of a model reference
adaptive controller. The design method was based on Lyapunov's second
theorem Of staBi]ity. The objective of the coﬁtrol1er was to regulate
the production rates of reaction intermediates of the n-bufane hyﬁrogeno-

.1ysis pilot scale reactor. Both regu]atory"and servo control action .

terms were included in the controller design and were. tested experimentally.

The discussion in Section 5’of Chapter 5 has ideﬁtified three -
poss1b1e explanations for the mode] reference adaptive controller! s
'1nab11Lty to function properly. An empirical f1x however resulted in

stable operation for the regulatory qution of the controller, whereas’
broper servoc%ction was never truly successful. Results from the

regulatory runs indicate that integral action is desirable in that it

.dampens variations and eliminates offset.

Several aveﬁues for future work have Been identified as a result
of this:study. The adapti?e algorithm should be designed by methods
which do not rély ubon the pseudo—invefse. THis approximation may lead
to unstable operat1on partlcu1ar]y if the dlfferen:; in the number of
states and inputs is great. Great care must he exercised when formu]at1ng

the process model. If a reactor is to be modelled, the decision of

whether or not to include non-minimum phase characteristics must be

v
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made. Whether or not the effect is actually modelled, the controller
must-be designed to account “for it. In this work, no attempt has been’
made to separdtely model the noise of the reactor. This should be dqne

and incorporated into an adaptive control algorithm.

Associated with theée investigafions are a few‘minor modifica-

r tions to the apparatus. The thermocouple mu1tip1exer described in
'Chaptef 3 should bearedesjgned to improve its reliability and accdracy
and increase the scan speed. Electrical power to the réactor feed pre-
heater and the ij coolant heaters shou]d be placed hndgr regu]atorx
con£r01. Reactant and coolant temperatures could then be used as
effective manipuTated inputs. “Any or all of these changes would
necessitate slight software‘hodification%”to the GOSEX source (féfer to
Chapter 4). ‘ ‘ . — o~

3 . §
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APPENDIX A

CATALYST SYNTHESIS AND CONDITIONING

Preparation of the nickel catalyst involved impregnation of
silica géL with a solution of nickel nitrate followed by reduction of

the absorbed nickel nitrate to pure nickel. NS

The silica gel used for the synthesis was manufactured by the
Davison Chemical Division of the W.R. Grace & Co. and wés distributed
by Canadian Industries Limited. The manufacturer claimed a particle
‘size distribution between 12 and 28 ﬁesh, (1.4 to 0.6 mm) for its Grade
408 silica gel. Tests indjcated that 1 gm of the silica gel at room
temperature -~ previously dried at 200°C for 24 hours -- could absofb
0,33 cm3 of distilled water. It was assumed that 1 gm of silica gel
would.also absorb 0.33 cm3 of aqueous nickel nitrate solution. The bulk

density of the silica gel was found to be 0.75 gm/cm3.

The nickel nitrate used in the synthesis Qas obtained from the
Fisher Scientific Company (Chemical Stock Number N-62). The molecular

formula” of the nickel nitrate crystals was specified by the-manufacturer

to be Ni(NO5)* 64,0, which corresponds to a formula weight of 291. This

2
implies that the nickel content of the nickel nitrate is 20.2%.

" . ' 3
A reactor charge of catalyst (approximately 300 gm or 400 cm”)
was'prepared by mixing 5 volumes of inert silica gel with one volume

of catalyst. The nickel content of the catalyst was 2/3%:.
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A batch of catalyst was synthesized in the following manner.
A large amount of silica gel was washed with distilled watef and dried
at 200°C for 24 hours. A 300 gm sémple of this si]icaugel was then used
in the synthesis; the remaining material was used to dilute the pure
catalyst. In order to produce a 2.5% Ni catalyst, 38. 1 gm of nicke]
nitrate was dissolved in distilled Qater to form a 100 cm3 solution.
The  aqueous solution was then used to impregnate the 300 gm of dried
si]1fa gel. The saturated silica gel was then dried at ZOOOC for ;Sout
24 hours 2ullowed by reduction of the nickel nitrate to nickel metal in

the cawalvst conditioning unit.

The nickel catalyst used f&r the hydrogenolysis of n-butaneAhad
to be conditioned for use. Nﬁcke] was present in the nitrate form:
after the.first stage of the caEg]yst synthesis. This was transformed
into nickel oxide by heating at high temperature in the presence of air.
However, further reduction to nickel metal required the presence of°
hydrogen, also at high temperature. After conditioning, the catalyst
‘could not be exposed to the atmosphere since the oxidatior of nickel
metal is virtu&]iy instantaneous. An apparatus ha$ béen designed for

catalyst conditioning and transferring of the reduced catalyst to the

v !

reactor without contact with the atmosphere.

A schématic of the appératus is ‘given iﬁ Figure A-1. The apparatus
consisted of two basic parts: Y

3 . ) -
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-conditioning reactor

-charging bottle

The conditioning reactor—was-fasricated from 3 inch Schedule 40
stainﬁeés steel pipe with flanged ends. The bottom flange supported
the méterial within the reactor. A porous stain]eé§ steel disk mounted
within the flange allowed flowing gas to leave the reéctor. The top
flange supported tpe charging bottle and due to the taper design on the
reactor interior also helped discharge the reactor after catalyst
conditioning. An e1ectricé1 heater was wrapped around the body of the
_ reactor and was powered by a variable power supply. The conditioner
was insulated with about two inches of ceramic wool. Two chromel-alumel

thermocouples provided measurements .of the cpnditionef's inside tempera-

ture. - . N

ot

The c¢harging bottle-was also fabricated from 3 inch Schedule 40
stainléss steel pipée. It accomplished two very important functions.
During the nickel reduction steps, it preheated the feed gases to the '
conditioning reactor. Once the nickel had been reduced to 1ts.mgta11ic‘

form, the charging bottle was used to transfer the éctjve catalyst to

the process reactor.

!\ l& . .
The apparatus was mounted so that it could pivot to facilitate the

discharge of conditioned catalyst. To charge the ngactoﬁ, the dried .
'synthesié catalyst was funnelled into the reactor and the charging bottle

attached ﬁo the top flange of the reactor. .The initial reduction was

N

Z
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performed at 450°C with flowing air and the reactor pressure was main-

Q

tained at 5 PSIG. After about 8 hours of heating, the air was turned’
off and the unit allowed to cool to room temperature. A flow of hydrogen

was then established ~-- about 10 cm3/sec at a reactor pressure of 5 PSIG --

"and the unit reheated to 450°C for 4 hours. The apparatus was again

cooled to room temperature.

\ .
At this point, the catalyst was conditioned for use. The following.

procedure was used to ensure that the catalyst was transferred to the
process reactor without being contacted with air. The reader is referred

to Figure: 3-4 for precise Tocation of the valves mentioned below.

STEP A - Preliminary Procedure

Disconnect power leads to conditioner heating coil.
Reactor bypass 3-way ball valve: set to bypass.

D/P cell calibration station pressure :all set to
atmosphere.

Reactor inlet valve: open wide.

Reactor exit valve: Open wide.

3-way solenoid valves: de-energized.

Reactor product stream vent: open wide.

Reactor and bypass restrictor valves: open wide.
Reactor CO2 feed valye: closed.

Conditioning station C02_feed yalve: closed.

Disconnect reactor feed line and remove gas inlet thermocoupje.
Remove reactor feed section and mount new moistened gasket onto it.
Remove old catalyst with vacuum apparatus and insert reactor
charging sleeve.

Pour “into the reactor approximately 20 cm of dr1ed silica gel.

This causes reactor thermocouple #12 to be at the end of the
catalytic portion of the bed.

Turn ‘on C02 bottle to provide a 12 PSIG supp]y;

STEP B - Cond1t1oner Discharging and Catalyst Blanketting ﬁ\\‘“‘“\\\

Turn off hydrogen flow through conditioner and vent hydrogen Tines.

™
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Conditioning station pressure adjust valve:. open wide.

Establish low flow of CO, through conditioner for about one
minute. 2 '

Turn, of f CO, flow through conditioner and flip unit to discharge
catalyst ifito charging bottTe, .

Establish low flow of CO2 through charging bott]@ and disconnect
it from reactor.

STEP C - Reactor E]ush1ng .

With hand over top of reactor, open reactor CO feed valve
sTightly to flush all lines upstream of the rgactor exit -
valve?

Shut reactor exit va]ve to f]ush reactor itself.
13

STEP D -~ Process Reactor Charging and Isolation
. Pour catalyst from charging bottle into process reactor and

spoon out any catalyst above the bottom of the charging sleeve.
Close conditioner CO2 feed valve. <

Remove reactor charging sleeve. . . '
"Replace reactor feed section. Reconnect feed line and rep1ace
thermocouple,
Allow to flush. Pressurize reactor to 12 PSIG with CO2 by
shutting reactor inlet valve.
‘Once this procedure was completed, the conditioned cata1yst was trans-
ferred without contacL1ﬂg the atmosphere The act1ve cata]yst was
N
stored inside the reactor for long periods by ma1nta1n1ng the carbon
dioxide pressure at 12 PSIG. To ensure that air did not.enter the
process’ reactor, all reactor feed lines were flushed with hydrogen prior
to reactor startup. The reactor carbon dioxide feed valve must be

closed when operating the reactor.
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APPENDIX B
CALIBRATION OF INSTRUMENTS

B,1 Introduction

Before the startup of the butane hydrogenolysis pilot plant, it

is necessary to verify the calibration of the thermocouple and

" differential pressure transmitters and of the process gas chromatoérgph. ‘

The checkout procedure outlined in this appendix 'should only be attempted

after the instruments have operated for at least 24 hours. Note also
that these instruments should be connected to the process computer's -
p]ént interface during calibration. The coeffecients of the polynomials

fitted to the calibration data have been tabulatéd in Table B-1.

-B.2  Calibration of the Thermocouple Transmi tters

Before apb]ying power to the thermocouple transmitters,&the
transmitter inputs must be shorted and a 200 ohm (% watt, 1%) resistance
connected abrogs,their outputs. For this‘work, the- thermocouple trans-

‘mitters wgre calibrated for temperatures between 0 and 415°C. This

ange corresponds to a 0 to 17 mil1ivolt input from a chromel-alumel
thermocotple. To.produce the 17 millivolt input needed for calibration,
.an gccﬁrate potentiometer was required. Calibration was effectively

a two step procedure.

The transmitter input was shorted and the "ZERO" adjustment was-

-
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used to obtain a 2.00 VDC drop across the output impedance. The 17
millivolt source was'then'applied to the transmitter input and the
"SPAN" adjustment used to obtain a 10.00 VDC drop.  This two step
technique was repeated until the‘aMp1ifier "ZERO" and "SPAN" converged
to the dési:éd values. The instrument's calibration curve was then

determined by applying a series of known'pqtentia]s‘%o the input.

Calibration of the two thermocouple transmitters used for this

work indicated that they were effectively identical. The-calibration

data are presented graphically 1n-Figu}e B-1. A linear reiation was
found to it the data well. '

B.3 Ca]ibratiqn of the Differential Pressure Transmitters

The "SPAN" adJustment of the hydrogen and n-butane flowmeter
differential pressure transm1tters was preset at 100 1nches of water by
its manufacturer. The "SPAN“ of the differential pressure transmitter
across.the process reactor was preset at 52.5 inches of water. With
this adjustment already made, only the "ZERQ" of the instrument’needed
to be verified. .Before abp]ying ﬁower to the differential pres;ure
~ transmitters, a 200 ohm (% watt, 1%) resistance Qas‘cohnecped acrosk -
their outputs. Before adjustment was attempted, the input of the instru-
ments was set to atmospheric pressure. This was done ‘at thé differential
pressure transm1tter ca]1brat1on statlon (see F1gure 3 5) The'"ZERO“

adjustment of the, 1nstruments was used to arr1ve at a 2.10 vDC drop
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across the output impedance,

Calibration of the hydrogen and n-butane flowmeters and differen-
tial pressure tran;mifters was done simu1t5neous1y. Results suggested
that the differential pressure transmitters were identical. The data
given in -Fiqure<B-2 were fitted by a linear relation. The calibration
curve ‘of the differential pressure transmitter across the pilot plant
reactor was obtained by simply measuring the instrument's reponse to

a series of‘kpqwﬁﬂdjffqrential pressures. The data dre represented in

Figure 8-3.

B.4 Calibration of the Gas Flowmeters

In the ca]ibéation of flowmeters for gas service, it is customary:
to fix the downstream pressure at some value. Hence the variation
£hr009h the f]oymeter results from a change in the upstream pressure
only. In this work, a back pressure rengator ma%ntained the downstream
pressure of both the hydrogen and ﬁ—butane flowmeters constant at 10‘PSIG.
The pressure upstream of a flowmeter was varied.by altering the.diaphraém

pressure of a control valve. . The flowmeters were fabricated from Type

"316 stainless steel needle tdbing. The precise dimensions and lengths

of. tubing that were used are givén in Table B-2. . Hydrogen was supplied

at 28 PSIG and n-butane at 18 PSIG.

13

To calibrate the flowmeters, it wis necessary to vary the control

vaive diaphragm pressure. For accuracy, an output of the computef's

—
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TABLE B-2

»

DIHENSIONS OF FLOWMETER
NCEDLE TUBINGT

»

TUBE TUBE
GAS 1D - LENGTH
(cm) (cm)
Hydrogen 0.137 162
n-Butane 0.0838 19
[ . \V\:‘.

+ 316 Stainless Steel
. from Atlas Alloys Inc.

»

243
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DAC was used 1H§tead of the manual adjustment that was available. - At

a particular setting of the diaphragm pressure, the flowrate of gas as
measured using a bubbae flowmeter or a wet test meterhwas obtained.
Several measurements were taken at each setting. The pressure drop
across the flowmeter was determined from the voltage -drop ét the approp-

riate differential pressure transmitter output. "In addition, the mano-

meter located at the differential pressure transmitter calibration

station (see Figure 3-5) was also used. The calibration data and fitted

quadratic polynomial are presented in Figure B-4 for hydrogen and

Figure B-5 for n-butane.

3 to

' 7
B.5 Calibration of the Process Gas Chromatograph

A Beckman Model 6700 Process Gas Chromatograph was used to gerform ™

the analysis of the butane hydrogenolysis reactor product stream. The -
1nstrument design was conceptua11y 1nnovat1ve Unfortunately, ser1ous
shortcom1ngs in 1mp1ementat10n forced the user to ta1lor his analys1s
scheme to the 11m1tat1ons of the 1nsterent. Couple this with insufficient
and often incorrect documentation, users uninitiated in the field of aﬁ-
alog and digital electronics wi]} find it awkward to set up” this process
gas chromatograph. Regardless of these pitfa]]é{ the instrument was

very reliable once it hadszeen calibrated for servigé. To assist future’

users of this process gas chromatograph, a procedure for instrument set

up is provided. This procedure should be used oniy after the reader is

L]
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familiar with the manufacturer's documéntation.

STEP 1 - Aha]yzer Check-out

The contents of the analyzer must be inspected first. The.
10-port va]ves, needle valves, columns and detector must be connected
1n the.manner 111ustra€§ga1n Figure 3-15. The @nalyzegﬁair supply must
be at 55 PSIG and requlated instrument air at 20 PSIG. | The carrier gas
(hydrogen) supply pressure must be at 50 PSIG Enq\tﬁe rdgulated carrier

gas at a@bout 14 PSIG. T NG

— -
Carr{ér&>$ow'thr0ugh both sides of the detector should bg roughly -

set at 6@\;Tj;m4; by adjustiﬁg the appropridate needle valves. A]}
brograhmerhfront panel switches should be 16 the Teft most position. In
the rear of the programmer, 500 ohm (%.watt, 1%) resistors should be

. connected across the eurrené outputs. With the filament power switch
at "OFF" and the programmer/ana]yzer 1nterconnect1ng cable in place,
power may be app11ed to the programmer and analyzer. The preregulated

| and regu1ated bridge vo]tages should be about 30 and 26 VDC respectivé1y.
The ana]yéef oven temperatﬁre should then rise to 110°¢ (by mercury -
thermbmeter) énd remain there. With valyes A and B energized, the R
bypass needle valve is adjusted for a ;drrfer flbw oanbout 60 cm3/ﬁiﬁ?a
Valves A~and B are de-energized and carrier is ‘permitted to flush the
system for one hour. Power is then ghplied to the filaments. At this

 point, the ga$ chromatograph must be aTlowed to E%ab]i]ize for 24 hours.

After tﬁis tiﬁg, the filament current is adjusted.to 150 ma and the
\ "

%

, -'{:5 ’-
PN
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carrier and reference flgws accurate]y set to 60 cm /sec It is good
'pract1ce to first set the réference flow by ad;ustment of the regu]ated

carrier gas pressure.

R2 of the thermal conduct{yity detector power supply and.ampFifier
k634106 & 634103) enables adjustment of. the filament current. if the
difference between the preregulated and regulated bridge voltage exceeds
5 VDC,’the pferegu]ated\vo1tage from the prograﬁmer must be reduééd

for a difference of 4.5 VDC. With TB1-1, TB1-5 and TP11 all shorted
S .

:ﬁogether a?d a voltmeter betwee;/IP9 and %Pll, R6 is adjusted for zero
reading. Move the jumper from TB1-1 to TP10 and adjust R21 for +0.7
VDC reading. Finally, the jumper at TP10 is moved to.TB1-7 and R7
"édjusted for zero reading. A1l jumpers are removed. The "AUTQ ZERO"
switch on the programmer front péné1'is set to_the "03" position and -
the vqﬁiage monitor to the "AUTO ZERO" position: Rél 1s‘adjusted for a~
midrange disp]ay’on,the voltage_monitor. The "AUTO ZERO" switch is then
returned to fhe "AUTO" bbsition; The detector amplifier is now ready
. for service. Note that adjustment of R2, R6, R21 and R7 must be repeatedz
periodically. * S ’

!
STEP 2 - Zéroing of Programmer Amplifiers

On the back plane of the basic terminal aséemb]y (632151), the
inputs to amplifier ARl are shorted to ground. R5 is ‘adjusted for zero

" reading between TP1 and TP2. :
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Inside the programmer, éonnect a valtmeter between TP1 and TP2
of the masﬁef control assembly (632160). With the mahua] polarity
revérsé switch at "ON", the output amplifier ARl is adjusted for zero
reading with R10. The short on'the basic terminal assembly must now be

removed and manua1'po1afity revegge set to "OFF".

STEP 3 - Zeroing of‘Integrafgf Amplifier .

A1l front paQel switches must be in ‘the Teft most pos1t1on The
digital timer board (632196) is set for a cycle time of 360 seconds in
one second increments. For this step, all other cards except one
universal component’ board (632181) must be removed from the programmer
chassis. This one component board with integrator control option
(632148) must be programmed in the f011bwing way:

-compbnent on time: 020

-tomponent off time: - 340

-readout: on

-integrate: on -

-calibrate/auto: calibrate

-R4 of the integrator control at clockwisé limit,
.The integrator board (632184)."/‘.UT_O/CI-\LIB;l switch must be-at "CALIB"
and the calibrate/adjust switch on the master control boérd at "ON". R18
‘on the master control board is adjusted for zero reading between the
center pin of the "AUTO/CALIB" switch and TP3 of the integrator board.
The "AUTO/CALIB" switch is plgced in the "AUTO" position and the program-
mer allowed to run. R8 on the %ntggrator board is adjusted for constant

output between TPZ and TP3. The universal component- board must be

removed once the integrator has been zeroed.



249

STEP 4 - Adjustmént of Component Area Long Term
Memory Amplifier Gains

In addition to the digital timer board already progent in the
programmer chassis, five other boards must.oe programmed for énaTysis
of methane, ethane, propane and butane. These boards include a dual
valve board (632166) and four universal component boards with integrator
confro] and long term memory (635037) options. . The six boards wh1ch
control the analysis must be programmed occording to Table B-3 before

adjustment of the long term memories is possible.

The "CALIBRATE/ADJUST" switch on the master control board muét
be at "ON" and tme "AUTO/CALIB".switEh on the integrator board at
"CALIB". Adjust R18 on the master control board for a +5 VDC reading
between the center pin_ of the hAUTO/CALIB" switch and TP3 of the intg—
grafor bdard.j’Selecting one universa1.component board at a time, /
remove toe boaro cover and insert the boarq into the programmer'chassis.
Set the component switch to manual. On the iong term memory option,
adjust R6 for -10 VDC output between the amplifier output side of RS
and the ground sjde af R10. -Connect a vo]tméfer across the approoriate
ourrent output in the. rear of the programmer. R7 on the long term’
memory 1is adjusted for a +10 VDC reading. Retusm the component switch
to "AUTOQ". Remove the universal component board from the programmer

chassis and replace the board cover..

Once all long term memories have been adjusted, the dual valve
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board and the four programmed universal combonent boards are inserted

into the programmer chassis. .

STEP 5 - Adjustment of'the Component Area Amplifier

The adjustment must be done dynamically using mixtures containing
the maximum feasible amount of each component. These amounts must be °
determined from the desired operating conditions of the reactor. One
day before this adjustment, a mixture containing suitab]eApropoftiqns
of ethane, propane and n-butane mqé% be prepared at the calibration
mixture preparation sﬁétion (Figure 3-14). Analysis of the mixture is
then pérformed with all programmer automatic functions enabled. After
the component off times of ethane, propane,aﬁd butane, the'corresponding.
output voltages. are noted. R1 of each coﬁéonént,intggrator control is
.adjusted until a reading of +10 VDC i; maintained. Once this is achieved,

the procedure’is repeated with samples of methane.

STEP-6 - Component éa]ibration

The calibration- curves .for méthane, ethane, propane and butane are
.determined by simply noting the instrument responses to a sefies of
known mixtures. The responses should be linear with respect to component
" .mole fraction. This indicates that the relative molar responses of any .

thﬁee,components relative to the fourth is a constant.

Six sets of data were.obtained to establish the calibration curves
presented in Figure B-6. Variations in the chromatograph responses. over

the entire range of operation were so small (ﬁinor fluctuations in the
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1easf,si§ﬁificaﬁt figure) that calibration errors were virtually nill.

Quadratic polynomials were used to fit the data.

TABLE- B-3
PROGRAMMER BOARD SETTINGS

DIGITAL TIMER

CYCLE TIME: 360 seconds .
by one second steps
DUAL VALVE BOARD
0N OFF
VALVE TIME TIME
A 2 - 85
B 40 200

UNIVERSAL COMPONENT.BOARDS

ON  OFF AUTO
COMPONENT 78 T1ve Jero  MEMORY
CH, 43 80 . ON 1
C2H6 106 199 OFF 2
C3g " 213 280" OFF, 3
n- C4H10 | 294 345 OFF 4

A difference of two seconds between programmed time on &nd

actual time on exists when Auto Zero is not used.

When Auto

Zero is used, ‘the difference increases to four seconds. All

component boards are programmed with the X1, X10 and POLARITY
REVERSE at OFF and amplifier range at low.

The integrator

function is-set for readout, integrate and automatic operation.
At the memory select, the selected memory is not enabled.

[UPURIERE .



252

APPENDIX C

"MODEL REFERENCE ADAPTLVE CONTROL

APPLICATION SOFTHWARE

C.1 . Direct Solution of Lyapunov's Matrix Equation
For ‘Continuous and Discrete Time Systems-

The square matrix, P defined by Lyapunov's matrix equation

A T={ = .
ACP{:/PAC =-Q, (e-1)

where AC: continuous timé system transition-matrix, nxn

QC: positive definite, symmetric matrix, nxn

P : positive definite symmetric matrix, nxn, the solution
of .Equation C-1.. .
may be obtained by a variety of techniques. If AC has only negative
eigenvalues and Q_ = I, it has been shown (Bellmann et al [1960]) that
P will be a positive definite symmetric matrix. The direet method of

computing matrix P is to solve a set of % n(n+l) simultaneous linear

- equations derived by rearrangemenﬁ'of Equation C-1. An algorithm due to -

MacFarlane {1963] provides a:systemgtic way of formiﬁg this system of -
equations. The listing of the FORTRAN IV subroutine to calculate

matrix P based on this algorithm ié given in Figure 011.
Stability analysis of the discrete time linear system

“x(k+1) = Ad’k(k) T ' (c-2)"
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‘where Ad: discrete time system transition matrix, nxn
x: discrete time system state, nxl

by Lyapunov's criteria results in the matrix equation

T ‘ ~ .
. AdPAd - P - —Qd (C_3)

where Qd: positive definite symmetric matrix, nxn

P: positive definite symmetric matrix, nxn, the
solution of Equation C-3

Symmetric matrix P is readily évaluated for'systems Tike Equation C-2°
by transforming Equatioﬁ C-3 into the form of Lyapunov's matrig equaiion._

>

According to Barnett and Storey [1970]1, a suitable transformation is

T . -1,
AC = (Ad + 1) (Ad - ?) (C—4}

If the absolute value of all the éigénva]ues'of A4 are less than unity,
' AC is obtained from Equatfon C-4 will have only negative eigenvalues.

Substituting Equation C-4 into Equation -1 indicates that
=20 A Yeq v (Lo A sy '
d o c . ¢ ' !

Qd is a symmetric positive definite matrii'if QC is symmetric and ° -

positive definite. ‘ ' ' //

The FORTRAN IV program listed in Figure c-2 performs the indicated

transformation followed: by ca1cu1étion of the P matrix.
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FIGURE. C-1 254
SOLUTION OF LYAPUNOV'S EQUATION .~>
CONTINUOUS FORM

E#***%EULUTION OF THE LIAFUNDY FUONCTION "AT#F+F#Q=-R"

CoreerxxBWIATION 12 OF ORTIER NA SOLUTION ACCORDING

Creers T MALFARLANE "AT" MdST BE THE TRANIFOZE OF

CeapaseTHE SYSTEM MATRIZ "A" MATRILCES "FOAND "0 ARE FPOSITIVE
CaaxreDEFINITE SYMMETRIL MATRICES ELEMENTS OF THE UFFER
Coeaax TRIANGLE OF "0 MUST EE FAZZED IN VECTOR "0 MATRIX "P"
Creresxls FASSED TO THE CALLER IN MATRIX "AT" ELEMENTS 0OF

«reer THE LFFER TRIANGLE OF F ARE ALSD FASSED IN

ITOR "FT MDY 1T SED TO

TP ERFATES THE ﬁETERMlNANT,DF THE REDIJCTION MATRIX T3 THE

" IF "0" I3 ZERQ, THE SOLUTION OF THE LIAFUNDV
reseeFUNCTION WAZ NOT FOISIELES  MATRICE:S UNMAT" AND "Ev
TasmxeAND VECTORZ "FY, "UL" AND "M" ARE INTERMEDIATEDT ONKY.
Ceakes"N" IS DEFINED AS " (NA#(NA+L1)/2)" ) }
CearaeasWRITTEN NOVEMEER 197%S BY J-F TREMELAY

- e ¢

X < CEMPILER DOJUELE FRECISTION

<
&
k-4
b
*
<
i
[l
-
il

101 ¢ F ¢t
D
r._'
-
m
L

&
%
»
o
2

LowxEeaeNOTE THAT ALl CALLED SUBRIUTINE: rMi=T EBE DOUBLE

CraeraFRECIZION IF THIS FROGRAM 15 COMFILED WITH THE a
La#xa<DOUELE FRECISTON OFTION .

r . :

SUEROUTINE LIBFF(AT, NMAT, NA, B, 0, FL L, MO N, DD

DIMENSION AT(NA, NAY, NMAT (NA, NA) .
DIMENSTION E(N,N), @OND, FONY, LOND, MOND
I . ,
LenexwZERD THE B MATRIX AND THE F VELCTOR '
U . .
LCALL BMSETF, O 00N, 1)
CALL GMEZET (B, O Oy N, N)

'l

raxx 2 HENERATE NMAT °

C
C b=
oo o2 I=1,NA
DI 1 =1, NA
NMAT (T, J) =k
Ro=h+ 1
IF (I EC ) B0 TO 2
NMAT (.J, I)=NMAT (1, .J) : :
1 CONTINUE : ) ' =
I, CONT INUE ‘ S
C )

Cw##2%GENERATE ELEMENTAL MATRILCES AND ADD THEM TO B
i '

0o S I=1,NA

MR=1

D3O 4 I=1,N

o 15 IL=1, NA



15 CONTINUE ;
g T 4 } . 255
14 MC=1
i 2 bh=1,N
IF (. NE NMATC(I,MI)Y) GO-T0 3
E(.L P )=E¢lL 1) + AT(MR, M)
IF (. Efn NMAT(I, 1)) EBEGHEI=EBCLED) + ATIMR, MC)
IF (MZ NE NA) MC=MC+L s
T OCONTINUE .
CIF (MROED NA&)Y DO T 9

b
VIF (MY NE 1) MR=MR+1 .
4 TONTINLUE
S CONT INLE
|: , . o
Caarana INVERT THE REDUCTION MATRIX
i :
CALL MINVIE, N, D, L, M, $59779)
.
Ca#es s L ALCLILATE SOLUTION VECTOR P
N .
0o 7 I=1,N
o 4 Jd=1, N
O PRCI)=FI) - B, )
A COUNTINLIE ) -
7 CONTINUE .
o , |
CexasaaPAF VECTOR F OINTO MATRIX AT . . ’

Do 11 I=1,NA
Do 10 Jd=1, N&
AT, ) =PI+ Chrd=d) £2)
AT (S, I)=AT(I, )
o1 CONTIMUE '
11 CHONTINLE

e CONTINUE

RETLRN
END

P
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FIGURE C-2 256
SOLUTION OF LYAPUNOV'S EQUATION

DISCRETE FORM
X COMPILER DOWUELE FRECISION
C ' ©
Cearraa 0L 0T TON OF LYAFJNDV S MATRIX EDJATION FOR DISCRETE
CekseeTIrie TYZTEMT  "ATxFeQ-F=-0"
CapaaxMETHID DESCRIGED BY EBARNETT AND STIOREY, FALE 79
LareraWRITTEN NOGVEMEER 1775 EY J-F TREMEGLAY &

I xeaai#NA DROER Dh THE LYAFUNIV MATRIX ERLIATION
CeairraN=NA* (NA+1) /2 . ‘

FARAMETER NA=%, N=1735

CeexxpNOTE THAT ALL CALLED SUBROUTINES MUST EE DOUEBLE

Cretes®PRECIZION IF THIS FROGRAM I3 COMFILED WITH THE
CesenrrDOUELE FRECIZION OFTION.

By

-

1
U

"

i
L&
-

(]

3

[}

DIMENZTON AT (NA, NAY, NMAT (NA, NR)
DIMENZTON BN, N), DONDY, FOND), LIND), MOND
DIMENZIION EBF(NA, NA&), BMINA, NA) BT (NA&, NA)

CearexFEN CHANNELS T DATA FILES

CALL DFEN(D, “LIAFBRTA JF", 1, IER)
IF VIER NE ) oo Tn 99
CALL CFILWOFEEMAT P, 2, TER)
IF (IER NE 1) on TO 29 :

. CALL OFENCL, "FEEMAT, JF", 3, IER)
IF (IER NE 1) Q0STO 99

werREAD AND QUTFUT SYSTEM MATRIX AND " MATRIX AS VECTOR

READ(O, SO1) ((ATCI, ), d=1, NA), I=1, NA), (D(I), I=1,N)
S01 FORMAT((ELZ S)) - - ]
WRITE(1Z, 401) (I ATCL, ), =1, NA), I=1, NA)
01 FORMATCLH » 15X, "SOLUTION OF THE CIAPUNOYV FUNCTION", /Y
124X, "DISCRETE SYSTEM", 77/, 15X, .
ITSYETEM MATRIX", 7, CCISX, "A{", 11, ", ", 11, ") = ", E1Z. 5)))
WRITE(1Z, 402) (I, 0(1), I=1,N) ; o
£0Z FORMAT(LHO, 777, 15X, "VECTOR G, 7, (C1SX, "¢(", 12,") = ", E1Z 5)))

##x*HENERATE IDENTITY MATRIX
TLALL OMIET(ET, O O, NA, NA)
¥ 1 I=1,NA '
BICGI.I)=1 O
1 TONTINUE
####START OF TRANIFORMAT ION FDS AT MATRIX

CALL BMADDAT, EI1. BEF, NA, NA)
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CALL GMIUECAT, BT, EBM, NA, NA)
CALL MINV(EF, NA, L, L, M, $9)
- CALL OMFRROCEF, EM, AT NA, NA, NA) i ..
K. - . 257
Kaxasen O VE LIAFUNDV FUNCTION FOR MATRIX "FP"
CALLL LIAFF(AT, NMAT, NA, L, i, F, L M, N DD
IF (O gD O ) D0 To v

27

CerayaWRITE OUT DETERMINANT OF REDUCTION MATRIX AND
Casxe4THE SOLUTION MATRIX "F" EBOTH 7O LINE FRINTER
CesxaxxAND DIab FILE
I
WRITE(LZ, A03) D, (T, L AT(T, ), =1, NA), T=1, NA)
A0S FORMATCOLHC, 7«7, 1S, "DETERMINANT TF REDUCTION MATRIX= ",
1ELZ Sy 7770 1SX, "20ULITION MATRIX F", 7, :
Zodlax, e, Ly 1L,y = ", ELZ D))
WRITE(L, 2G4) ((ATCI, J), =1, NA)Y - I=1, NA)
A04 FIORMAT(IH JELZ %)
RO TO e

o WRITE (10, £07) ' g
£07 FORMAT(IHO, 14X, "FATLURE OF OISCRETE TO CONTINUOUS",
1" TRANSFORMATTON" ¥ .
BT s

D0 WRITE (LG, A05) IER

A0S FORMAT (LHO, 14X, "INFUT/QUTFUT FILENAME ERROR CODE= ", I3

S0 TO ey
DY WRITE(LZ, £04)
. wRITE(lQ.AO@)
LOG FIORMAT CLHO, 14X, "REDIUCTIIN MATRIX IS SINGLULAR")

. TALL RESET

sToF : ‘ ' '
END . ) )
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C.2 Linear Multivariable Optimal Control of a ¥
Discrete. Time Linear System’ .

k4

The discrete time linear model of a process is assumed to be of
the form

x(k+1) = Ax(k) + Bu(k) (C-6)
at k=0, x=x(0)
where A: discrete time system transition matrix, nxn
B: discrete time system control matrix, nxr
x: discrete time system states, nxl -
r: discretp time system inputs, rxl
2

~

Matrices A and B are real and time-invariant. Optimél control of the
system will consist of driving the states x{(«) to zero. A quadratic
‘performance index with a penalty for control is defined to be

- o

N"l T ' .‘ T . "
J= ¢ [x (kr1)Sx(ke1) + 2T (OR(K)] - b (c-7)
k=0 .
where X: Lagrange multiplier. N -

h: discrete time interval
S,R: symmetric weighting matrices

-y
<

Substitution of Equation C-6 into Equation C-7 results in the following

objective function:

*
¥

k=0 + u'(k)sz(k) + X (k)Q3 u(k)
) where le ATSA
T
'QZ: B'SB + AR

‘

057 B'SA
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According to Noton [1965], thé minimization of J by dynamic

programming yields the following recursive relationships:

>

Cf T 1T W T
ol {hoz + B Gn_lB] [hQ3 ¢ B Gn_lA] (C-9)
i T T. T, 7.h
Gn [Ql ¥ DnQZDn B DnQ3 Q3Dn]
Ta T i ] -
ot BDn] 6y [A BD, c-10)
D - [o] ® : (C-11)
Go z th (C-12)

with Equations C-11 and C-12 being used to start the scheme. Matrix
D, will converge to some matrix DH as N— « if a suitable value for
"\" is used. With D, evaluated the optimal control at initial time is

given by

-u(q) z -DN x(0) . ) _ (C-13)

wheré—DN: optimal gain matrix, rxn &

-

Substitution of Equation C-13 into Equation C-6 provides the closed loop

- optimal control system

x(k+1) = ox(k)

¢=‘[A‘?%] I ‘

* (c-14)

o

A Visting of the FORTRAN IV routine for optimal. control of the

reactor model described in Chapter 2 is-given in Figure C-3. Typical
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‘ ' OPTIMAL CONTROL OF A DISCRETE STATE
' SPACE SYSTEM | o
4 i'm 2
X COMPILER, DOWELE FRECISION L a

Cr#arirrl INEAR M“LTIVHRIA[{% HFTIMQL CONTRIOL OF THE DISCRETE
CeearaaREACTOR MODEL BASER ON THE EXTENT:Z 0OF BUTANE, FROFANE

1 xsaztxAND HYDRHGEN AND THE MOLAR FLOWRATES OF .FROFANE AND
Cwsen#E THANE THE LATTER ARE LINEAR COMEINATIONS JF THE EXTENIO
Cx#taaTHE DYNAMLC FPROGRAMMING, METHOD USED HEREIN 15 -
Crr#230ESCRIEBED EBY NOTON, FADEZ Z5 AND 115

Caexexe WRITTEN AFRIL 1974 EBY J-F TREMBELAY

I .

) FARAMETER NM=%, NR=Z, N3=2
]

= ettt 2 NM NUMEER OF “STATES | ' R

l-*****NF\ ) NUMEER' OF MANIFIILATED INFUTS
v D EEERHNT NUMEER OF SETFOINT INFUTS
C- ¥ ' .

CrassaNOTE THAT ALL CALLED SUBROUTINES MUST BE DOUBLE

CrareRFRECISION, IF THIS FROGRAM [2 COMFILED WITH THE

a2 DOUEBLE: FREC ITSI0N GFTION '

I . S .

DIMENSTON T ONM, NMY, VN, NR) S 2 ONM, NSO 5 NP, NMD S RONR, NRO

DIMENSTON D1 CNM, NP, 52 ONR, NROD |, 63 CNR, NP, GNONFL NMD » DN CNR, NMD|

DIMENS TN D1 CNR, NP, Wh MM CNM, NM>,w+_Rn\:§ NiM) » WRIRR (NR, NR)
(

COIMENSION - W 4MMONM, NMD WH SRR ONRS NR DS Wik oM (M)
" DIMENSION SLIMX CNM) . SUMUCNR) , LIMAX (NRD , M INGNR) SR
"DIMENSION L ONMD, MONM), X CNMY, JONR) , SF (NS)
iz . .
CawxrROFEN CHANNELS TO INFUT AND QUTFUT OISt FILES
[ . ‘
. LALL OPEN(O. "OFENLOOF JF', 1, [ER)
IF (IER NE: 1) 220 T 9%
CALL CEILW("CLOSEDLOIF JFP°, Z, IER)
IF ¢(IER -NE 1) G0 Td 99
CALL DPENCL, "CLASEDLOOR JE", 3, 1ER) .
IF (IER NE 1) E Toey

|: M «
|****%INITIALIZE MATRILE” o, v . . -
- . . . . N
CALL GMSET(S, 0 O, NM, NM) |
CALL BMSET(R, O O, NR, NR)
CALL GMSET (SUMX, O. O, NM, 1)
v CALL GMSET(SUMLL O O, NR, 1)
[ . .
Fxxr#rREAD OFEN LOOF MATRICES A E AND D AND DTAGONAL ELEMENTS
Cerdes0F WEIGHTING ‘MATRICES 5 AND R READ INTTIAL _ .
Coss s VALUES OF THE STATES AND OFERATING SETFOINTS . -
coo .
4 READ(O, S00) ({T(I>JY, =1, NM), 1= ESNP"‘ )\
1CVCT, )y d=1,NR), I=1, NM)" ‘
2RI, J), J=1, NS halgl NM)



A4(XCD), I=1,NM), (SFCI) . I=1,N3) Lo
g S S 261

C#E#x%OET " :
CHeaps (1) CONVERGENCE TEST VALUE- MINIMUM ACCEFTAELE RELATIVE
(AR X CHANGE' BETWEEN SLUICESSIVE ESTIMATES 0OF GAIN MATRIX

CHerar () LAGRANGE MULTIFLIER VALUE:
CH#er (D) DIEERETE TIME INTERVQL IN ZECONDS

!

.. ACCERT " CONVERGENCE TEST VALUE= ", TEST,
TVLABRANGE MULTIFLIER VALLE= ", WGHT,
2"DISCRETE TIME INTERVAL= ", HDT

La#arxxENILIRE THAT INFUTS ARE. FOSITIVE

TEZT=AES(TEZT)
WOHT=AES (WEHT)
HOT=AL<(HDT)

Caxar#DENERATE 211, 02 AND
-

CALL GMFRDCZ, T, We LMM, NM, NM, NM)
CALL GTRFRDCT, WE LFM, 00, NIM, NM, NM)
CAall BTFROV, WFIMM,DL,NM NR, NM)
CALL hTFRD\V;-;NF_RM N, NR5 NM)
CALL GMFROCWH ZRM, V) 012, NR, NM, NR)
LALL GMMFR (R, WOHT, W ZRR, NR, NR)
CALL GMADD (WH2RR, 112, 112, NR, NR) -

r****#INITIALIZATIﬂN.HF LGN AND DN1 MATRICES AND
Ik**%*INDIIATIHN OF THE STARTING TIME 'OF CALCULATION .
£
CALL GMMFL (01, HOT, SN, NM, NM) .
CALL GME ET(DNI.U 0, NR, NMD)
LFCNT=0
QLL FoRTIMOH, JM, J5)

WRI TE( 10, /"(‘)l‘)) JH, My 'JS

CrrrnBESINNING OF RECURS IVE SOLUTION FOR OFTIMAL
CxxesxCONTRIOL MATRIX DN ENDZ WHEN DIFFERENCE EETWEEN
CowewxDN AND DONI IS5 SMALL : ~
- Ct . PR :
4 CIONTINUE
EMAX=0. O -
oo 7 k=1, 50
LFINT=LFONT+1 : .
\ ':. . . * 1
Loawaxwl ALCULATE ESTIMATE OF DN ' Lo
C . : ) . .
CALL GTFRDCV, GN, WHZRM, NM, NR, NM) |
TCALL GMPRINCWE ZRM, V. WE SRR, NR, NM, NR),
CALL ‘GMMEE (02, HOT, Wk 3RR, NR, NR)
CALL GMADD(WHIRR, WESRR, WE3RR, NR, NR)
CALL MINV(WEZRR, NR, D, L) M, $999)
CALL GMERDCWEZRM, T, DN, NR, NM,.NM)
CALL BMMPE (D3 HOT, Wh ZRMNR, NM)
_ CALL GMADD (W ZRM, DN, W ZRM, NR, NM) -
) CALL GMFRD(WKEIRR, WEZRM, DN, NR,.NR, NM),
- - . ' .
mae T T FOR WF OF DN
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ERROR=0. O ' : 262
DI 6 I=1,NR C
Do 5 =1, NM . .
 ERRE=AES ((ONCI, $)=DN1 (I, 1)) /DNCI, )
IF (ERRE E TEST) ERROIR=AMAX!1 (ERROR, ERRS)
ON1CI, . D)=DNCT, J) '
< CONTINUE
4 CONTINUE
IF (ERROR ED O O) GO Td 3
EMAX=AMAX1(EMAX.ERRGR)

CxsrexDAIN MATRIX NOT CONVERGED YET COMFUTE NEW GN MATRIX AND
CazrereRETURN T CALCIUILATE NEW ESTIMATE OF DN

||I|I|ll

~ALL GNPRD(V,DN,NIIMN,NN.NR.NM)

CCALL GHMEECT, WE TMM, WE DM, NM, NMD
—ALL GTPRD(N}lmm,QN,WL4MH,NM.NH.NM) .
CALL GMPRD(H#4NM,W}INN,GN,NM,NN,NM) \&V/

- CAlLL GTFRD(DB,UN,N#IHM,NR,NM,NM)

CALL GMTRACWE 1M, WE 4MM, N, NPM) , .
CaLL OMALDD W 1MM, WE aMi, WE 4PMM, NM, NPM )
CALL GMRROODIZ, DNAWE 1, NR, NR, NMD
CALL GOTFERDOCDN, wt%%ﬁ’ﬁ§1mm NR, NM, NM)
CALL. GMSUE CWE LMPL, WE 4MM, WH 1MM; NM, NMD)
CALL GMADDOL, WE MM, Wk 1MM, NM, NM)
CALL AMMAE (W TMM, HDT, Wh-1MM, NP GNM) . -
CALL hHADD(NfiMH,hN.IN N, NM D) ’ .

7 CONTINLUE
CaLl FOTIMOIH, IM, I1S) . m Y
WRITE(LQ, 401 LPLNT, IH, IM, IS, EMAX .
IF (LPCNT  GE  SO00)Y =TOF - NI CONVERDGENCE AFTER SO00 ITERATIO
LDOTO 4 .

-

D% N MATRIX EDNVERHED HHTPHT INFO T LINE FRINTER

CALL FOTIMCIH, LM, I '

WRITE(LD, £02) zH.IQ 15, LFONT

g FALISE TURN ON LINE FRINTER

WRITE(LZ, &07) TEST, WEHT, HDT.JH.JH,JZ.IH,IM,Ib.LF!NT, s oty
LCCT, o T )y d=1, NMD, T=1, NM) . -
WRITE(LZ, 404) ((I,.d, VI, J), J=1, NRY, I=1, NM) et
WRITE(LZ, 405) ((I, ., 0CI; ), J=1,NS), I=1, NM)

WRITE(LZ, £O4) (IIIIE'.(IDI)i'I:llNM)

WRITE(1Z, 407) (I, I,R(I, 1), I=1, NR) R

WRITE(1Z, 614) (I, X(I, I=1,NM) .

WRITE(L1Z, 617) (I, 5FC1), I=1, N3) .

WRITE(1Z, 40%) (L, ONCI, .0, J=1, NM), I=1, NR)

I"' . . ' ) L
Carux#CALCULATION OF STAEILITY A MATRIX AND WRITTING OF,
CesnesTHIS TO LINE FRINTER AND DISK ° T

LY

i

cALl uMFﬁD\V.DN,NFIMM.NM NR, NM)

. CZALL BMELECT, Wk M, WE 1TMM, NM, NM) )

’ NRITE(1~,L10) CCLy ahy WHAMMCT, )y J=1, NM),I 1, NM)
WRITE(L, 609) CCWE MM T, ), J=1 NMD L T=1, NM)

l: . . . .

Cep##EVALUATE FERFIORMANCE OF OFTIMAL @DNTROL

l: - . . . ‘> -

¥ . L %]

DA 11 I=1,25
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LALL GMFROCON, X, U, NR, NM, 1)

DO w Jd=1, NM - .

SLMX G =5UMX(J) + X)) #X (D) ' 263
Y CONTINUE

oD 10 Jd=1,NR

IF (I oT. 1) & To 12

LIMAX () =10 d)

M INCGJY =L () :

2 CIONTINUE Yo
N IF (3G BT UMARGD) LIMAX (1) =U(J) C s
IF (UG LT OMINGDH ) EMINCGH) =U(J) " .
SR D =SUMIIGE) + D) #I D) ) o
10 CONTINUE ‘ : s v

CALL GMPRO(T. X, WhaM, NM, NM, 1)
CALL GMPROY, U, X, NM, NR, 1)
CALL DM W &M, X, X, NM, 1)
CALL BMFRDNCE, SF, WHAM, NM, NS, 1)
CALL GMADD(Wk&M, X, X NM, 1)
11 CONTINUE © o S
- WRITE(1Z, &14) (I, 5UMX(I), I=1, NM)
WRITE(1Z, 415) (I, 3UMUCI), I=1, NR)
WRITE(1Z, 615) (I, UMAX{I), I-UMINCI), I=1, NR)
G TO S99 .
% WRITE(LOQ, 412) IER
R TO e

wEY WRITECLO, 641.3)

e TALL RESET

=T l:if.:‘

OO0 FORMATC(ELRZ 5)) ’
Q0 FORMAT(1HO, "STARTED OFTIMAL FDNTRﬂLLER CALCIHLATION AT ",
11z, ", 12, " ", 1) .
601 FHRMAT(IH ,”TIME AT ITERATIHN“.IJ." IE oIz, Iz, 12
1/, 10X, “MAXIMLM RELATIVE ERROR= " E1Z ) '
Q3 FORMAT (1H , "ENDED OFTIMAL CONTROLLER CALCULATION AT ",
CrIZ, o, 1T, v, 1,/ SX, "TOTAL ITERATIONS REBMUIRED= ", 14, /)

C 0T FORMAT (IHO, 14X, "LINEAR MULTIVARIAEBLE OFTIMAL CONTROL", /,

119X, "OF A DISCRETE: CONTROL SYSTEM", /7, 15X, <o
IUCONVERGENCE TEST VALUE= ", €12 S, /, 15X,
TLAGRANGE MULTIFLIER= ", El1Z2 S, /, 15X, ,
4"DISCRETE TIME INTERVAL= ", Fé& 1; " SECONDS", /) 15X,
SUSTARTING TIME=.", 12, " », 12, " ", 12, 7, LSX;
A"ITOFFING TIME= ",i?."-",fzf"-"wgz.y,isx.
7"TCTAL ITERATIONS REGUIRED= ", 14, ///, 15X, . . .
SUDISCRETE A MATRIX", /7, ((15X, "A(", 11, ", ", 11, ") = ", E12.5)))

/04 FHRMAT\1H0,14X,”DILFRETE E MATRIX", //,
1CCISX, "BC", 1L, % " I, ") = ", E1Z 5)9)

L0OS FDRMAT(IHO.14X,"DISERETE D MATRIX", //,

CaIsX, o, I, 11, ) = "L ELR2.5)))

406 FORMAT (1HO, 14X, "DIAGONAL AF 5 MATRIX", //,

COLCOISX, S, T Y I, ) o= M ELZ S) )

&07 FURMAT(1H0,14X,"UIA50NAL OF R MATRIX™, 7/, T

‘ 1OCLSX, "RC, I8, ", " I, ") = ", E12.5))) .

LOS FDRMAT(IHO,14X,“UPTIMAL BAIN MATRIX", /7/.0 © *
LCCLISX, “"DNE", T, %, " T4, ") =, E12.5))) .

A0% FORMAT(IH , EL12. 5) .

&10 FDRMAT(iHo,14x."CTALILITY A MATRIX", //,



Py

LY

-

-

E(( I, " 11,") = v, g1 3)))
Z FDRMAT(IHO.SX,"INFuT/DUTFUT FILENAME ERROR LCODE= " 13)
K FURMAT (1HO, SX, "CALIULATION ABORTED  INVERZION ERRIOR™)
4 FDRHAT(IHO:IQX,”CGNTRO&LER FERFORMANCE REFORT™, //,
POCESX, "SEX(", L1, ') = "SEL1Z 3)))
1% FORMAT(1H o/ COLEX, "SS5, T, ") = v, E1 2 2)))

&1
&l
1

A4 FORMAT C1HO, 14X, "INITIAL VALLES OF THE STARTES", //,

LOCLSX, "X(", I, ") = ", E12 53 ©
él?'FURMQT(IHO:I4X;”SETFDINTﬁlNPUTS".//,
POOLSX, M2F (", I1y ") = ", E12 3
&1 FORMAT (I H o /0 COLIX, "UMAX (Y, T, ") = "WElZ 5,

1=f?$,a§“l-lmm<", I, ")y = "“,E17 5)))

%lﬂ'
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execution time for a fifth order model is about 4.5 minutes for 145

iterations on- the NOVA. 2/10 minicomputér when A = 2 x 107 and the.

" convergence test value is 1 x 10_8. The double precision option was

used. .,

€.3 Steady State Reactor Mass Balance

Equations 2-3 to 2-6 -- repeated below -- form the basis of a
steady state mass balance around an n-butane hydrogenolysis paéked bed
, : . » ‘

catalytic reactor,

N Gyl *H, —Es ooy ¢ CH; (23
R AR  (-4)
. _C3H8 tH — | CZ'H6 + CH4 , (2-5)
Cog + Hy ey 2CH, T (2-6)

t
9

Assuming that inlet and outTet'conditions.of the reactor are

identical and that only hydrogen and n-butane are in the fegﬁ,'the follow-

w»

.ing steady state mass balance arises:
. » - : Il

I , '. ‘ . . 0
Ge . = Ge - (e, +e,) (C-15)
n-C4fig “"C4ﬁ1o_ 1.2 c .
GC = e ) (C'— 16 ) “ ’
C3fg 1 . : !
l - r \;‘
Ge = 2e, - @ (C~17)
. CZHG 2 3 o i
Seon, | {e-18) ¢

I
(2]
—
4+
. ™o
1)
[3%)

2



o _ I A . -
GcHé = GcH2 - (e1 te, t e3) {C-19)
wher@‘?;h_goigl volumetric flowrate, cm3/sec

C.sCyit concentration of componenj i, at exit and inlet
respectively, gm-moles/cm

e,,e,,e50  extent of reaction for Equations 2-3, 2-4 afd 2-6
i respectively in terms of the amoum of ppdduct formed

per unit time, gm-moles/sec

" With the definitions

f -

Lyl T €1t % | |

feh, =e : (C-20)
38 1 ‘ .. .

S U T

. where fi: extent of reaction for comporent i, gm-moles/sec )

. applied to Equations'C~15 to C—f9, Equations 2-7 to 2-11 are formed.

GC""C4”10 i Gc‘7'1“'64“107 fn—C45io B | (2-7)
.G?chS o= ;fpapé ; . '(?~8} |
g, g Ty Ty 0
GcCH4 = Tan-c4H10‘+ %C3H8 *‘Zsz | (2-?O)
G?ﬁ; - f GC!HZ - fHé _ ‘ (2-1%)

<where G: -total vodumetric -flowrate, cm3/sec

c{,ciI: concentration of component i at.exit“and
inlet respectively, gm-moles/cm™.

fii extent of reaction for component i, gm-moles/sec

aF .
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C.4 Basic Reactor Openating'Software

Five assembler Janguage routines written for.use with thie GOSEX
executive formed the nucleus of at1 software developed for control of the
butane hydrogenolysis pilot pTant. reactor. Two ot these were user tasks
and tde remaining three were special purpose user defined executive |
functions. Listings of these routines are included in the pilot plant

operating instructions manual (Wright et al [19771).

Except fdr the eff]uent stream composition data, all data to or
from the p110t p]ant was contro]1ed by the user task VISOR. Its functional
d1agram is prov1ded in Figure C-4. Once every second, VISOR sequenced‘
the acquisition of temperature and d1fferent1a1 preSSure data To obtain
new temperature data from the plant, the thermocoup]e mu1t1p1exer
(descrlbed in Chapter 3, Sect1on 4) rotary re]ay was advanced.one positien
at the start of each-one second'interval. At the end~ a parallel task
was created to’ process all new p]ant data provided by the executive. The
. d1fferent1a] pressures across the hydrogen and n- -butane flawmeters were
“converted -into equ1va1ent flowrates and based on these data, the executive's
P1 contro] algorithm.was used to maintain the flowrates aﬂ specified set-
points. Thesé setpointe cdutd be altered by the GOSEX executive function
TUNER or by-any user software. Proyided that the rotary relay synchroni-
zation caeck did not occur, the data from the thermdcoup15'transmdttere'
wag converted into ‘temperatures. The témberature data wae corrected for

" bias, smoothed by a first order filter and saved. If the temperature was
¢ Co o .

o
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TASK VISOR FUNCTIONAL DIAGRAM

3

.
.
. .
— i
)

PARRALEL

TASK
VISOR .\ TASK
INTTIALIZATION |
SEQUENCE TO - | HYDROGEN
FAIL SAFE FLOW_CONTROL
CONDITIONS ‘ '
R - " BUTANE
o RESET STEPPING L FLOW CONTROL
T . RELAY'FLAG

[ DELAY N\ CURRERT
WAIT ONE TEMPERA-
;' HALF SECOND ;

TURE DATA

N \
SET Siepping | N
RELAY FLAG

[ DELAY .\ - : Y

ol wAIT one INDICATE] _- N 1
HALF SEcoND /|- . SHC SAMPLE CURRENT ,

- TEMPERATURE
v DATA AND CONVERT TO | -
- A . | FNGINFERING FILTFR |
, AND BIAS RESULT
PARALLEL .
TASK )
3 : ON-OFF
; T CONTROL OFf - |~
‘\ S N I o
JURE TEMPERA- !
TURE |- =
SAMPLE CURRENT.| | . .
D REACTOR PRESSURE - .
~ DROP DATA AND 3
.CONVERT TO -

ENGINEERING - |+ .-

SUICIDE
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that of the reaétof coq?ant; a thermostat controller was envoked. éoé]ing
was provided when this temperature exceeded the‘des{red setpoint. Two
types of bjaées were used to correct temperature ﬁata. JOne of ﬁhese was
continuously ubdated_by task VISO@ and the other was specified by the
user. At each }otqry relay synchronization check (which occurred at every
twelvth multiplexer reading), the.tﬁermocouple transmitter "ZERO" Tevel
was determined, Prévided that this refereﬁce value was within certain
Timits, it was used to correct aata obtained durfng'the next cycle of the
md]tip]exer.‘ If the mZERO" level was'Fouhd to be in eéror, an alarm was.
flagged and-a hunt for the synchronization point-began. In addition to
.éhe‘transmitte% bias{'the user was able through executive function PARAM
Ito specify a bias.for each ihermpcouple, thereby accounting for djfferences
between 1ndiyidu§1 thermocoup]és. Finai]y, before the parallet tdsk
: aborigd, the reactor differential.pressure transmitter data was converted

into a.pressure drop and saved. i i

Qufte:ﬁn]ike task VISOR, task CSCON was on]y’aétivatedﬁby a change
in state of any of éhe ‘computer's ‘contact sense inpu}s, Tﬁis task's
_function$1 diagram is provided in Figure C-5. If any of the piﬁo; plant
operating switches was moved between the mqnua1'and automatic pos{%ions,

a suitab]é-alarm‘would be output to the operator's consﬂ]e. If tﬁe pro- x
cess gas chrqmatograph caused the’act%vation-of task CSCON, the resulting -
péeratiqns would be determined by wﬁich contact'sense:iﬁbut ﬁqd changed

‘ state. If the process gas chroﬁatograﬁh were placed "IN-SERVICE", CSCON

~

| ESANES
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FIGURE C-5
TASK CSCON FUNCTIONAL
- DIAGRAM

-~ 1t

INITIALIZATION
SEQUENCE TO
INDICATE STATUS
-0F CONTACTS

AVAIT
INTERRUPT\

S Y KILL N e NG Y e
[kl \ ORDER? EVENT? ofF \ Y
: ANALYSI
" SUICIDE : ;
. h F o,
INDICATE}] — | i
CHANGE ]
N X S r
SWITCH . - "KeAU CURRERT
STATE - |- C REACTOR FLOW |
‘ | "DATA ANB- |~
TRANSFER OLD
' RUE ATA TO LYSIS
3 N START VECTOR
“PULSE? -
A
_—
{TWAIT UNTIL
SAMPLE .
NJECT TIME, Ve TR
. [FACTOR} | Compection | [FACTOR
READCURRENT] L. . FACTOR = 0
REACTOR TEMP- X
ERATURE AND ‘ 3,
“"FLON DATA . CORRECT
— NALYSLS DATA -
. CALGULATE .
| ELECTIVITIES
TINDICATE]- ND CONVERSION

ABORT |
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-did not inhibit the processing\of analysis information. This informa-
tion became available on the "END-OF-ANALYSIS" pulse generated by the
process gas chromatograph at the end of an analysis cycle. At this time,
component peak areas provided by the executive were converted to mo]e
fract1ons and corrected by the algorithm described in Section 5 of Chapter_
3. These results and the reactor conditions which prevailed at the time
of sample injection were'saveq;in cabular form .- vector LYSIS. A flag
{ndicating the avai1abf11ty of new information was set provided that thé
process gas chromatograph was not in the "CALIBRATION MODE" or an analysis
fa%]ure had not been detected. = CSCON omitted the correction of mole
fractions nhen the process gas chromatograph was in che "CALIBRATION MODE".
An gn;Jysis failure occurred only if the feed flow rates to the reactor *
.changed during the three second "START-OF-ANALYSIS" sequence. If a

" change did'occur, CSCON cansed the output of an alarm to the operator's

console. Upon a proper "START-OF-ANALYSIS", an alarm was cutput at the’

. A
operator's conscle and normal operations-were resumed.

Usgr defined executive functions SETUP, QENCH and'PANIC performed
speciaWized operations when envoked by- the operatbr. SETUP was used to
initialize data for tasgs'VISOR and CSCON. .Rapid quenching of the

-neactor was possible by envoking thelQENCH functicn Function PANIC was

available for an emergency shutdown of the p110t p]ant

C.5 - Interfice Between GOSEX and the Model Reference
Adaptive Control Software

>
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J

The interface which is presented in this section was used to.
. link GOSEX and the model reference adaptive.control software described.
in Section 5. It js typical of any interface that must be prepared when

an application of GOSEX is considered.

o
3

e As mentioned in Section 5 of Chaprer 4, the interface beéween
GOSEX and user software is in two parts. One portion of the interface
museireside on disk as specia]]& formatted files. The EOntents of the
executive message fi1e OPCOM.MG and the user message file MESSG.MG have
begn listed in Figure C-6 and C-7 respectively. The core resident portion
o% the interface consists of a table of symBole and a series of communica-
~ tion buffers. The basic reactor'and mode] referenee adaptive control
symbols have been combined with these of the execut{ve in Figure C-8. .
The remainder of the interfece-is found in Figure C-9. Functions QE&CH
and PANIC do not k%11 any of the user's ceﬁtrol tasks. }or this reason,
user tasks which a]ter the flow or coolant temperature controller set—
points should be dormant when these functions are envoked.

i

C.6 " Model Reference Adaptive -Control Software
: ¢r
The software'tocﬁmp1ement the model. reference adaptive control.

theory developed in Chapter 2 and actually employed in experiments
_-described in Chapter 5 is outlined here. Liét%ngs of the routines‘whdse;.

titles appear in Table C-1 are available (Tremblay [1977b]).

-

4



o~

-~

2%

)

FIGURE C-6 273

EXECUTIVE MESSAGE FILE

12
NOT AN EXECUTIVE FUNCTION
CENECUTIVE FUNCTDIN NOT AVAILAELE
"TALH CNAME '
CNGT A DLER TAZE 1190
JZER TASH CREATED .
STA3 13 ALREADY ACTIVE . :
TILER O TALY F ILLED . .
TTALl IS ALREADY INALCTIVE L .
CTASE 15 INACTIVE ~ .
TTASE 15 ACTIVE
TODEVICE MAME.
CNOT A DEVICE NAMELL1S.
CDEVICE NIT FART OF SYSTEM
HZIEFECIFIED OUTFUT ¢ ILLED

I SFECIFIED OUTRUT ALREADY INACTIVE
12D ALL OUTRUTS b ILLED

1ZI015k DIRECTORY .S FILENAME
IIZIDELFTIHN\CDNFIRMED )

A FILENAME ERROR

LITCURRENT DISFLAY INTcRVAL(CEroND
LZORESET TIIFLAY INTERVAL (SECONDS

12D CHANGE CONFIRMED

12 INTERVAL IMFAROFERLY "SFECIFIED- 1S

Jf.1~.END i2F REFORT

1S I1ZD 400 % Tk

A LIS BRI Ty )

ST TEEILOOF NAME

12 NOT A CONTRIULLER LOOF J130 -
FILTER TONITANTOO TO #1000 )/ [405»
INFIUT HIGH ALARM LIMIT- o .
IMFLT LI ALARM LIMIT-, °
CURRENT SET PIOINT- , <

u

Taelu bt b Yatatarstotata t v A

. . e . .
e pee B Eem b et bed ma bk b b bem e

e

P EROFORTIONAL DAIN(+VE) 7 J40> -«

FROFORTIONAL-DER IVATIVE GAIN(+VE)/ J402
FRHFHRTIHNHL INTEOGRAL DAIN(+VE) 74402

-:LHLE Fﬁrrnﬁ § ODIRECTION OF -ACTION/ L1460

CIONTROL INTERVAL (= EEDND-)/ 40“
uUFFHT HIGH LIMIT- %
OUTFUT LOW LIMIT— '
GUTRUT FHEAN-
CESDOILIZDCHNVERSION ERRGR
SIS0 LA0T R TRCLISL SN2
S1ZFILE IN USE
1Z.DELETION NOT FOSSIBLE, LCODES40>
12 VARIAELES LIST-MAX: -, : .
1ZLDEVICE IN USELISE oot
12l ALL® BUFFERS IN LISE . '
<1 ZIFORMAT (405
~C1 2 ND) LIZT<1SS
<1 Z7END OF 'LISTL1S>
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<1Z50UTPUT TASK CREATED ‘
SLZOUNABLE TO O INITIATE OUTFUT TASK .
\IJ}DEVILE LINIT #: 274 -
< 1X»>DEVICE NOT EQUIFFED FOR FLOTTING
S12Z>SCALE FACTOR: -

ZIFLOTTING INTERVALKSECONDS):
J1Z22MIN RANGE OF PLOT:

1z IAX RANGE .OF FLOT.

152 JA0FGOSEX — BACHGROUND HFERATIDN :
13-:1’\ AOLDIEEX ~ FOREGROUND . DFERATION -
1S C1I0USER BUILT SYMEOL TAELE LENGTH ERRORCISIC1ZD C

g1?f.12¢RELAv BIT STATLUS TAEBLE NOT DEFINEDS1S5<12>
2153 112-A/0 READ DATA STORAGE NOT DEFINED-1S»<123
15111 2AUSER CLOCE SET T RTC FRECGUENCYN1S3<12>
C1SMI1ZLESER CLOCK NOT DEFINED1SH12> )
1S 2X0ONTACT SENSE DISFATCH TABLE NOT OEFINEDC1ISI1I2>
1501 ZPUSER SHUTDOWN RIJJTINE, NIOT DEF INEDN1S>122 .
1S JIZLISER TASK DEFINITION TABLE NOT DEFINED<1S»<12>
15712, ERRIR DETECTED IN USER TASH DEFINITION TABLECIS><12D>
C1STI1ZMISER ALARM DEFINITION TAEBLE NOT HEFINEDCIS>CIZY>
1S3 IDUSER MESSAGE FILE NOT DEFINED1S>I12>

1531 Z-EXECUTION ABORTED- 1500122
1S {2ZBA0N-TID RUN, STRILE ANY hev<1qu1z>

*-DIRECTORY OR DEVICE NAME: ’
SDIRECTIORY DR DEVICE INITIALIZED
2> DIRECTORY OR DEVILE ALREADY, INITIALIZED

S INITIALIZATIAN NOT FOSSIELE, CODES40>

DIREITHRY oR DEVILCE RELEASED ¢

sIREtTuR\ DR DEVICE IN UJSE

RELEASE NOT FOSSIELE, CODE40>

C12AJEER SPALE RELEASEDSISIC1IZY
FI1ZICONTROL LOOF DEFINITION TARELE NOT DEFINEDV1S><12>
N S:~1;:ERRHR DETECTED IN CONTROL LODP DEFINITION TABLEC1S><12>
<1511 ZLERRIDR DETECTED IN FDNTAIT bEN:E DISFATCH TABLECIS>C12>

C12-AXIAL POSITION

1S 112 UDEF EXECUTIVE FUNCTION LIbT EXTEquﬁN NUT DEFINED<SIS>12>
J2ZHASCIT OR BINARY OUTFUT.
TI120RECORD ID

1Z0TAFE FILE #.
1 7 PREFURMATTED LIST DOISH FILENAME: . - .

1 22GIUTRUT BUFFER ERROR .
1230157 ERROR, ENTRY # - - {

JL 2L E0URCE FILENAME: T ’ '

12N FDFY TO TTY DEVICE R
<1 2NCHART "IN USE. - RILL™ CY/NI.
SC1ZINGD ANALDG OUTPUTS .
C1SI1230/74 DUTFUT DATA STORAGE NOT DEFINED-1S><12>
C1SHC1ZMISER INTERRUPTING DEVICES NOT DECLARED1SOK12D>
CC/SEC HYDROGEN/<40> :

% VALVE DQFEN/<40> ' <
~127HYDROGEN FLOW CONTROL )
CC/SEL BUTANE/<40>
<1Z>BUTANE FLOW CONTROL

1SN 2SUFERVISORY FRanRAM SETUP
\15%<1zsu1L .TEMFERATURE SET FOINT:
fS1S>C122USE FUNCTION TUNER TO SET REACTANTS FLOWRATES
CIS>CIZPREACTOR BUENCHING INITIATED
C15-12ALL FLOWS OFF  COOLING ON. FEED VENTING ON.
@ ¢ :

f\' f

.

<.

.

.ﬂ '.’I r\r N t\- r\n

-1
-1
w1
w1
1
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-1
-1
B
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.
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FIGURE C 7
USER_ALARM MESSAGE FILE

L

9

SC1SL-I1Z-2YNC ERROROIN MULTIFLEXER UNIT # 115>
PSS T1IZTSYNG ERROR- IN MULTIFLEXER UNIT # 2<15>
S19L- 11 COOLING AIR ON, HUNTING FOR SYNC RIJINT<I15>

ST LZSMULTIFLEXER UNIT # 1 OKS1SD
1S 112 MULTIFLEXER UNIT # X OKC1SD>
1S IIS-THERMOSTAT ALTFIVATEDL LIS
1S L IHYDROGEN FLOW - TO0 HIGHC1S>
TSI 1ZGHYDROGEN FLOW TOO LOW<15>
(C1SC1ZNBUTANE FLOW Too HIGHSISY
:15,-1~ GFUTANE FLOW TOO LOW<1S>

157 1 20HYDROGEN. UNDER LOCAL CONTROLY1SX>

*15* I-JHYDRDGEN UNDER ALITOMATIC CONTROLSIS>
C1ZRRIUTANE UNDER LOCAL CONTROLLESZ 3

GISDCIZ?EUTANE INDER AUTOMATIC CONTROL<ILISZ> X

15Tl Z-CO0LING AIR LUNDER LOCAL CONTROL< 15> .
CISICITLOOO0LING AIR UNDER AUTOMATIC CONTROLIIS>
i15}51¢xREAETDR.VENT LINDER LOCAL CONTROLLLIS>

SIS I12TREACTOR VENT UNDER AUTIOMATIC CONTROLLESD>
J19L- 11 2FEED VENT UNDER LOCAL. CONTRIDLIIS?
C1350-0120 FEED VENT UNDER AUTOMATIC CONTROLJ1S>

1S 250 OUT OF SERVICE-1SY

S1SI120 IN SER¥ICE- 15> .
1517 FROCESS ATREAM ANALYSIS ENABLEDC1SY

JrS-I1 3 M IERATION ENAGLEDN 152 .

SLSHC1Z-UT7L 77 ANALYSTE CYCLE ABORTEDN1S> |
1557120 ANALY IS CYCLE Ok~HS5 ‘
Soel1x-l7 7MRAC TASK ERROR1S> ’

D R P MRA( QND OIS, SYNCHRIONI ZEDU 15>
150 IIZLREFERENCE MODEL RETRIGGERED< 132
e

275
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FIGURE C-8 ' -
_ el
TABLE OF SYMBOLS

-y
- e P

TITL SYMBL

P R

,SYMEL TAFE # 1 OF 3
' USER BUILT SYMEGL TABLE : i
, THIS TAFE-BRZEY SYMBOLS

. ENT L3SST, UEST . p
~ . ’ ' 4
y EXECUTIVE FUNCTION SYMEOLS
. EXTN START, CEASE, 3TATS, ENDIO, ENDAL, CLEAR, LHNUE FARAM 3
" EXTN TUNER, L33, FLOT, READY, RELSE, RETRN, CLOCK, F'RDFL. P
EXTN MYLODG, COFY, CHART, DIALG -

, DEVICE SYMBOLS ’ ‘ j
' EXTN CIINS L.PRINTCiﬁvFE.PUN'H,DIDK CASET, MAGTP :
NREL ) . :
) , . :
, USER MHJT DECLARE THE FOLLOWING AT THE END OF TAFE # 3 :
' ST LAST SYMBOL-CODE WORD . # 1 i
. LHEST=  EST: :
; ssST= SaT !
, ALS0, THE USER MUST INCLUDE THE AFFROPRIATE EXTN . !
, DECLARATIONS FER TAFE # 3  THIS MAY EE DONE IN TAPE # 2 ITSELF !
L IN THIS INSTANCE, IT IS NECESSARY THAT THE EXTERNAL H
, ECLARATIANS FRECEED ANY OTHER STATEMENTS %-
, CODING TAELE FOR RADIX SO SYMBOLS .° 3
. v ‘ . ¢ i ..
: CHARALCTER . VALLUE (DECIMAL ) . : : o 3
) NULE 0 ~ o ;
. 0 ) 1, 3
’ i ° 2. 3
’ 2 ‘. 3 ’ ) - o
H 3 4.
’ ’ 4 S . * R
i 3 . 6. ¥, Y
i 6 7. ¢
; 7 8.
i 3 9. "
H 9 “10.
i A 11 . "
i B 12,
; C 13. ~
’ D 14.
; £ 15.
H F 16. ’
¥ G 17, -




-.-..~\.\.--.~.s..~-~.s-é-.~.~.

' 18.
19.
20. -
21, : : . 277
22, ' .
23, .
24, S
25. ‘ ! ) ’
26,
27. ;
23, (\
29.
30. “ s
31.
32
33.
34.
35.
36. . :
37

N X}XEZ<TCAHUWDROMOZIrRCmm I

EXAMFLE OF CODING: -

» SYMEOL "ABCDE"™ MAY EE ENLDDEH EY THE USER IN THE FULLUWING NAY
) ’ [DI#40. +TE ] M3 s SYMEOL CODE WORD # 2

CAI®*40Q +LB] 40,+[CJ  SYMBOL CODE WORD # -1

, WHERE [#] DECOTES THE CODING VALUE OF THE CHARACTER 'AS
/GIVEN IN THE TABLE ABOVE '

3
, WRITTEN OCTORER, 1974 gy L
) JEAN-FIERRE TREMEBLAY
; " DEFARTMENT OF IHEMICAL ENGINEERING
; MEMASTER LNIVERSITY )
; HAMILTON, ONTARIO, CANADA.-

kExELuTIVE FUNCTIONS LIST
START ) BYMBOL VALHE HSUALLY ESTAELISHED AT LOAD TIME:
36300, T ESYMBEOL ZODE WORD # P4
47611 ., i SYMEOL CODE WORD # 1
CEAZE . AR
37600, ) . '
Z1411. .
STATS
BY32E. .
474611, : o R

T ENDIOD : : ’
75120.
24974,
ENDAL
£4734,

. 24974.
CLEAR
14976,
71695,
CHNGE

» 22240,
: 21544,

.
R o s N RIS AT M instmatsn £ 3o o LT bl b, B BRI SE AL e A
- E] *

2

Ly

'y




. 14316.
C ‘ ' ; 420468,

TUNER

¢ 20024,
o 49264,

LOi5
o

( SO 36217

} FLOT -

READY

( ) 19040,
45411,

RELUSE
37600

( , 45472

RETRN
. 36603
¢ - 454:30.
CLOCK:

17312,

{ 21705

PROFL

: . 21184

{ 43745,

~ MYLOG

32544,

{ . 38222,
. SOFY

. 44300

{ . Lo 21826,

CHART

, 26800,

{ .. 21551

. DIALG

X3704,

{ o ' 23171,

| , DEVICES LIST
€ . CONSL
: 37524,

L 21824,
« ':ﬁt FRINT
N 31430

_ - ‘ 42739.
C° . . TTYPE
33760,
49235,

C : FIUNCH
: 17216,

C .- DISK
26330,
_ . 23189,
( _ CASET
: 20140,

21269, -

¢ ;)‘ ' MAGTP .

( , ' 32400,
42505,

42364,

N

278



o9232 . . . . 279 ’ &
27257, . 2 )
,tuNTRDLLER PARAMETERS LIST-VALUE SPEIIFIE IN FARAMETER TAPE .
FILTR .

39296, - _ RS
26382 . N
INHI ‘ }

24320 : : ' o ;
21378, :
INLO
.32000. Lo
31352, ' : ‘ o
SETPT : >
24240, : - i
47030 - P ' ’
KP ' T . '
0
34440, -
KFD ' : : _
L0 . - o . . . -
‘34454, ‘ ‘ -
KPI
0° .- /
34659 ’
TLALE -
25440, - :
449321, ' o \
DELAY - r . _ :
15200 C -
~* 23022 \
CTHI : AN a .
234648 - : \ = .
41270, ' -
OuTLD |
28960, f ‘ : o
41270, ' - . : _ f
MEAN o o ‘
_30720. .
37411,

EaT . , END OF SYMEL TAFE # 1 OF 3

VSYMEL TAPE # 2 OF 3 . L e -
,i REALTOR CDNTRDL SYMBOLS - :

EXTN VIS0R, HLOOR, ELOOF, H7FRI,L4FRI

. EXTN H2VAL, £4VAL, VLLON, H2CON, CA4CON

. EXTN TPCON, ODFCON, RTRDP..T1, T2, T3, T4

CEXTN TS, T6, T7,T8, T%, T10, T11, T12, T13

.EXTN Ilﬂ-TIJ.TIL,T17.T18,T19.T20

.EXTN. T21, TZ2, OILSF, ESCON, TOTFRy .

. EXTN CAMFI, CAMFID, C3MF I, C3MFO, C2ZMFI, CZMFO '

. EXTN, CIMFI, CIMFQ, HZMF T, HZMFO, SELC3, SELC2
EXTN SELCL, CONV, C3FRI, C2ZFRI, CIFRI, H2FRO -
. EXTN C4FR0O, CIFRO, C2FRO, CIFRO -
EXTN BETUF, RENCH, FANIC - =~

© L EXTN “TF1, TF2, TR3, TF4,.TFS, TF6, TF7.TF8.TF9 ’ g

© EXTN TF10, TF11, TF12, TF13, TF14, TF15) TF16 :




LEXTN TF17, TF18, TF19, TF20, TF21, TF22, ALPHA
\_/ EXTN ET1, BTZ, BT3, ET4, BTS, BT, BT7, RT3
7 EXTN BT%, BET10, BT11, ET12, BT13, BT14, BT15 , 280,
EXTN ‘CLEC3, CLBC4, CLECL, CLBZZ \

WRITTEN JUNE, 1976 BY L e

: _JEAN-FIERRE TREMBLAY

: ' 'DEFARTMENT OF CHEMICAL ENGINEERING

: MCMASTER LINIVERSITY .

; HAMILTON, ONTARIO, CANADA / SRR

P WRITTEN IN DISIZ 5 NOVA-LINE ASSEMELER LANGUAGE
» FORMATTED FOR UﬁE WITH THE WPSEX EXECUTIVE

VISOR" AN . <
25 #40. +238. #32. .

32 #40. +19 #40 +29, :
HLOOP: . - ‘ ‘

25 #40 +Z4, #32.

18+#40 +2Z #40 +25 .
ELDOF Lot -
Z5 #40 +326 #32,

12 #40 +22 #40, +25

HZIFRI :

Z5 #40 +19, #32

15 #4Q +3 %40 +16, ¥

C4ERI . ‘ ,
5. #40 +19 #32. . ‘

1.3. #40 +5 #40. +16 . ;

HZvAL , : -

11, #40,+22 #32. - .

12 %40, +3 #40. +32 4 CL
LAVAL . ‘ o : .

11 %40 +22 %32
3 #40 +5. #40. +32
VLCON | : .
Z5 #40 +24. #32 .
32 %40 +22 %40 +13. - '
H2CON
25 #40, +24 #32.
15 #40. +3, #40. +13.
CA4CON .
25. #40 +24. #32
13 #40. +5 #40 +13 |
TFCON '
25 %40 °'+24, #32. . . ) . ' -
30. #40. +26. #40 +13: o .
DPCION : .
25, #40. +24. #32.
14, #40. +26. #40. +13. I
RTRDF .o .
14, #40. +26. #32 : :
23, #40 +30. #40 +28. .
T -
O »
30 #40. +2 #40,
T2

0 - -
30. #40. +3. #40. . i: N

—1

st Aber o = aers ke £ ot
.




i

=

30. #40. +4. #40. .
. 281
20 *40. +5. %40,

Y e e — o

30, #48. +6. #40, ' ‘ o
30. #40. +7. %40, . | . > -
0 %40 +8. #40

30, #40. +9 %40, ’ : -

T9 g

0 ¢ ) R

30 #40. +10. %40. .

" T10 . .
o . . o ) -

30, #40 +2. #40, +1.. L , ’

Tit ’

0.

30. #40. +2 ®4Q. +2. : ]

TiZ . .

0 .

30 #40, +2 #40, +3

Ti3 ‘ . ) .

0" ’ : ' ‘

30, #40 +2 #40 +4. ) N

Ti4 o .

0 o .

TQ #40, +2 #40 +5. '

1351 '

0

30 #40 +2 #40, +6. .

Tis “ . :

0 '

20, #40 +2 #40, +7.

- T17 )

0,

T30, #40 +2. #40. +8. : T

Tis . v

0 : .

30, #40 +2. #40. +9. _ : ' *

T19 T : :

0

20, #40. +2 #40. +10.

T20 *

0 ) .

30, #40. +3. #40 +1. .

T21 :

o ' U8

30. #40. +3, #40°+2,

T22

0’ ) -

730, #40, +3. #40. +3,

S it

<
X SRR ST A

LR SRR A SO

1
$
i
]
!
:
:




29 #4840, +26, #32, - : B - ' c
5. #40. +19. #40. +22. o ]
CSCON : ' . \@82 ‘1
I5. #40 +24. #32°
3 #40Q +29 #40. +13.
) TOTFR » K
14 #40 +23. #32. .
20 #40, +25. %40 +30. ) -
C4MF I T e )
LA #40 +19. #32. ) .. . f
13, %40 +5 #40 +23. 1
C4MFO * ' s }
1& #40 +2S5 #32 " \ ‘
13 #40 +5 #40, +23 . . C
C3MFI C ' R ]
14 #4840, +19 #32. C ’ i
13 #40 +4 #40 +23. : .
CEMFD, . ' $-
16 %40 +25, #32, |
12 #40 +4 #40 +23.
CIMFI
16 #40 +19 #32
13 %40 +3. #40. +2.3
CIMFO : . ’
16 %40 +25 %32 , ' \ :
13 #40 +3 #40. +23. ' ;
TLIMFT . T ivh
16, #40 +19. #32; :
13 %40 +2 #40 +23. . : .
CIMFD ' _ )
14 #40 +25 g32. e ’
C13 %40 +2 #40 +23. i
HZMFI g ‘
14 240 +19 #32 ' ST
r 18 %40 +32 #40. +23. .
HZMF '

14 %40 +25, #32

18 %340 +2 #40 +23
SELLE o

13 %40 +4, #3272

29 %40 +15 %40 +22

SELCZ '

13 *40.+3.*§2“ » i

19 %40, +1S5, %40 +22. | ”
SELEL .. ~

13 #40: +2 #32, ) .

29 %40, +15 #40, +22° ' -

SONV .
LHZ %40 +0 #32, ' “ . ’
1.3, #40. +25. #40. +24.

2FRI '

Z2. ®%40. +19, #32. |

3. %¥40. +4. #40. +16. ' T , '
C2FRI ' '
33 #40 +19 »32Z2

13, #40. +3. #40, +16

C1FRI B :
I3 #40, +19. #32. . : :
13, #40. +2. #40. +156. \ ) ' '



H2FRO,
23 #40. +235. #32, J
12 #30. +3 #4Q +16.

r
v
~

: 283
C4FRO C
28 #40, +25, #3Q, §
13 #40 +5 *@0.+16 . A : i
. ZFRO v "
23 #40 +7S, #32, .
12 #40 +4 %40 +16 . : ,
© CzZFRO - ¢ L f
2SS #40 +35 #3232 ‘ ' -
1= *QO +3‘*4D +14 . o %
ZEFRO :
25 240, +3295 #3527
13 #4840 +3 #40 +14
SETLIF
31, #40 +Z6 #32 ‘
2% #40Q +15 #40 +3I0 ' !
GENCH . ’ v R 3
13 %40 +13 %32 i
27 #40 +15 ®40 +24, 5
FANIC , g-
19 #40 +13 #32 f
26 #40 +11 340 +24, "
TF1 - :
0 ) . * 1§
30 #40 +16 #40 +2 i
TFZ ’
0 ‘
30 #40 +1b %40 +3 ;
TF.3 %
0 : s
30 ®#40 +14A %40, +4, i
® \TF4 ‘ 3
‘ 0 .
20, %40 +1A #40 +3
TFS. | :
0
S0 %40 +1 b #40Q, +6, ;
TF& o \
(]
30 %40 +16. %40 +7. i ]
TF7 " , . '
0
S 30 #4840 +14. #4840, +3,
TF&
O -
20 #40 +16 %40, +9 _ . ‘ .
TF9 v , ‘ , .
Q .. -~
30, #40. 414 #40 +10.
TF10 o ' - o
1 #40. +0 #32 < , o
© 30, #40. +i& #40 +2. ) )
S TR . ' . : )
2. %40, +0, #32 . ‘ i
30, #40 +14& %40 +2, : .
TF12 . ' .

3. #40. +0, #32,
30 #4Q. +16. #40, +2




PN

4 %40, +0. #32:
30 #40. +14 #40,
TF14 :
S #40 +Q, #32.
SO w40 +146 #40
TF1S

& #40 +0, #32,
20 #40 +146 #40.
TF16

7 %40} +0 #32
30 #40 +1é& #40
TF17

“EO#40 +0 #32
30 #40 +146 #40,
TF1s

T #40 +0 222

T30 #40 +14 #40,

-

-

TF1Y
10 #40, +Q #.32,

0, #40 +16, #40

TEZO

ol #40 +Q. #32
20, #40 +14 %40,
TFZ21 ~
Z #4Q +0 #32
20, #40 +14 #40,
TFZZ

o R40 40 #32,
S0 #40 +14. %40
ALFHA ’
13 %40 +11
11 #40 +27 #40
BT1 '

0

12 #40 +30 #40
ETZ

0 ,
12 #40 +32Q #40.
BT3

0

12 W40 +30 %40

ET4

0

12 #40 +320. #40.
BTS ’

(0]

12 #40 +30 #40,
BT6 s
0 -

12 #40Q, +30 #40,
BT7 ! *
0 -

12 #40 +30. #40.
BT3

0

©127HA00 +30 #40,
TS

12 #40c +30, #40

#32

+2.

+2,

+2

+2Z

+b.

+10.

284



-

12
. TFS
0 .

BT10 ,
1. #40. +0. #32.;:

12, #40 +30 =40,

BT11 ..
2 #40. +0 #32
12 %40 +30 #40
LT1z

3 #40Q. +0 %32
12 #40 +30 #40
ET1Z

4 #40Q +0 #32
12 #40 +30 %40
ET14

TS #4040 13T

12 #40 +30 ®*40
ET1S

b #4Q, +OQ %32
12 ®40Q +20. #40
BT14

7 #40Q +Q #32
12 #30 +30 %40
BT1Y

2 #40 +0O #32
12 #40 +30 %40
ET1S

@ 3240 +0Q #32
12 #40 +30 %40
ET19 ‘
JO #40 40 #32

12 #40 +320. #40.

ETzO0
1 #4840 +0Q #32

12 %40 +30 #40. A

ETZ1
Z #40 +0 %32

12 %40 430, %40 g+3

ETZZ
ﬁ40 +O #32
#40 +30 #40

20 ®#40 +25 x40
TF14

0 5
30 #40 +33 %40
TF13

o .

20, #4840 +Z3. #40
TF7 -

0

30. #40 +2Z2 *40.
TF% .

0 v 7
30. #40 +25 #40-
TF12

Q- S

30. #40 +23 %40
TF18 ’

0 .
30 #40 +28 #40,

+3,
, EDLIVALENCE FOR TR1

+72
, EQLITVALENCE FIR TRZ

+3 v

, EDIJIVALENCE FOR TR3

+4 ‘
» EQUIVALENCE FOR TR4

+5. ~
 ERUIVALENCEFOR TRS
+6. . - )
» EQUIVALENCE FOR TRé6

+7 oo .
» ERUIVALENCE FOR TR7

.

+8. ’
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s SYMBEL TAPE #
» MRAL

G WRITTEN IN DGC 75

0
30. #40. +28. #40. +9,

TF6 oEQUIVALENCE FIIR TR9

0

30 #40 +25 #40 +10.
TF10

1 #40 +0. #32
0 #40 +23 #4840 +2.
TF19

2 %40 +0. #32
30 #40 +23 #40 +2

) EQUIVALENGCE FOR TRlO

, EDUIVALENCE FOR TR11

TF4. © . EQUIVALENCE FOR-TOILY

22 40 +2 #32
IO %40 +25 #40 +19,
TFZ1 .

22 #40 +3 $#32

v

30. #40 +25 %40 +19. .

CLBC3
3 #40. +4 #32

,EUUIVALENLE FOR. TOILZ2

13 %40 +22 #40 +12° N
CLBC4 ’

13 %80 +5. #32 .

12 #40 +22 #40 +12.

CLBCL

1.2 #40 +2 #32.

13 #40. +22 #40 +12 P
CLEC2 .

13 %40 +3 #32.

13 %40 +22 #40 +12.

EOT +END OF SYMBY TAFE # 2 OF_3

(X1

OF 3

REA&TDR CONTROL SYMED

»

NRITTEN AUHU:T'

EXTN MRALC

1976 BY
JEAN-FIERRE TREMBLA

LS

Y

DEFARTMENT, OF CHEMICAL ENUINEERING

MZMASTER LUNIVERSITY
HAMILTON, ONTARIO,

CANADA

" FORMATTED. FOR USE WITH THE DHOSEX EXECUTIVE

26 #40 +28

MRAC )

13. #40 +0, #32.

23 %40 +28 #4840, +11.
. 3A0D PURD, FORGT
17 #4840 +30 #32.

T 146 #40. 25 #40. +28.
. 3ADD PUFOQ,

PRDC3
13 #40 +4. #32 .
*#40. +14.
. GADD - PUF13, FRDC2
13 #40. +3. #32

. GADD PUFID, SWTCH

26, #40. +28. #4840, +14.
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, 13, #40. +18. #32. . .
& . 9. w40 +33 #40. 430. . e
~ GADD FUFO, C4LO c
25 #40 ' +0, #32. . : " : 287
13 #40. +5. #40 +22. ) c ) ,
GADD-FUFD, C4HT  ° Ty
19 #40Q +0 #2322 : N 5
13 #40 +5, %40, +18, I : .
BADD FUFO, HZLO . //
25T R40. +0. #32 : .
L 13 #40 +3 %40, +22. ’ »
" GADD FUFD, " HZHI
17 %40 +0. *32
15, #40 +3 #40 +13, ©
. GADD FUFD, DIAG
17 #40. +0. %32, .
~ 14. #40 +19 #40. +11.
, . BADD FUFD, FUDGE
| 17 #40 +15 #32 '
14 #40. +31 *40. +14.
LADD PUFG, NETAL
11 #40, +2, %32, ¥
24 %40, +15 #4090, +30, -
‘ GADD FLFD, NETAZ
11, #40. +3. %32,
Z4 %40 +15 ¥40 +30.
SA0D FUFD, NETA3 °
11 #40. +4. #22 ¢
24 %40 +15 #40 +30.
GALD FUFD, NETA4
11 #40 +5 %32
Z4 %40 F1Sy#40. +30
SaD0O PUFO, NETAS .
_ 11 %40, +6. %32 —
) ;;4 #40. +15. %40, +30 .
GADD FUFD, NUi ) ¢
. O . . —
R 24; #40 +31, #40 +2° 5, & “iv}
' ., BADD PLFD, NUZ :
Q . . N
4 x40 +31 #40. +3. - % -
GADD FUFD, TRID ,
17 #40 +0Q. #32

“~,
A4 et b datn

)
FOP SR

-~ x}

>

«
N bl e AL - R LA b A A R BT sk S b e
-

. 20 #40. F28C #40 +19. “
85T= - -4
JEST=  EST _ C '
JSST= - 38T . .
. ‘) : '!‘:
FORGT= O .

*  PRDC3= 2 ) ;
FRDC2= 4. ¥
SWTCH= &+ ¢ 3

- C4Lo= 7 &
* C4HI= 9. _ N - : : 3
HZLD= 11. L A \ Q =
HZHI= 13 ' T ‘ : é
DIAG= 15. o o o

. FUDGE= - 164! Lo %
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) FIGURE C-9
INTERFACE TO GOSEX .

'TITL INFLZE
» INTERFACE T THE GIOSEX EXECUTIVE FOR REACTOR CONTROL

ENT QULAY, ALARM, DATLIM, RELAY, SENSE, ANALG

ENT SCAN, CLIOOF, SUFPRS, TASHS, UDEF

ENT SETUF, DENZH, FANIC, JOBFG

EXTN HLOOF, BLOOF, VISOR, TRAF, CSCON, ERRIIR

- YEXTN UDVYL, LOVYZ, UoVYs -~

. EXTN LIEXZT, LIEXCZ, LIEXC3

EXTD TIMER

TXTM 1
, DEFINITION OF ENTRY SYMBOLS -
» OVLAY  ADDR OF EYTE FOINTER TO OVERLAY FILENAME
s ALARM-  ALARM TAELE
L DATIM  AsD DATA ZTHORAGE TAEBLE
WRELAY  RELAY STATUS TAELE .
Y SENSE, - CONTACT "SENSE DISFATECH TABLE f
» ANALG, [I/7A DATA STORAGE TAELE
» SCAN FREQIJENCY OF ISER CLIDCK
) CLOOF - CONTRIOLLER DEFINITION TABLE
» BUFRT USER SHUTDOWN ROUTINE
» TASKFS LUSER TASFS DEFINITION TAELE
»JDEF.  USER DEFINED EXECUTIVE FUNCTION-LIST EXTENSION
V SETUF SER FUNCTION TO SET UF CONDITIONS, FOR VISOR TASK
s WENCH  LSER FUNCTION T3 INITIATE SUENCHINWS OF THE REACTOR
y FANIC  WSER FUNCTION TO RILL AkLL REALC ACTIVITY WITHOUT
) AFFELTING MONITORING . ACTIVITIE!
, JOBFG MRAC TASE RILL FLAG
s DEFINITION 3F EXTERNAL =¥YMBOLS " _
SHLOOP  HYDROGEN FLOW CONTROLLER BLOCK . //7/'
, BLOOF  BUTANE FLOW CONTROLLER BLOCK —
i VISOR 5. A ~OF THE SUFERVISORY FPROGRAM 7
i TRAF.  ADDR 3F THE CONTALT SENSE DISFATCH WORD
(ZECION- S0 AT OF THE CONTACT SENSE COMTROULER
» ERROR . GOSEX CALL TO THE ERROR HANDLER

i MRALC.
P LIOVY 1
 LIOVY 2
, UOVY S,
s UBEXCL:
s UJEXEZ
i LIEXIC3

L TIMER &

i WRITTEN AUGUST, 1976 BY -

o4

S A OJF THE MRAC FIORTRAN IV TASK

OVERLAY CODE OF USER FUNCTION SETUP _ -
DVERLAY 'CODE. OF JSER FUNCTION QENCH ° :
CVERLAY CODE F USER FUNCTION PANIC

CA. OF USER FUNCTION SETUP -

S A 0OF,USER FUNCTION QENCH .

A, OF USER FUNCTION PANICS

GOSEX ENTRY SFECIFYING THE # OF RTC FULSES IN DNE SECOND

L}

JEAN-FIERRE TREMBLAY

o
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,WRITTEN IN DGC S NOVA LINE ASSEMELER LANGUAGE
, FORMATTED FOR USE WITH THE 3OSEX EXECUTIVE

VLAY

ALARM

DATUM:
RELAY.

SENZE-

ANALG
SCAN:

CLOOF

)

SUPRS.

TASKS:

NREL

+1#2

TXT @REALCTOR. 1ILE

ALRMS ;

, # ALARMS IN TABLE

BLk ALRMS , ALARM TéBLE

BLK ATODS . A/D DATA STORAGE TABLE

BLE RLAYS i RELAY STATUS TABLE

TRAF
TRAF
TRAF
TRAF
TRAF
. TRAP
TRAP
TRAF
TRAF
TRAP
TRAP
TRAF
TRAF
TRAF
TRAF

,CONTACT SENSE DISFATCH TABLE

BLE DOTOAS y D7A DATA BTORADRE TABLE

160!

HLOOF
HLODF
BLooF
ELOOF
1BO

LA
STA
LDA
5TA
MOV
DA

e 3 B O

ERROR
LDA O
ooA O
JMP O

VISOR
100

TANALGH+CADZA

SYSTM iWAIT ONE SECOND
DELAY ’ '

! "

i FREGUEMZY 0OF USER CLOCK

, EONTRELLER DEFINITION TABLE.

» ENIt OF TABLE INDICATION .
DAOFF , GET \JFF LEVEL FIOR EBUTANE
2 SET LEVEL “
HZOFF +»BET @FF LEVEL FOR HYDROGEN
ANALG+HZDZA i SET LEVEL

2 . ,

TIMER: :

* .

PATOF T S BET FINAL RELAY FATTERN
25 i SET.IT
2 +RETURN TO RETRN -

i SUPERVISORY FROGRAM

i BYTE POINTER TO OVERLAY FILENAME
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ENDC . , . .o \

¢

CSCON ' » CONTALT SENSE. CONTROLLER,
100 Co '
~ 120
TRAP ‘ -
. IFN FORT4 -
-4 . ASSEMELER TASK .
ENDL .

: Tk e - too - 3y,
I G Do s xS M SO e ey SN

IFN FORT4
. EXTN MRALC : .
MRAL s MRAC, FORTRAN IV TASK
260 :
200. ‘ L,
JOBF5 :
o)
ENDC

1IBO - | i END OF TABLE INDICATION _ -

LDEF 3 , EXECUTIVE FUNCTION LIST EXTENSION ,
SETUF . , FUNCTION TO SET UF CONDITIONS FOR VISOR TAbk
VY1 : :
HEXCL - C
DENCH: , FUNCTION T GUENCH THE REACTOR
HovyY2 :
LJEXC2 - :
PANIC: .- i FUNCTION TO KILL ALL REACTOR ACTIVITY
UovY3 : ‘
UEXCS : p - e

.
¢
3
:
p

C40FF- . ANORIGZ 10,

HzZFF ANORIGR2 /710 :
FATOF 040000 . , ALL BT COOLING RELAY OFF
CADBFG O ‘ ‘ s :
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.TABLE C-1

. Summary of MRAC Seftware,

>

292

Routine o ’;/j//
Name Type = =~ Purpose
MRAC  CORE RESIDENTY  Model Reference Adaptive Control
Main Program -
" TIMIG  CORE_RESIDENT Controller Timing
OUTPT  CORE RESIDENT . Implementation of Control Action
JBFG CORE- RESIDENT Task Kill Flag Check
MRAC1  OVERLAY Controller Initialization
COLOC . OVERLAY Collocation Temperature Calculation '
TFITS OVERLAY Least Squares for Quadratic
Polynomial . .
MRAC2 OVERLAY .Control Algorithm
RECUR OVERLAY Measurement Equation Ugaifé(
RLS OVERLAY Recursive Least Squares
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5 Due to the limited core storage of the MOVA 2/10 minicomputer,

the RDO? over]ay facility was used extensively in the implementation é
El l ::.
of the mddel,reference adapt1ve control a1gor1thm A1l the software was - ;

written in rea1-t1me FORTRAN IV. For s1mp]1c1ty,.F0RTRAN'IV parameters
to be accessed by GOSEX at run-time were kept in labelled common and blank

- L4

Co v
common storage was used to preserve all constant and variable data needed

by.all calculations. Temporary 553{35? was provided by the run-time

stack.

-

The start executiye funetion was used to create task MRAC at

rl .

.run-time. This task éequences:through an initialization and synchroniza-

tion procedure before actual control calculations begin. This is performed

by subroutffie MRAC1 which first reads th€ data file "MRACFEED.JP" to

.Y AP e .

“initialize scalars, vectors and matrites needed by the adaptive cont?o]ler
calculations. Current reactor operat1ng conditions are then used to
generate estimates of the reactor states. To ensure that thé cycles of the ”
adaptive contro]ief and process gaé chrqmatograph are synchronized, task .

. MRAC pauses until the current chromatograph cycle is completed. Once
synchronization occurs task 'MRAC enters a thlrty second de]ay loop whlch
repeated1y ca]cu]ates a new contro] actlon Task MRAC will abort:if a

fata] error or operator k1l] command occurs.

*  Task MRAC enters a thirty secénd cyc1e which begins by a call to
overlayed subroutine COLOC and TFITS. The new tempereture data are passed’
to overlayed subroutine MRAC2 which actually .calculates the model

. .
N

w
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C

. ) . - .
reference adaptive control action. This actiogsgﬁ implemented by sub-

routine OUTPT. It restricts the flow rates to within adjustable 1imits.

Because of the ever presenﬁ danger of cata1ysi deactivation due to con- -

tamination by elemental carbon, the hydrogen to n-bytane rqtio'of the

feed is kept above 3.5. In addition, the order in,Which‘the'f1oQ control-
ler setpoides are altered depends on the directions of change of the feed
flow %ates To prevent theypossibility of the hydrogen to n-butane ratid
falling below 3.5 durlng transients wh1ch follow the setp01nt changes, the

b

changes are made two seconds apart. The MRAGZ subroutine 1is. programmed

to preventAreset wxndup of the contro]ler'é integral action term. Binary

output to disk 'filesy MRACOUT1.JP and MRACOUT3.JP is controned by the
"SHTCH® parameter. '

g
o

fﬁ\“i> The 1nterva1 timing of thts controller is performed by subrout1ne
TIMG.

Once every second ﬁpf the duratlon of the delay between success1ve

gontrol_ca]cu1at1ons, tﬁe tasklk111 flag is examined by the JBFG subroutine.

P

" Should it .become set -- indicating a CEASE command from the operator --

task MRAC aborts, leaving the flow controller setpoints at safe levels.

_As well, the measurement eqdatidﬁ (Equation Zezgj;parameters are updated

whenever the first element of the LYSIS vector becomes set. This event
indicates the availability of new ana]ytica1 data. Each rowrof the
equat1on matrices are updated by a.call to overlayed subroutlne RECUR.
Recurs1ve 1east squares, updates are performed by subroutine RLS (sub- '

rout1nes RECUR and RLS are 1oaded into the same over]ay segment)

-~

I A . -~
ES

.
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Binary output of analytical data to disk files MRACOUT2,JP and MRACOUT4.JP
is controlled by the "SWTCH" parametey. The updating process may .be by—

_passed by sett1ng .the "DIAG" parameter to zero. At the end of the th1rty

second 1nterva} -- which includes the time to compute and implement

eontro] action and perhaps also the time to update parameters -- the tycle

is repeated. A-sumpary.of the software. switch options is provided in" s

&

table C-2.
~,

If at any time -a run-time error is detected, an a]arm is output

9

to the console ‘and- the MRAC task abortsif the error is fatal. . The f]ow.

\

controller setpoints are reset to safe Tevetg when this occurs.

L

At the end of an exper1ment a sbéc1a1 tran 1ator mus t be used

to read the binary output daﬁa files and to output their contents in.
ASCIT ‘format. . Output must be to the.high speed paper Yape pungh if the

.data are. to be processed at the campus computing cente 'facilities.

* The model -réference adaptive cgntro} software Was written in a

- very general form allowing the adjustyment/of key parareters while on-line.

These perdmeters ncluded the pro he exteéht setpoint \the proportional,
integral (@nd setpoint adantiré\\qo gaids and a few softwayre switches to
. control_th ut of results to dgt files. This programming technique

runs reported 1n Chapter 5. For examp' da tive loop 1ns of

'y . Equat10n 2-38 may not be zero but the software has been structured to ’

i
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disable a pbrtion of the adaptive algorithm whenever an adaptive loop

o

[

-

gain is set to zero.
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TABLE C-2 ot
—— - . &
. ‘ a 4 i i
MRAC Softwdre Switch Options _ . {i} ¥
Switch - Value _ Effect
DIAG 0 . No update of.measurement equation matrices. )
DIAG #0 Update measurement equation matrices. 4
: SWTCH 0 No output to disk data files *. X
SWTCH 1 Outbut reactor oBerating conditions. to data fﬁé
TN\ file "MRACOUTI.JP" and analytical data to 3
5\ 4 + data file "MRACOUTZ.JP", . o
" SWTCH, - \-2 .  As SWTCH=1 but output adaptive contrgllér gain .
. Lt matrices to data.file "MRACOUT3.JP". - : 3
. AR d A : _ - )
- SWTCH 3 SWTCH1 but|output updated measurement - - }gl
.. " equation matrjces to data file "MRACOUT4.JP". e
. SHTCH. = 4 As swycnﬁi,z,aa . ' . o &
. ﬁé
,-J‘.
0 é,
. %&
3L
Hie
pl . ¥ : ""'2
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