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Abstract 

Accurate characterization of a noisy device starts with an accurate measurement system.  

Measurement uncertainty and error continues to be a challenging subject as technology advances.  

The conventional method to noise characterization of on-wafer devices is to determine its noise 

parameters.  To extract the noise parameters of an unpackaged device involves a sophisticated 

measurement system and calibration procedure. This thesis presents a new automated on-wafer 

noise measurement system based on Labview 8.5.1 which is used to examine measurement 

uncertainty for noise parameter extraction.  The software program can be used and customized for 

a wide range of on-wafer noise measurements.  This thesis covers the design and operation of the 

measurement system, which is then used to analyze measurement uncertainty. 

Measurement uncertainty can be due to various sources from environmental surroundings 

to instrument settings and the components of the system itself.  In many scenarios, inaccuracies 

are random and cannot be completely resolved.  In this thesis, a new tuner characterization 

technique that improves source tuner characterization is presented.  Additionally, a new gain 

compensation technique is applied to measured noise powers that attempt to improve noise 

parameter extraction accuracy is proposed.  The tuner characterization technique is evaluated 

against a current industry solution and the affects of the gain compensation technique is evaluated 

using a newly developed figure of merit.  This research work concludes that a direct noise power 

correction is valid and necessary to further improve noise parameter accuracy. However, the 

proposed technique when applied resulted in minimal change to the overall noise parameter data.  

It is found that that source termination selection and total points used for fitting continue to be the 

major source of uncertainty for noise parameter accuracy. 
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Chapter 1 

Introduction 

Noise is everywhere and is simply any type of disturbance that alters a desired outcome.  

In terms of electronics, it is any disturbance that disrupts and/or alters an electrical signal.  Noise 

can be generated in both active and passive devices which can be said to be internal noise.  

External noise sources are also present whether it is from other electronic travelling signals to 

environmental surroundings. 

To combat noise in electronics is to characterize and model it and then measure it.  Noise 

at the radio frequency levels becomes highly dominant with the down scaling of transistors. 

Measuring noise from devices packaged or unpackaged is challenging and can involve using 

sophisticated systems.  A typical on-wafer noise measurement system connects many components 

such as: a noise figure meter, a network analyzer, switches, bias tees, impedance tuners, 

connection cables and their respective controller units.  The device under test (DUT) is placed on 

a fully equipped probe station with pressure and vacuum to keep the device level and stable.  

With everything connected two complete signal paths exist: a noise figure measurement path and 

a scattering (s-) parameter measurement path.  Each system component potentially presents its 

own error and in turn can impact measurement accuracy.  The importance of measurement 

accuracy is obvious as it enables industry to report and compare specifications with confidence 

and provides designers a benchmark standard to improve on existing devices.  Prior to any 

measurement, it is a standard practice to undergo a system calibration.  Generally, a calibration 

improves noise measurement accuracy tremendously but not completely. This thesis discovers 

that even within instrumentation setting can exist trades offs that contribute to the overall 
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uncertainty of noise measurement and noise parameter extraction. This thesis also explores 

system characterization improvements. 

1.1 Thesis Objective 

This thesis covers the design and implementation of a new automated on-wafer noise 

measurement system and examines noise measurement uncertainties from a system level and the 

impacts it can potentially carry to an actual DUT noise parameter characterization.  The software 

program is built using Labview 8.5.1 and the main goal of the program is to minimize user 

interaction and maximize accuracy within an acceptable time period.  The functionality of the 

programs includes: a complete system calibration procedure and noise parameter extraction of an 

on-wafer DUT. This thesis also examines system level measurement uncertainty and attempts to 

understand its impact on device characterization.  This thesis works discovers and proposes a new 

tuner characterization and gain compensation technique. 

1.2 Research Contribution 

There are two key research contributions from this work: one is the new tuner 

characterization technique that improves source tuner characterization and secondly, a new gain 

compensation technique that is to be applied to measured noise powers. The objective is to 

minimize the error from the noise figure analyzer.  The technique utilizes system characterization 

data to calculate a correction factor that is applied to measured noise power results.  The tuner 

characterization technique is evaluated by a current industry solution and the gain compensation 

technique is evaluated by a newly developed figure of merit. 
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1.3 Thesis Organization 

This thesis is organized into 5 chapters.  Chapter 1 introduces the topic of noise and noise 

measurement for on-wafer applications as well as the motivation of researching measurement 

uncertainty and the contribution of this thesis.  Chapter 2 reviews electronic noise, the concept of 

noise figure, the theory of a noisy two port network and reviews noise parameter and its 

extraction methods.  Chapter 3 discusses the background and operation of the two major 

instruments used in noise measurement: the Noise Figure Analyzer (NFA) and the Performance 

Network Analyzer (PNA) and discusses the theory and design of the new noise measurement 

software application.  It also, presents the new tuner characterization technique and its 

experimental results.  Chapter 4 introduces the new gain compensation technique and studies its 

experimental results.  Chapter 5 concludes this thesis and proposes possible future software 

upgrades and future research topics. 
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Chapter 2 

Noise Fundamentals 

Noise is an unavoidable phenomenon that is present in our surroundings and is generated 

in semiconductor devices.  In order to minimize the effects of electronic noise, it is important to 

first understand its origin.  This chapter introduces the topic of noise in microelectronics, the 

concepts of noise figure, noisy two port network and noise parameters and reviews various noise 

parameter extraction methods. 

2.1 Electronic Noise in Semiconductor Devices  

Noise can be thought as any undesired signal that distorts or alters a desired signal.  The 

noise present in a MOSFET is often represented by its spectral density versus frequency as shown 

in Figure 2-1.  At higher frequencies, noise becomes constant with respect to frequency.  This 

thesis focuses on microwave frequencies or the white noise region. 

 

Figure 2-1: Noise Representation in MOSFET. 
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The most dominant source of electronic noise at microwave frequencies is thermal noise 

and due to the down scaling of transistor geometry, gate resistance noise increases.  Other major 

sources of electronic noise are shot noise, generation recombination noise and flicker (1/f) noise, 

which are explained the next sections. 

2.1.1 Thermal Noise 

Thermal noise is produced by the random disruption of charged carriers and atoms in an 

electrical conductor and can be expressed as a current spectral density [1] 

R

Tk
S B

i

4
=   for  1<<

kT

hf
                                                (2.1) 

where f is the frequency, h is Plank’s constant, kB is the Boltzmann constant, T is the absolute 

lattice temperature and R is the resistance.   

At higher frequencies, gate resistance noise is generated by the material of the gate and is 

expressed by 

 
WLLn

WR
R con

f

gsh

g

ρ
+=

212
                                                      (2.2) 

where Rgsh is the gate’s sheet resistance, W is the width, L is the length, nf is the number of fingers 

and ρcon is the contact resistivity.  Clearly, the expression shows that as length decreases, gate 

noise increases.  Therefore, as transistor channel length shorten, this gate noise becomes greater. 

2.1.2 Shot Noise 

Shot noise is produced by the random emission rate of carriers in an external DC current 

source and relates to the quantum mechanical direct tunneling process.  It can be expressed as a 

root mean square current fluctuation [1] 
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qIS i 2=                                                              (2.3) 

where I is the DC current and q is the electronic charge. 

2.1.3 Generation-recombination (G-R) Noise 

Recombination noise is produced by the random trapping and de-trapping of carriers at 

any given time which causes fluctuations in the conductance.  The current noise density is 

expressed as [1] 

2

2

)2(1

4

n

n
f

nS
τπ

τ

+
⋅>∆=<                                                  (2.4) 

where ∆n
2
 is the variance of n, f is the frequency and τ is the lifetime of the carriers. 

2.1.4 Flicker (1/f) Noise 

Flicker noise occurs at low frequencies and the major cause is unknown. There are three 

major theories that attempt to describe the origin of this noise.  Carrier number fluctuation which 

explains 1/f noise is caused by trapping and de-trapping of charge carriers, mobility fluctuation 

which attributes 1/f noise to photon scattering and an unified model which is an extension of the 

carrier fluctuation theory that includes Coulomb scattering of free charged carriers. In 

semiconductors, it is known to have a 1/f dependency and is deemed a type of modulation noise.  

The noise spectral density can be expressed as [2] 

Nf
S

ni

α
=                                                                (2.5) 

where α is the Hooge’s constant, N is the total number charges and n is a constant close to unity. 
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2.2 Concept of Noise Figure 

The most basic definition according to Friis [3] is, the ratio of the signal to noise power 

ratio at the input to the signal to noise power ratio at the output and is expressed as 

o

o

i

i

N
S

N
S

F =                                                               (2.6) 

Conventionally, F now refers to the linear value and the noise figure and NF (10log(F)) is 

the dB value.  To understand noise figure measurement it is important to know the relationship 

between noise temperature and noise figure. 

Noise temperature can be thought as the physical temperature of the device.  As 

discussed noise can be a random fluctuation in current due to electron motion in a conductor.  

When temperature is above absolute zero, the thermal power is directly proportional to the 

physical temperature and is spread over the entire electromagnetic spectrum.  Therefore, thermal 

noise power is also directly proportional to the bandwidth of the measurement and is expressed as 

[4] 

kTBPN =                                                              (2.7) 

where k is the Boltzmann’s constant, T is the ambient temperature and B is the noise bandwidth. 

The noise figure is now the figure of merit used to differentiate the noise performance of 

devices such as amplifiers and electronic systems.  The importance of an accurate and repeatable 

noise measurement system is critical when reporting device noise characteristics.  The next 

chapter will review the key instruments used for microwave noise measurement. 
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2.3 Why Noise Parameters? 

Noise parameters play a critical role in noise characterization of devices.  From a 

practical perspective, measurement systems are typically configured for 50Ω matching.  However 

at the transistor level, this criterion may not produce optimal results.  Therefore, with noise 

parameter information known, a device can be characterized at any impedance by mathematical 

means.  Noise parameters provide a systematic method in determining the optimal noise 

performance of a device. 

2.4 Noisy Two Port Network 

The noise of any device is characterized by its noise factor (F) or noise figure (NF) in 

decibels (dB).  This figure of merit was first introduced by Friis [3] and is defined as the ratio of 

the available signal-to-noise ratio at the input of a two port network to the available signal-to-

noise ratio at the output of a two port network at a temperature of 290 Kelvin (K).  It can be 

expressed as in (2.6).  A complete definition of s-parameters for a two port network can be found 

in Appendix A. 

 

Figure 2-2: Noisy Two-port Model. 
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A noisy two port network can be modeled by a voltage and a current source as shown in 

Figure 2-2 with both noise sources being correlated with each other.  The noise factor can then be 

expressed as [6] 

2

min opt

n

s

s

R
F F Y Y

G
= + −                                                    (2.8) 

where  

Fmin = the minimum noise factor, 

Rn = the equivalent noise resistance, rn = the normalized noise resistance = Rn/Zo, 

Zo = the system characteristic impedance, Yo = 1/Zo, 

Ys = the source admittance = Gs + j·Bs,  

Γs = the source reflection coefficient = (Yo – Ys)/(Yo + Ys), 

Yopt = the optimal source admittance required to achieve Fmin, and 

Γopt = the optimal source reflection coefficient required to achieve Fmin. 

This noise factor is most commonly obtained by the Y-factor method discussed earlier.  

Therefore, knowing the noise parameters Fmin, Rn, Gs, and Bs, the linear two port noise factor can 

be calculated for any source admittance. 

2.5 Noise Parameter Extraction Techniques 

Using the Y-factor method involves experimental data, which introduce possible 

measurement errors and/or uncertainties when measuring noise power and source admittance.  

Many noise parameter extraction techniques have been proposed and this section reviews the 

different methods that attempt to minimize the impacts of experimental errors. 



 

 14 

2.5.1 Lane’s Method 

Theoretically, only four noise measurements are required to solve for the four noise 

parameters.  However, the impact of error is very high when using such a small data set.  Lane’s 

method is the considered the fundamental approach of which many newer methods is based upon.  

It uses mathematically averaging to solve for the noise parameters.  The method first re-arranges 

the noise factor equation in (2.8) to the form [7] 

2

s s

s

s

C B B B D
F A G B

G

+ ⋅ + ⋅
= + ⋅ +                                         (2.9) 

where  

2

min 4F A BC D= + − ,                                                (2.10) 

Rn = B,                                                               (2.11) 

2

opt

4

2

BC D
G

B

−
= ,                                                        (2.12) 

and 

opt
2

D
B

B
= − .                                                             (2.13) 

Since, the noise factor (F) is a measured value. There are potential errors as discussed in later in 

this thesis.  Lane proposes the use of a least-squares fit approach to solving for A, B, C and D.  

This method first defines an error term given by 

2

2

1

1 1
[ ( ) ]

2

n
msi si

i si i

i si si si

B B
w A G B C D F

G G G
ε

=

≡ ⋅ + + ⋅ + ⋅ + ⋅ −∑                     (2.14) 
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where   

i is the i
th
 data point, 

Fi
m
 is the measured noise factor at i

th
 point, 

wi is the weighting factor at the i
th
 point, 

Gsi is the real part of the source admittance Ys, 

Bsi is the imaginary part of the source admittance Ys and 

ε is the error between the fitted noise factor and the measured noise factor. 

The weighting factor in practice is typically set to one, which means it is generally not used.  

Also, Lane does not propose any methods to obtain a suitable value for this variable.  To 

minimize ε, the first order derivative is taken with respect to A, B, C and D and set to zero.  

Therefore, the following equations can be obtained 

0
1

==
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∂
∑

=

n

i

iPW
A

ε
,                                                      (2.15) 
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Lane’s method makes the assumption that the source of error occurs only in the noise 

power measurement and not in the source admittance.  This assumption is later discovered to be 

incorrect and will be discussed in later methods.  It also is very dependent on B (or Rn), as Bopt 

and Gopt approach zero for large Rn devices.  Nonetheless, Lane’s method still formed the basis 

for noise parameter extraction and is the ABCD extraction method used in this thesis. 

2.5.2 Adamian and Uhlir’s Method 

Adamian and Uhlir proposes a method that uses measured noise powers at various source 

admittances to characterize a noisy receiver.  Figure 2-3 shows the equivalent circuit model of the 

receiver which has a voltage source and a current source that are correlated [8]. 

 

Figure 2-3: Adamian and Uhlir Method Equivalent Circuit Model [8,19]. 

 

Based on the model, the received noise power is given by [8] 

2

2

4
(| | )

| |

o in

s s cor n n s s

s in

kT KG
P Y Y R G t G

Y Y
= + ⋅ + +

+
                              (2.19) 

where   
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2| |
,

4
n

o

i
G

kT f
=

∆
                                                        (2.21) 

and 

 .s

s

o

T
t

T
=                                                              (2.22) 

The following list defines the rest of the variables, 

Ys is the output admittance of the noise source, 

Yin is the input admittance of the receiver, 

is is the current source, 

v1 is the voltage source, 

Ycor·v1 is the correlated part of the noise source, 

k is Boltzmann’s constant, 

 T0 is the standard temperature 290K, 

 Ts is the noise temperature of the source, 

 K is an arbitrary constant, 

 ∆f is the noise bandwidth, 

 Gin is the real port of Yin and 

 Bin is the imaginary part of Yin. 

To solve for the noise parameters, K must first be obtained through a unique test case where the 

source admittances under hot and cold states are assumed to be equal (ie. Ysc = Ysh).  By taking hot 

and cold noise power measurements, K can be solved by 
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2
( ) | |

4 ( )

sh sc in s

o in sh sc

P P Y Y
K

kT fG t t

− +
=

∆ −
                                                (2.23) 

where   

Psh is the noise power in the hot state, 

Psc is the noise power in the cold state, 

tsh is the normalized noise temperature in the hot state and 

tsc is the normalized noise temperature in the cold state. 

Then, the A, B, C and D can be solved using the least-square fit method by re-arranging the (2.23) 

into the form 

2 2| | | | 2 2
s s in s s s s s

P Y Y t G Y A B G C B Dλ + − = ⋅ + + ⋅ + ⋅                       (2.24) 

where  

1

4
o in

kT fKG
λ =

∆
,                                                         (2.25) 

A = Rn,                                                                (2.26)  

B = Gn + |Ycor|
2
·Rn,                                                       (2.27)  

C = Gcor·Rn,                                                              (2.28) 

and  

D = Bcor·Rn.                                                                (2.29) 

Once the A, B, C and D are found, the noise parameters can be calculated by 

2

min 1 2 2 ( )n cor n n n corF R G R G R G= + + + ,                                     (2.30) 
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2

opt

n

cor

n

G
G G

R
= + ,                                                         (2.31) 

opt corB B= − ,                                                            (2.32) 

where  

Rn = A,                                                               (2.33) 

,
cor

C
G

A
=                                                              (2.34) 

,
cor

D
B

A
=                                                              (2.35) 

and 

2| | .n cor cor nG B G j B R= − + ⋅                                                   (2.36) 

Similarly, with Lane’s method, it assumes that the source admittances are equal in hot and cold 

states.  Also, the K is assumed to be constant which in later methods is discovered that this 

assumption is not correct. 

2.5.3 Caruso and Sanninos’ Method 

Caruso and Sanninos propose a method that uses the effective noise temperatures to solve 

for the noise parameters which are given by [9] 

)1(0 −⋅= FTTe
,                                                       (2.37) 

min min= · ( - 1).oT T F                                                      (2.38) 

The modified noise factor based on Lange work [10] is used and defined as 
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2

opt
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| |s

s

Y Y
F F N

G G

−
= +                                                   (2.39) 

where   

N = Rn·Gopt,                                                          (2.40) 

and Gopt is the real part of Yopt. 

By substituting 
1

1

s

s o

s

Y Y
− Γ

= ⋅
+ Γ

,  
opt

opt

opt

1

1
o

Y Y
− Γ

= ⋅
+ Γ

, (2.37) and (2.38) into (2.39) the following 

expression can be derived 

2

opt

min 2 2

opt

| |
4

(1 | | )(1 | | )

s

e o

s

T T T N
Γ − Γ

= +
− Γ − Γ

,                                  (2.41) 

where  

Γs = ρsexp(jθs),                                                       (2.42) 

and 

Γopt = ρoptexp(jθopt).                                                  (2.43) 

Then by replacing Γs and Γopt, it can be shown that 

2 2 2

cos( ) sin( )1

1 1 1

s s s s

e

s s s

T A B C D
ρ θ ρ θ

ρ ρ ρ
= + ⋅ + ⋅ + ⋅

− − −
                          (2.44) 

where   

min ,
2

B
T A

+ ∆
= +                                                        (2.45) 

,
4 o

N
T

∆
=                                                              (2.46) 
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opt ,
B

B
ρ

− ∆
=

+ ∆
 where 2 2 2

B C D∆ = − −                                    (2.47) 

and 

1

opt tan ( )
D

C
θ −= .                                                    (2.48) 

A, B, C and D can now be solved by applying a least-square fit approach.  Caruso and Sanninos 

found that for particular source admittances (Γs) would cause errors in the noise parameter 

calculations.  This observation will be confirmed in later methods as well.  

2.5.4 O’Callaghan and Mondal Method 

O’Callaghan and Mondal propose a vector based approach to noise parameter extraction 

from measurement data.  The fundamental noise factor equation is re-arranged into the form [11] 

2 2

2 2

min opt opt opt opt

1
( 2 ) ( ) 2 ( ) ( )( )s s s

n n n n

s s s

G B B
F F R G R R B R G B

G G G

+
= − + − + + .             (2.49) 

The equation is divided into four terms each having a different dependence on the source 

admittance.  Then, from each term the following vectors can be defined for n data points as 

1 2( , ,..., ,..., ) ,
m m m m m T

n i nF F F F F=                                             (2.50) 

1 (1,1,...,1,...,1) ,T
V =                                                      (2.51) 

2 2 2 2 2 2 2 2

1 1 2 2

2

1 2

( , ,..., ,..., ) ,Ts s s s si si sn sn

s s si sn

G B G B G B G B
V

G G G G

+ + + +
=                              (2.52) 

1 2
3

1 2

( , ,..., , ... ) ,Ts s si sn

s s si sn

B B B B
V

G G G G
=                                            (2.53) 
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4

1 2

1 1 1 1
( , ,..., ,... )T

s s si sn

V
G G G G

= ,                                            (2.54) 

where   

Fm
i
 is the i

th
 measured noise factor, 

Gsi is the i
th
 measured source conductance and 

Bsi is the i
th
 measured source susceptance. 

By re-organizing the noise factor equation (2.49) into 

44332211 VCVCVCVCF
m

n +++=                                         (2.55) 

where   

1 min opt2 ,
n

C F R G= −                                                      (2.56) 

C2 = Rn ,                                                            (2.57) 

3 opt2 ,nC R B= −                                                        (2.58) 

and 

2 2

4 opt opt( ).nC R G B= +                                                     (2.59) 

Then, defining an error vector as 

4

1

m
n

m

n j jF
j

E F C V
=

= −∑ .                                                   (2.60) 

Now, applying the Hilbert theorem which states the magnitude of the error vector is minimum 

when such a vector is orthogonal to all vectors (ie. , 0m
n

iF
E V< >= ).  Using this theorem, the error 

vector can be expressed as 
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4

1

, , ,   = 1, 2, 3, and 4m
i j j n i

j

V V C F V i
=

< > =< >∑                               (2.61) 

The noise parameters can be extracted by applying linear algebra and are given by 

2
,

n
R C=                                                              (2.62) 

opt 3 / 2 ,
n

B C R= −                                                       (2.63) 

24

opt opt ,
n

C
G B

R
= −                                                       (2.64) 

min 1 opt2 .
n

F C R G= +                                                     (2.65) 

The key advantage of this approach is that it presents a method of selecting source admittance 

points that results in improved noise parameter extraction accuracy. 

2.5.5 Mitama and Katohs’ Method 

Mitama and Katohs’ propose an improved method that defines a new error term which 

includes the possible measurement error in source admittance and is defined as [12] 

2 2 2( ) ( ) ( )m m m

ni gi si si bi si si fi i i
w G G w B B w F Fε = ⋅ − + ⋅ − + ⋅ −                        (2.66) 

where wgi, wbi, and wfi are the weighting factors for the error term in Gsi, Bsi, and Fi, respectively.  

As shown in the defined error term, both measured uncertainty in the noise factor and source 

admittance are considered and corrected for. 

Mitama and Katohs first assumes wgi = wbi =  wfi = 1.  As shown in Figure 2-4, the 

minimum value for εni occurs when a line is projected from the measured point labeled as 

( ,m

si
G ,m

si
B )m

i
F that is normal to the quasi-elliptic paraboloid.    
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Figure 2-4: Mitama and Katohs’ Error Term Definition [12,19]. 

The error term
minni

ε represents the length between the two points.  The next step is to define 

minni
ε and apply the fitting to the sum of all the errors that is given by 

  
min

2

1

min( )
n

ni

i

S ε
=

= ∑ .                                                       (2.67) 

First an error function is defined as 
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minmin )()(),,,,,,(ˆ      (2.68) 

where F
m
 is the measured noise factor. 

Assuming, 0),,,,,,(ˆ
min ≈optoptnmss BGRFFBGF , the function can be expanded in a Taylor series 

to a first-order approximation as 
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where   

k

VF̂ is the partial derivative of the error function with respect to V and V is equal to  

optnmss GRFFBG ,,,,, min
 or 

optB , 

k is the k
th
 iteration and can be equal to 0, 1, 2, 3, … n and 

i is the i
th
 measurement point.. 

Substituting the Taylor series back into the error function (2.68), it yields 

min
| |

k k k

ni i i
w dε = ⋅                                                        (2.70) 

where 

fi

k

iF

bi

k

iB

gi

k

iG

k

i

w

F

w

F

w

F
w

m

'

,

'

,

'

,
ˆˆˆ

1

++

=                                                     (2.71) 
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By applying the least-square fit to solve the following linear equations 
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To solve the linear equations, the conventional least-squares fit method (ie. Lane’s 

Method) must be applied first to determine the initial values of 0

min
F , 0

n
R , 0

opt
G , and 0

opt
B .  The key 

improvement of Mitama and Katoh’s method is that it factors in the uncertainty in source 

admittance and noise factor.  This contribution later became the basis for new research and 

improvements which are discussed in the upcoming sections. 

2.5.6 Davidson et al.’s method 

Davidson et al. propose a method to noise parameter extraction that uses noise power 

measurements to improve extraction accuracy and it also minimizes the impact of different source 

impedances in hot and cold states.  First, assuming the hot and cold source impedances to be 

equal, the difference between hot and cold noise power can be expressed by [13] 

2

2

1 | |
( )

|1 |

s

h c h c o

s l

P P k T T f G
− Γ

− = − ∆
− Γ Γ

                                         (2.77) 

where 

k is Boltzmann’s constant, 

Th is the noise temperature of the source in the hot state, 

Tc is the noise temperature of the source in the cold state, 

G0 is an unknown constant, 

Γs is the reflection coefficient at the source and 

Γl is the reflection coefficient at the load. 
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The standard noise factor equation,
1

ENR
F

Y
=

−
, can be simplified when ambient temperature (Tc) is 

equal to T0 (290K) to 

1

c

h c

ENR PENR
F

Y P P

⋅
= =

− −
.                                                    (2.78) 

After substitution, the noise factor becomes 

1
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c c

h c o s s

P PENR
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k T T fG g m g
= ⋅ = ⋅

− ∆
,                                          (2.79)  

where 

2
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1 | |
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s l
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− Γ
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− Γ Γ

 and m is a unknown constant. 

Using 
2

min opt

n

s

s

R
F F Y Y

G
= + − and (2.79), the following equation is derived 

2

min opt| |c n

s

s s

P mR
mF mF Y Y

g G
= = + − .                                        (2.80) 

From applying the least-squares fit approach to (2.80), the noise parameters extracted are: mFmin, 

mRn, Gopt, and Bopt.  Now, the constant m, must be determined and by combining (2.80) and (2.78), 

it becomes 

m c

h c

sh

P P
m

ENR g

−
=

⋅
                                                         (2.81) 

where 

gsh is the calculated result from (x) in the hot state, 

c

c
P is the calculated cold noise power from (y) and 
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m

h
P is the measured noise power in the hot state. 

Once m is known, the final Fmin and Rn are calculated.  This method although improves noise 

parameter accuracy by minimizing the impact from different hot and cold source impedances, it 

also makes key assumptions that introduce uncertainty to its method (ie. Tc = T0). 

2.5.7 Chen et al.’s method 

Chen et al. proposes a method that based on noise power measurements and further 

improves noise parameter extraction accuracy by accounting for the impacts of source 

impedances and noise temperatures in hot and cold states.  The noise power can be expressed by 

[14] 

[ ]
scorscorscorsunsseff

s

tr
n XBRGZYuZifRkT

R

G
P 221(4

4

22222
−++++∆=             (2.82) 

where 

k is the Boltzmann constant, 

T0 is the standard temperature (= 290K), 

∆f is the noise bandwidth, 

Rs is the source resistance, 

Xs is the source reactance, 

Zs is the source impedance, 

u  is the referred noise voltage, 

uni  is the input referred noise current, 
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Gcor is the correlation conductance, 

Bcor is the correlation susceptance, 

Ycor is the complex correlation admittance, 

Gtr is the transducer power gain of the receiver and 

Tseff is the effective source temperature. 

Re-arranging (2.82), the noise power expression becomes 

0

2

2

2

0

)22(
1

1
GDBCGBAYGT

fkT

GP
ssssseffnor

s

sinrsn ++++=
Γ−

ΓΓ−
⋅

∆
,               (2.83) 

where 

Pn is the noise power in either hot or cold state, 

G0 is the receiver gain, 

Tseffnor is the normalized effective source temperature, 

Ys is the source admittance, 

Gs is the source conductance, 

Bs is the source susceptance, 

Γinr is the input reflection coefficient of the receiver, 

Γs is the source reflection coefficient, 

A is a noise parameter coefficient, 

B is a noise parameter coefficient, 

C is a noise parameter coefficient and 
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D is a noise parameter coefficient. 

Before apply the least-squares fit approach to solve for A, B, C, and D. G0 is calculated by setting 

A=B=C=D=0 and by taking into account the hot and cold state difference in noise temperature, 

source admittance and noise power, (2.83) becomes 
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Substituting the calculated G0 back into (2.83) and applying a fitting method, the A, B, C and D 

noise parameters can be extracted and the actual noise parameters can be determined using 

ARu = ,                                                                (2.85) 

A
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Bcor = ,                                                                (2.88) 
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Chen et al.’s method builds upon past techniques and further improves noise parameter 

accuracy by simultaneously addressing error in source admittance and noise temperature.  

However, it does not address measurement error from instrumentation (ie. the noise figure 

analyzer).  This thesis proposes a gain compensation technique that can be applied to the noise 

power measurement data directly. 
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Chapter 3 

Instrumentation and Measurement 

The topics of instrumentation and measurement are both essential to device 

characterization as quality measurements are only as accurate as what is reported by the 

instrument. This chapter provides an overview of the two key instruments used in noise 

measurement, introduces the subject of measurement uncertainty from an instrumentation 

perspective and reviews the measurement system and experimental results of this thesis. 

3.1 Noise Figure Analyzer 

Noise characterization of the measurement system is a crucial step as noise introduced by 

the system can impact DUT noise characterization accuracy.  The NFA is the standard instrument 

used for noise figure measurement.  A typical NFA consists of a receiver with an accurate power 

detector and circuitry to control a noise source.  The most accepted method to compute the noise 

figure is the Y-factor method.  This method requires a pre-calibrated noise source with a known 

excess noise ratio (ENR) table.  ENR can be defined as [4] 

0

)(

T

TT
ENR

OFF

s

ON

s −
=                                                     (3.1) 

where 
ON

sT  and 
OFF

sT  are the noise temperatures of the noise source in its ON/OFF states.   

This calibration information is loaded into the NFA and is used by the instrument for noise 

property determination.  The Y-factor is the ratio of the power level with noise source ON and 

power level with noise source OFF and is given by [4] 

OFF

ON

N

N
Y = .                                                            (3.2) 



 

 33 

 

 

Lastly, the noise factor (F) is proportional to ENR and the Y-factor and can be expressed as [4] 

1

ENR
F

Y
=

−
.                                                                (3.3) 

3.1.1 Measurement Uncertainty 

The NFA is manufactured to be an accurate power meter and based on [5] it was found 

that the power detector mechanism within the instrument can cause measurement error in two 

forms: 

• power absorption within the mount 

• uneven current distribution 

Also, when making a measurement, the NFA assumes that the DUT has an amplitude versus 

frequency characteristics that is constant over the IF bandwidth [4].  Later, it is observed that the 

system characteristics are not constant within this bandwidth which makes this assumption false 

and results in additional measurement uncertainty. 

3.1.2 Calibration 

The NFA also is built with a self-calibration mechanism that conventionally uses a noise 

source with a known ENR table that becomes the benchmark reference when measuring the noise 

figure of a DUT.  For the purpose of this thesis, the NFA is solely used as a power meter and a 

self-calibration is not required. 
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3.2 Performance Network Analyzer 

The basic signal flow of a standard network analyzer (NA) is shown in Figure 3-1.  

During measurement, the source supplies the incident signal to the DUT and can sweep a range of 

frequencies based on the manufacturer’s specifications.  When the incident signal reaches the 

DUT, part of the signal is reflected due to mismatch and the remaining signal is transmitted 

through the DUT.  At the signal processing stage, the three signals are separated and the 

information is processed.  The information of each signal is passed to the receiver/detector stage 

where each signal is measured and compared.  The information at this stage is also converted into 

displayable digital information.  Finally, all the computation and reflection and transmission 

information is processed and displayed at the processor/display stage.   The reflection 

measurements are determined by comparing the incident and reflected signal.  The DUT 

reflection characteristics such as return loss, standing wave ratio, reflection coefficients (for 

example, S11) and impedance are then returned and/or displayed.  The transmission measurements 

are determined by comparing the incident and transmitted signal.  The DUT transmission 

characteristics such as insertion loss, electrical delay, transmission coefficients (for example, S21) 

and phase and group delay are then returned and/or displayed.  The NA also can determine the 

reverse characteristics such as, S22, S12 and output impedance.  S-parameter definitions are 

reviewed in Appendix A. 
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Figure 3-1: Network Analyzer System [15]. 

3.2.1 Measurement Uncertainty 

Measurement accuracy is very important for device characterization, as errors can impact 

measurement results.  The network analyzer can be calibrated a number of ways depending on 

what is being tested and how accurate a particular measurement needs to be.  There are three 

main types of errors that contribute to measurement error which are: 

1. Systematic error, which is caused by system setup issues and equipment 

2. Random error, which is caused by intermittent noise (for example, source phase noise 

and IF noise) 

3. Drift error, which is caused by environmental changes after calibration (for example, 

temperature) 

Random and drift error cannot be removed by instrument calibration as it effects are caused by 

nature and its surroundings.  Systematic errors can be categorized into three groups and are due 
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to: Leakage, Reflection and Frequency Response Differences.  Calibration techniques therefore 

only address systematic errors.  Therefore, even after a successful calibration, there are still 

possible errors that can arise during measurement that cannot be resolved and are random in 

nature. 

3.2.2 Calibration 

The calibration process discussed in this section is for a conventional two port NA.  A 

two port NA can be calibrated at any single port or can undergo a full two-port calibration.  For a 

one port calibration, a known open, short and load standard is connected to the desired port.  

Using the known standard information the NA can move the measurement reference plane from 

the instrument to the input connection of each standard for accurate DUT measurement.  In order 

to move the reference plane, the NA calculates three error terms during the calibration stage and 

will remove their contribution when measuring the DUT.  A full two port calibration can be 

performed via the Thru, Reflect and Line (TRL) method or Short, Open, Load and Thru (SOLT) 

method.  Each method will determine the twelve error terms required to remove all systematic 

measurement errors.  Appendix B reviews the complete details and derivations of the error terms.  

SOLT involves obtaining the one port errors terms using the short, open, load standards at port 

one and two, the transmission tracking error terms using the thru standard and isolation error 

terms using the load standard.  The SOLT calibration method was used in this thesis. 

3.3 Laboratory Setup 

The complete system for high frequency noise measurement is shown in Figure 3-2. 
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Figure 3-2: Complete High Frequency Noise Measurement System [14]. 

The system consists of a desktop computer which is connected to an Agilent Performance 

Network Analyzer N5230A (PNA), an Agilent Noise Figure Analyzer N8975A (NFA), a Maury 

Microwave Automated System Controller, an Agilent Switch Controller and a Hewlett Packard 

DC Power Supply via a General Purpose Interface Bus (GPIB) connection.  The system is 

connected in such a way that there exist two measurement paths, a noise path and s-parameter 

path.  By controlling the switch, an active path can be set.  For the noise path, the NFA is 

connected to a noise source which passes through a bias tee, which is used to provide the 

appropriate DC power to the DUT, a controllable Maury Microwave Tuner (source tuner), an on-

wafer DUT or calibration substrate, another Maury Microwave Tuner (load tuner), another bias 
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tee, a low noise amplifier (LNA) and back to the NFA.  Similarly, the s-parameter path when set 

active has the PNA port 1 connected to the bias tee, source tuner, the DUT or calibration 

substrate, the load tuner, bias tee and back to the PNA port 2. 

 

Figure 3-3: Front and cross-sectional view of a standard mechanical tuner [50]. 

The Maury Microwave source tuner is tuned by setting the probe’s x and y coordinates 

and supports frequencies between 4 and 26.5GHz.  The default position is set at (100,4500,4500), 

which retracts the probe to the top of the device.  Impedances are re-created by moving the probe 

in the x and/or y directions using a tuner controller.  The second coordinate controls the low band 

frequencies (4-11.9GHz) and the third, the high band frequencies (12-26.5GHz). Also, from 

experimental observations, it is assumed that the first coordinate controls the probe’s movement 

in the x direction and the second and third, controls the movement in the y direction.  Figure 3-3 

shows the key moving components of a typical mechanical tuner. 

3.4 Noise Measurement System Calibration 

 In order to measure any DUT, a number of critical steps are required before any 

measurements can take place.  A full two port system calibration must be performed and system 

device characterization must also be determined for various source impedances.  The system is 

calibrated using an on-wafer SOLT calibration substrate.  After calibration, the thru line remains 

connected for system device characterization.  A custom automated software system is design and 
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implemented for this thesis in Labview 8.5.1 and MATLAB.  A full operational manual is 

available in Appendix D.  The complete noise system can be modeled in a cascade configuration 

as shown in Figure 3-4. 

 

Figure 3-4: Schematic Diagram of Noise System [14]. 

3.4.1 S-Parameter Measurements 

S-parameter measurement is a critical step in ensuring noise parameter accuracy and 

system characterization is a complex procedure involving both measurement and mathematical 

computation.  From Figure 3-4, the system information required is: 

• Zns (or Γns) 

• Zs (or Γs) 

• Zinr (or Γinr) 

• S-parameters of the Source Tuner 

• S-parameters of the Receiver 

To obtain this information the following steps are performed: 

• Step 1) After full two port calibration is performed, the twelve error term data is known 

and the reference plane moves to the input and output wafer probe tips.  The error 
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definitions can be found in Appendix B. Now, a complete s-parameter (S11, S12, S21 and 

S22) measurement is taken to characterize the thru standard.  Then changing connection of 

the switch from PNA port two to the NFA as shown in Figure 3-5.  Then, by initiating a 

S11 measurement, Γinr is obtained by solving [21] 

inr

inr

m
S

SS
SS

Γ−

Γ
+=

22

2112
1111

1
                                                      (3.4) 

where S11m is the measured value and the s-parameters of the thru.  This brings the reference 

plane to the input of the output probe.  Therefore, the receiver block in Figure 3-4 consists of 

everything between the output probe and the NFA. 

 

Figure 3-5: Output Impedance Path. 

• Step 2) To obtain Γns, the signal path as shown in Figure 3-6.  The noise source is then 

replaced with an electronic calibration module (ECAL) and one port calibration of port 

two is executed, bringing the reference to output of the noise source.  The noise source is 

place back and two S11 measurements (reflection coefficients) are taken for the hot and 

cold state (ie. noise source on/off). 

 

Figure 3-6: Source Tuner Characterization and Input Impedance Path. 

• Step 3) The receiver which includes the load tuner, bias tee, switch, output wafer probe 

and the cables used to connect them is characterized by the port two error terms from full 
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two port calibration as discussed in this chapter and the complete error model is available 

in Appendix B. 

• Step 4) To characterize the source tuner block which includes the source tuner, bias tee, 

switch, input wafer probe and the cables used to connect them, consider expression (3.5).  

From step 1-3, blocks thru, receiver and the sum of all the entire line (ie. Figure 3-6) are 

known based on the error term model in Appendix B. 
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To determine the source tuner, first the data is converted from s-domain data into ABCD 

domain data.  The conversion details can be found in Appendix C.  Once complete, using 

matrix computation to solve for the source tuner block and convert the data back from 

ABCD domain to S domain.  The matrix equation used to solve for the source tuner is 

shown in (3.6). 
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This source tuner characterization is repeated at least four times at different source tuner 

positions (ie. source impedances) and the results will be used to solve for the noise 

parameters.  In our case, the system used a list of 21 pre-determined source tuner 

positions that covered all four quadrants of the Smith chart.  To achieve this, the noise 

source is replaced by the ECAL module and a port two calibration is commenced for a 

new source tuner position.  This calibration characterizes the entire line as in Figure 3-6 
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and repeating the source tuner characterization step the new s-parameter information will 

be obtained at this tuner position. 

• Step 5) Γs can be obtained using the expression given by [21] 

ns

ns
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Γ−

Γ
+=Γ

11

2112

22
1

,                                                    (3.7) 

where the s-parameter used is obtained from the s-parameter matrix multiplication of the 

thru and source tuner and Γns is from step 2. 

• Step 6) Knowing the Γ  information the impedance (Z) can be calculated using 

Y
Z

1
=                                                                (3.8) 

where 
Γ+

Γ−
=

1

1
Y . 

With all the S-parameter measurement data obtained, the next set of measurements will 

be to obtain the noise powers. 

3.4.2 Noise Power Measurement and Noise Parameter Extraction 

Switching to the noise path, hot and cold noise power measurements are taken using 

either a subset or all the source tuner positions from s-parameter measurement.  With all the 

information obtained, using any of the extraction methods discussed, the noise parameters can be 

found.  Our software system implemented the noise parameter extraction process developed by 

Chen et al and along with Lane’s method for A, B, C and D extraction. 

3.5 Software System Validation 

The software system developed for this thesis is validated by comparing the source tuner 

characterization algorithm with an industry solution (ATS) developed by Maury Microwave. The 
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first set of results in Figures 3-7 to 3-14, shows the s-parameters of the source tuner for one 

source tuner position using the same calibration error terms. 

Overall, the results are in good agreement of each other which confirms that both 

solutions are using similar source tuner characterization techniques.  However, due to 

measurement and calibration uncertainties, certain data points are affected.  The results show the 

magnitudes at certain points are the same with opposite signs.  With respect to noise parameter 

extraction, only the absolute values are required so these differences will not affect the final 

results.  It was concluded that the cause is likely due to instrument measurement uncertainty when 

reporting positive or negative results. 

The next validation step is to confirm the ABCD extraction implementation.  Figure 3-15 

and 3-16, shows the measured and calculated noise powers in cold and hot states based on Lane’s 

least squares fitting method.  The experimental results are based on 15 different source 

impedances.  The results show good agreement and further analysis showed that by using 

additional source impedance points the overall agreement in Figure 3-15 and 3-16 improve, but 

the calibration and measurement time increases for each additional point.  This suggests that there 

exists a selection scheme that can achieve optimal results.  Also, the noise power in the hot state 

experience slightly greater variation which is due to the uncertainty in effective source 

temperature.  Therefore based on these results, the software solution implemented for this thesis 

is consistent with the current industry solution. 
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Figure 3-7: Real part of S11, Re(S11) using proposed and ATS method. 
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Figure 3-8: Imaginary part of S11, Im(S11) using proposed and ATS method. 
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Figure 3-9: Real part of S12, Re(S12) using proposed and ATS method. 
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Figure 3-10: Imaginary part of S12, Im(S12) using proposed and ATS method. 
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Figure 3-11: Real part of S21, Re(S21) using proposed and ATS method. 
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Figure 3-12: Imaginary part of S21, Im(S21) using proposed and ATS method. 
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Figure 3-13: Real part of S22, Re(S22) using proposed and ATS method. 
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Figure 3-14: Imaginary part of S22, Im(S22) using proposed and ATS method. 
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Figure 3-15: Noise power (Pc) measured vs. calculated (cold state) at 5GHz. 
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Figure 3-16: Noise power (Ph) measured vs. calculated (hot state) at 5GHz. 



 

 49 

3.6 New Tuner Characterization Technique and Discussion 

The new calibration procedure proposed in this thesis utilizes the ECAL module at the 

source tuner characterization stage as described in section 3.4.1, step 4.  The current industry 

solution from Maury Microwave uses mathematical fitting techniques to estimate the s-

parameters of the source tuner at different source impedances based on the default tuner position 

error terms obtained during system calibration.  Our proposed solution takes advantage of the fast 

ECAL module which calibrates the system at the default tuner position and is repeated for all 

other tuner positions. Figure 3-17 to 3-24 shows the s-parameters of the tuner using the new 

calibration procedure at the default tuner position compared with the ATS method.  Figure 3-25 

to 3-32 shows the s-parameters of the tuner using the new characterization technique at position 

(2410, 265, 4500) and (905, 4500, 608) for low and high band frequencies respectively compared 

with the ATS method at the same tuner positions.  The subtle differences the s-parameter data in 

the figures are due to the uncertainty in the calibration error term data used to characterize the 

source tuner.  Also, during system validation it was shown that under the same conditions the 

source characterization of both software systems were in good agreement.  As for the s-parameter 

data of the non-default position, observation shows that the data points begin to vary and 

differences is more noticeable in the S12 and S21 plots.  This indicates uncertainty and error in the 

mathematical fitting approach used by the ATS system from Maury Microwave since our 

procedure continues to use actual calibration data instead of simulated data.  Furthermore, our 

default position characterization method produced similar results. The new source tuner 

characterization approach for non-default positions relies on the ECAL module and follows the 

same algorithm used to characterize the source tuner at the default position. Therefore in 

conclusion, the new tuner characterization technique improves source tuner characterization and 

noise parameter accuracy in comparison to the current industry solution from Maury Microwave. 
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Figure 3-17: Real part of S11, Re(S11) using proposed and ATS method at position (100, 

4500, 4500). 
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Figure 3-18: Imaginary part of S11, Im(S11) using proposed and ATS method at position 

(100, 4500, 4500). 
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Figure 3-19: Real part of S12, Re(S12) using proposed and ATS method at position (100, 

4500, 4500). 
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Figure 3-20: Imaginary part of S12, Im(S12) using proposed and ATS method at position 

(100, 4500, 4500). 
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Figure 3-21: Real part of S21, Re(S21) using proposed and ATS method at position (100, 

4500, 4500). 
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Figure 3-22: Imaginary part of S21, Im(S21) using proposed and ATS method at position 

(100, 4500, 4500). 
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Figure 3-23: Real part of S22, Re(S22) using proposed and ATS method at position (100, 

4500, 4500). 
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Figure 3-24: Imaginary part of S22, Im(S22) using proposed and ATS method at position 

(100, 4500, 4500). 
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Figure 3-25: Real part of S11, Re(S11) using proposed and ATS method at (2410, 632, 4500) 

and (908, 4500, 608) positions for low and high band respectively. 
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Figure 3-26: Imaginary part of S11, Im(S11) using proposed and ATS method at (2410, 632, 

4500) and (908, 4500, 608) positions for low and high band respectively. 



 

 55 

0 5 10 15 20 25 30
-0.8

-0.6

-0.4

-0.2

0.0

0.2

0.4

0.6

0.8

R
e 

(S
1

2
)

Frequency (GHz)

 Proposed Method

 ATS Method

 

Figure 3-27: Real part of S12, Re(S12) using proposed and ATS method at (2410, 632, 4500) 

and (908, 4500, 608) positions for low and high band respectively. 
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Figure 3-28: Imaginary part of S12, Im(S12) using proposed and ATS method at (2410, 632, 

4500) and (908, 4500, 608) positions for low and high band respectively. 
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Figure 3-29: Real part of S21, Re(S21) using proposed and ATS method at (2410, 632, 4500) 

and (908, 4500, 608) positions for low and high band respectively. 
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Figure 3-30: Imaginary part of S21, Im(S21) using proposed and ATS method at (2410, 632, 

4500) and (908, 4500, 608) positions for low and high band respectively. 
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Figure 3-31: Real part of S22, Re(S22) using proposed and ATS method at (2410, 632, 4500) 

and (908, 4500, 608) positions for low and high band respectively. 
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Figure 3-32: Imaginary part of S22, Im(S22) using proposed and ATS method at (2410, 632, 

4500) and (908, 4500, 608) positions for low and high band respectively. 
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Chapter 4 

New Gain Compensation Technique 

Noise power measurement is a critical step in noise parameter extraction and any 

uncertainties will directly impact device characterization results.  The new gain compensation 

technique proposes a systematic procedure to correct all measured noise powers used in noise 

parameter extraction. This chapter discusses the receiver gain experimental results observed and 

proposes the new gain compensation technique and its experimental results.  

4.1 Receiver Gain Analysis 

Figure 4-1 and 4-2 shows the receiver gain (G0) with respect to source impedance for 5 

and 25GHz respectively. It appears that the error fluctuation in the gain is a function of source 

impedance and increases with it.  According to the figures, it can be seen that the error causes 

data points to shift away from approximately 0.3 at 5GHz and 0.019 at 25GHz as |Γs| increases. 

The figures also demonstrate that source tuner positions that represent smaller |Γs| should be 

chosen for noise parameter extraction as the impacts from error is minimized. In other words 

choosing source tuner positions that lie closer to the centre of the Smith chart will result in 

improved noise parameter accuracy. 
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Figure 4-1: Measured Receiver Gain, G0 (linear value) versus Γs at 5GHz. 
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Figure 4-2: Measured Receiver Gain, G0 (linear value) versus Γs at 25GHz. 
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4.2 New Gain Compensation Technique 

Based on Chen et al.’s method the least-squares fit approach is applied to the expression 

given by [14] 
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By re-arranging this expression, it becomes 
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Given that the noise parameters are a function of A, B, C and D, the error from the measured 

noise power will ultimately affect the noise parameter extraction accuracy.  To determine the 

proposed gain compensation correction factor, the following steps are performed: 

• Step 1) Calibrate system with a frequency range equal to the IF bandwidth setting of the 

NFA (i.e., 4MHz) with the center frequency equal to the desired frequency for 

measurement. 

• Step 2) Calculate the available power gain of the source impedance tuner (Gavt) which is 

given by (4.3) for all source impedances used during system calibration.  
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• Step 3) Determine the percent variation of Gavt which is given by (4.4) for all source 

impedances normalized to the center frequency (desired frequency).   
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 where  

Npt is the total number of source impedances, 

Gavt_cf is the power gain at the desired frequency and 

ΣGavt is the sum of power gains for all sources impedances. 

• Step 4) Percent variations are applied to all the corresponding measured noise powers. 

Then with the corrected data, new A, B, C and D and noise parameters results can be 

obtained. 

4.2.1 Experimental Results 

Figure 4-3 and 4-4 shows the Gavt variation at 5GHz and 25GHz respectively for one 

source impedance.  The figures show results at our desired frequencies over a span of 4MHz, 

which is the IF bandwidth setting of the NFA.  At this tuner position (Maury Microwave default 

tuner position), the minimum and maximum values are 0.7446 and 0.7457 at 5GHz and 0.462 and 

0.472 at 25GHz respectively. When making noise measurements, it is assumed that the DUT has 

an amplitude versus frequency characteristics that is constant over the IF bandwidth (4MHz in 

our case) [4]. Clearly the system gain is not constant within this range and with these gain 

fluctuations, uncertainties at the noise power measurement stage are likely.  Typically, the NFA 

reports the mean noise level within the bandwidth in order to minimize the impact of jitter noise 

(a random noise), so it is important to use a wide bandwidth and have constant system 

characteristics for better noise measurement [4].  Also, it can be seen that the gain fluctuation 

increase moving into higher frequencies for the same source impedance and the overall gain 

decreases due to an increase in system leakage at higher frequencies. 
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Figure 4-5 and 4-6 shows the calculated percentage variation at 5GHz and 25GHz 

respectively for all calibrated source impedances used in this test case.  At 5GHz, the largest 

variation is 1.6% but generally, most source impedances are less than ±0.5%.  This demonstrates 

that at lower frequencies, noise measurement error is relatively low.  However, at 25GHz, the 

variation is as high as -27% which means the measured value is undervalued by this amount. 

Overall, at high frequencies, greater variations are seen at more source impedances than what is 

seen at lower frequencies.  These higher variations can be attributed to the larger fluctuation 

levels experienced as seen in Figure 4-4. These results first demonstrate that there is a direct 

relationship with the percent variation calculated and frequency. This observation is consistent in 

that at higher frequencies there is more system leakage and experimental uncertainty [14].  

Secondly, it also shows that source impedance selection can affect noise parameter extraction 

accuracy. Figure 4-5 and 4-6 give an indication on which source impedances are good and which 

too avoid.  These observations are inline with previous studies [14]. 
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Figure 4-3: Measured Available Power Gain, Gavt (linear value) variation for one source 

impedance at 5GHz. 
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Figure 4-4: Measured Available Power Gain, Gavt (linear value) variation for one source 

impedance at 25GHz. 
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Figure 4-5: Calculated percentage variation for different source impedances at 5GHz. 
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Figure 4-6: Calculated percentage variation for different source impedances at 25GHz. 
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Figure 4-7: Source Impedance Smith Chart Coverage at 5GHz. 
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Figure 4-8: Comparison of Noise Power (Pc) measured with and without correction and 

calculated at 5GHz. 

 

Figure 4-1 and 4-2 reinforces the importance of source impedance selection for noise 

parameter extraction since at high Γ positions, there is large gain fluctuation. This information 

provides a simple method to identifying undesirable tuner positions for noise parameter 

extraction.  This result also contradicts Adamian and Uhlir method’s assumption of a constant K 

for all source impedances.  Figure 4-7 shows the original 21 source impedance selection for this 

thesis provides good Smith chart coverage.  Figure 4-8 shows the comparison between the 

uncorrected, calculated and corrected noise powers.  It was determined that 7 of the pre-

determined source impedances should not be used for fitting.  Therefore, the ABCD values used 

to calculate the simulated noise powers are based on the best 14 source impedances.   From this 

comparison, it is clearly seen that certain data points move closer to the calculated (or simulated) 

value while others move away relative to the uncorrected data point.  To measure the overall 
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effectiveness of the proposed method a new Figure of Merit (FOM) is required. The FOM 

developed to evaluate the proposed gain compensation technique is expressed by 

N

P

PP

FOM

N

i c

simcc

∑
=

−

=
1

_

                                                         (4.6) 

where Pc is the uncorrected or corrected measured noise power, Pc_sim is the corresponding 

simulated noise power and N is the total number of data points.   

This FOM compares the total error seen from the measured noise powers (uncorrected or 

corrected) and the simulated noise power determined from the extracted ABCD data.  Table 4-1 

shows the calculated results of the FOM.  Based on this data, the proposed gain compensation 

technique does not lower the total error. In fact, by only using the optimal source tuner positions, 

the noise power uncertainty is almost negligible. However, this thesis still confirms that 

measurement uncertainty is present in the measured noise power and further improvements to 

noise parameter accuracy can still be achieved. Table 4-2 shows the noise parameters and gain of 

the receiver from 5 to 25GHz, with a 2GHz frequency step using 14 source impedances for 

ABCD determination.  All high Γ positions were removed for improved noise parameter 

extraction accuracy. In conclusion, the experimental results demonstrate that source impedance 

selection is a major source of measurement uncertainty and possibly the most dominant factor 

impacting noise parameter accuracy. 
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Table 4-1: Figure of Merit for Noise Power Correction Method. 

Freq 

(GHz) 

FOM 

(Uncorrected) 

FOM 

(Corrected) 

5 0.00410 0.00494 

7 0.01100 0.0116 

9 0.01100 0.01298 

11 0.00580 0.00875 

13 0.00427 0.0041 

15 0.00446 0.0097 

17 0.00703 0.0092 

19 0.00534 0.0195 

21 0.00489 0.0125 

23 0.00334 0.0061 

25 0.00826 0.0102 

 

Table 4-2: Extracted Noise Parameters and Gain G0 of the Receiver in the Calibration Stage 

for Corrected and Uncorrected (values in brackets) Noise Powers. 

Freq 

(GHz) 

NFmin 

(dB) 

Rn 

(Ω) 
|Γopt| 

∠ Γopt 

(o) 

G0 

(dB) 

5 
3.61 

(3.61) 

7.65 

(8.06) 

0.50 

(0.49) 

-175 

(-175) 

-5.24 

(-5.24) 

7 
3.78 

(3.84) 

8.61 

(9.22) 

0.51 

(0.50) 

-167 

(-167) 

-6.71 

(-6.71) 

9 
3.93 

(3.94) 

13.49 

(13.37) 

0.49 

(0.49) 

-151 

(-152) 

-8.47 

(-8.47) 

11 
4.35 

(4.36) 

20.55 

(20.27) 

0.30 

(0.31) 

-147 

(-146) 

-10.15 

(-10.16) 

13 
3.81 

(3.80) 

17.56 

(17.48) 

0.29 

(0.29) 

-146 

(-145) 

-10.46 

(-10.45) 

15 
4.20 

(4.21) 

16.59 

(16.20) 

0.32 

(0.32) 

-168 

(-169) 

-11.56 

(-11.56) 

17 
3.78 

(3.75) 

16.93 

(17.38) 

0.35 

(0.35) 

-140 

(-140) 

-11.39 

(-11.40) 

19 
4.59 

(4.63) 

16.26 

(17.07) 

0.38 

(0.37) 

-158 

(-159) 

-12.83 

(-12.82) 

21 
5.30 

(5.30) 

24.75 

(26.22) 

0.27 

(0.25) 

-154 

(-157) 

-14.55 

(-14.54) 

23 
6.37 

(6.35) 

43.46 

(43.09) 

0.23 

(0.22) 

-126 

(-129) 

-16.51 

(-16.53) 

25 

6.98 

(6.94) 

50.65 

(54.28) 

0.11 

(0.10) 

-147 

-(141) 

-17.19 

(-17.20) 
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Chapter 5 

Conclusion 

Noise theory and measurement have been thoroughly reviewed in this thesis.  The 

subjects reviewed include: electronic noise, instrument calibration theory and measurement 

uncertainty and noise parameter extraction methods.  This thesis presented a newly automated 

software system that was designed and verified for on-wafer noise measurement, a new tuner 

characterization technique that improves source tuner characterization is discussed and a new 

gain compensation technique that attempts to improve noise parameter extraction is proposed.  

The results of this method showed that the available power gain of the source tuner does not 

remain constant within a 4MHz bandwidth which causes measurement uncertainty at the noise 

power measurement stage.  However, this proposed new method did not improve the accuracy of 

noise parameter, but demonstrated that a correction to the measured noise power measurement is 

valid and required.  Furthermore, our results demonstrate that source tuner positions that lie 

closest to the centre of the Smith chart will produce the most optimal and accurate results.  Also, 

there exists a need to determine an optimal number of impedance points to use for noise 

parameter extraction that will yield the highest overall performance between calibration time and 

accuracy. 

5.1 Future Software Upgrades 

The software system is scalable and can be upgraded to include additional functionality.  

The system currently is designed primarily for on-wafer noise measurement.  Other functions 

have been explored and the development of the following capabilities has commenced. 



 

 69 

• Decision Maker is designed solely for source impedance selection.  Noise parameter 

extraction methods are highly sensitive to this selection as described and shown in this 

thesis. 

• S11 Cal is designed to calibrate the line beginning from PNA port 1 to the switch, which 

brings the noise reference plane to the input of the LNA. 

• S11 Measurement is designed to take a S11 measurement to obtain the Γinr.  This is to be 

used in conjunction with S11 Cal. 

• NFA Cal is an automated procedure that executes the calibration of the NFA. 

5.2 Possible Future Research Areas 

The results of this thesis provided insight on new research areas that can further improve 

noise parameter extraction accuracy.  The results of this thesis showed a need to correct the 

measured noise power directly and that there is potential improvements to extraction accuracy.  

Additional research can lead to an improved compensation technique.  The least-squares fit 

approach theoretically only requires four independent sets of measurement data.  However, 

accuracy is highly dependent on two factors: source impedance selection in general as well as 

custom selection for each desired frequency and total number of data sets used for fitting.  Further 

research in these areas will prove to be valuable information in improving noise parameter 

accuracy. 
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Appendix A 

Scattering Parameters 

This section will discuss the concepts and definitions to scattering parameters and how it 

applies to device characterization. The s-parameter matrix is the standard method used for device 

characterization at radio frequencies. When a propagating waveform travels along a transmission 

line and through a device under test, s-parameters can be defined as functions of the incident, 

reflected and transmitted waveforms (see Figure A-1). The incoming wave on the transmission 

line consists of an amplitude and phase. The s-parameters describe the flow of energy and the 

relation of the network to the DUT.  For a 2 port network the s-parameters can be conceptually 

thought as the following: 

 

Figure A-1: S-Parameter Signal Flow Diagram. 

S11 is related the reflected wave when a signal travels into port 1 

S12 is related the transmitted wave when a signal travels through port 1 to port 2 

S22 is related the reflected wave when a signal travels into port 2 

S21 is related the transmitted wave when a signal travels through port 2 to port 1 
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S-parameters are the reflection and transmission parameters of a network and relate to 

travelling normalized voltage waves. It can be expressed as a normalized incident and reflected 

wave travelling into a port n (n represents any port within a network) as, 

n

n
n

Z

V
a

0

+

= ,                                                    (A.1) 

n

n
n

Z

V
b

0

−

= .                                                            (A.2) 

The normalized waves (an and bn) are measured at the reference plane of each port, which in most 

cases is the ends of a coaxial connector or a probe tip. They also can directly relate to power as 

the forward and reverse voltage waves are normalized to an impedance. 

The s-parameters can also be represented in matrix form and for a 2 port network (see Figure A-

2) the matrix can be expressed as, 
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2221

1211

2
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SS

SS

b

b
=  

 

Figure A-2: S-Parameter 2 Port Network. 

Expanding the matrix gives the following expressions, 

2121111 aSaSb += ,                                                       (A.3) 

1212222 aSaSb += .                                                       (A.4) 
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Using (A.2) and (A.3), a general s-parameter definition can be derived when one port is 

terminated with a matched load (see Figure A-3) as, 

jkallforai
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ij
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=
..0

                                          (A.5) 

 

Figure A-3: S-Parameter 2 Port Network with Load Impedance. 

This general definition only applies under the condition that there is no signal at any port other 

than j. This condition is met when all other ports (e.g. port i) is terminated with a matched load 

(Z01 = Z02). For Example, 
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This shows that S21 is a ratio of the incident voltage at port 1 to the output voltage at port 2 and in 

general, under a matched condition, s-parameters can be simply expressed as a ratio of voltages. 

S-parameters can also be related to the total voltages and currents, enabling small signal 

analysis.  From Figure A-4, the following equations can be derived for a 2 port network, 
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Figure A-4: S-Parameter 2 Port Network with Total Voltage and Current. 

−+ += 111 VVV ,                                                   (A.8) 
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−+ += 222 VVV ,                                                  (A.10) 
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Using (A.6)-(A.11), another general definition can be easily derived as, 
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By applying both general definitions (A.5) and (A.12) and assuming a fully matched 2 port 

network as shown in Figure A-5, the s-parameters for practical purposes can be defined as, 

S11 is the forward reflection coefficient (input return loss) when the output port is 

terminated in a matched load and is expressed by, 
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S22 is the reverse reflection coefficient (output match) and is expressed by, 
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S21 is the forward transmission coefficient (forward gain or insertion loss) and is 

expressed by, 
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since –I2Z02 = V2 and V1 + I1Z01 = Vs 

S12 is the reverse transmission coefficient (isolation) and is expressed by, 
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Figure A-5: S-Parameter Complete 2 Port Network. 
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Appendix B 

Network Analyzer: Error Correction Model 

The network analyzer is a common instrument used for measurement at radio frequencies 

as it can report scattering parameters for devices under test. As discussed in previous sections, 

there are major advantages to device characterization using s-parameters. However, to accurately 

report measurement data, it is necessary for the network analyzer to be calibrated. The calibration 

process is intended to remove systematic errors presented by the instrument and connectors. This 

appendix will discuss and derive the full 2 port error model. 

 

Error Correction Model 

Full 2 port calibration (SOLT) consists of 12 error terms.  Each error terms represents a 

systematic error within the network (see Table B-1 and Table B-2) by following the calibration 

procedure, all 12 terms will be determined and can be used for future measurement when the 

PNA is set to correction mode.  The following section will discuss how the PNA internally solves 

for each error term and determines the actual s-parameters of the DUT.  Figure B-1 and B-2, 

shows that the errors can be thought of as one block between a perfect reflectometer and the 

DUT.  For full 2 port calibration, it involves 3 major steps: 

1. One Port (S11 and S22) Calibration 

2. Isolation 

3. Transmission 



 

 79 

 

Figure B-1: Forward Error Model [16]. 

 

Figure B-2: Reverse Error Model [16]. 

Table B-1: Forward Transmission Error Terms. 

e00 Directivity 

e11 Port 1 Match 

(e10e01) Reflection Tracking 

(e10e32) Transmission Tracking 

e22 Port 2 Match 

e30 Leakage 
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Table B-2: Reverse Transmission Error Terms. 

e’33 Directivity 

e’11 Port 1 Match 

(e’23e’32) Reflection Tracking 

(e’23e’01) Transmission Tracking 

e’22 Port 2 Match 

e’03 Leakage 

 

First we consider the complete error term model for forward and reverse model as shown in 

Figure B-3 and Figure B-4 respectively.  The s-parameters of the DUT are embedded in the signal 

flow model and in order to determine the actual s-parameters of the DUT, we need to determine 

the relationship of the measured s-parameters, the s-parameters of the DUT and the error terms.   

 

Figure B-3: Complete Forward Error Signal Flow [16]. 
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Figure B-4: Complete Reverse Error Signal Flow [16]. 

To calculate S11M, S21M, S12M and S22M, we utilize the following rules when simplifying the signal 

flow diagram. 

 

 

Figure B-5: Series Rule. 

 

 

Figure B-6: Parallel Rule. 
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Figure B-7: Self Loop Rule. 

 

 

Figure B-8: Splitting Rule. 

To solve S11M and S21M, we begin with the complete forward model, 

 

Figure B-9: Complete Forward Model. 
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By applying the series rule we get, 

 

Figure B-10: Error Model simplification after applying series rule. 

Now applying the series rule we get, 

 

Figure B-11: Error Model simplification after applying series rule. 
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Now applying the self loop rule we get, 

 

Figure B-12: Error Model simplification after applying self loop rule. 

Now applying the series rule we get, 

 

Figure B-13: Error Model simplification after applying series rule. 

Now applying the parallel rule we get, 

 

Figure B-14: Error Model simplification after applying parallel rule. 
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Now applying the series rule we get, 

 

Figure B-15: Error Model simplification after applying series rule. 

Now applying the self loop rule we get, 

 

Figure B-16: Error Model simplification after applying self loop rule. 

Now applying the series rule we get, 

 

Figure B-17: Error Model simplification after applying series rule. 
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Finally, applying the self loop rule we get S11M and S21M . 

 

Figure B-18: S11M and S21M solution after applying self loop rule. 

A similar exercise can be performed to determine S12M and S22M. 

One Port Calibration 

The first step will be the forward one port model.  This process will extract e00, e11, 

(e10e01) via S11 measurement.  The signal flow model is shown in Figure B-19. 

 

Figure B-19: One Port Error Signal Flow. 

Using nodal analysis at a0, a1, b0 and b1, the following equations can be derived, 

11101 beaa += ,                                                          (B.1) 

101100000 beeaeb += ,                                                    (B.2) 

Γ= 11 ab .                                                              (B.3) 

It is known that the general s-parameter definition is 
1

1
11

a

b
S =Γ=  therefore by applying the 

above the following equation can be determined. 
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where 

∆e = e00e11 – (e10e01) 

MeasuredΓ  is the measured reflection coefficient from the PNA  

and  

Γ is the actual reflection coefficient of the measured device or DUT. 

Three MeasuredΓ  are determined by connecting the calibration standards (open, short, load) to each 

port.  Theoretically, Γ  = 1 (full reflection) for calibration standards open and short and Γ = 0 (no 

reflection) for a load.  By re-arranging the above equation, we can derive the following for each 

known standard. 

111100 measuredeshortmeasuredshort ee Γ=∆Γ−ΓΓ+                                  (B.5) 

211200 measuredeopenmeasuredopen ee Γ=∆Γ−ΓΓ+                                (B.6) 

311300 measuredeloadmeasuredload ee Γ=∆Γ−ΓΓ+                                 (B.7) 

Similar analysis can be performed to determine the reverse transmission error terms (e’33, e’22 and 

(e’23e’32)) for the second port.  The errors terms can now be solved using linear algebra (3 

equations, 3 unknowns).  Each error term can be modeled in matrix form and can be thought of as 

s-parameters.  Therefore, we can represent the forward and reverse error terms as, 









=









1110

0100

110110

00 1

ee

ee

eee

e
,                                               (B.8)  

  







=









2223

3233

223223

33

''

''

'''

1'

ee

ee

eee

e
.                                             (B.9) 



 

 88 

 

Isolation 

To extract e30 and e’03, we connect the load standard (S12 = S21 = 0) to each port and 

measure S21 for forward leakage and S12 for reverse leakage. 

Transmission 

To extract the remaining four terms, e22 and e10e32 for forward model and e’11 and e’23e’01 

for reverse model, we connect the port 1 and 2 with a thru (S11 = S22 =0 and S12 = S21 = 1).  

Following the same nodal analysis and measuring S11 and S21 for the forward model yields, 
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Measuring S22 and S12 for the reverse model yields, 
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After all 12 error terms are known, calibration is complete and the PNA simultaneously solves the 

measured s-parameter equations to report the actual s-parameters of the DUT.  We can also re-

arrange the equations to show the s-parameters of the DUT as, 
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Appendix C 

S Domain to ABCD Domain Conversion Table 
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Appendix D 

Software Operations Manual 

This section describes in detail the step by step operation of the newly developed noise 

measurement system.  Figure D-1 shows the user interface of the system. 

 

Figure D-1: Software System User Interface. 

Step 1- System Initialization 

• Create a ‘DATA’ folder in the same location where the program was launched. Note: All 

data files will be saved into this directory and make necessary hard code changes for 

custom frequency settings to ensure correct data points are measured and ENR file 

location is valid. 

• Click the forward arrow button to execute the software program. 

• Click ‘Preset PNA and NFA’ and wait for response. This button will put the PNA and 

NFA into default mode. 

• Click ‘Initialize’ and wait for response. This button will initial the tuners to its default 

position. 
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• Click ‘Exit.’ This button will end the current session. 

• Key in the desired Start/Stop Frequency, Frequency Step and Averaging values. 

Step 2 – Perform full two port calibration 

• Click ‘Two Port CAL.’ This button will begin the SOLT calibration sequence.  You will 

be asked to perform the calibration offline. 

• On the PNA, go to Calibration and select Calibration Wizard. 

• Follow the instructions and select ‘2 port solt’ with ‘WinCal32’ Cal Kit. 

• Continue on and probe the corresponding short, open, load and thru standards on the 

calibration substrate and click ‘Finish’ on the PNA and click ‘OK’ in Labview. 

• Labview will save the calibration all 12 error terms in files: DIR(11).txt, SM(11).txt, 

RT(11).txt, CT(12).txt, TT(12).txt, LM(12).txt, DIR(22).txt, SM(22).txt, RT(22).txt, 

TT(21).txt and LM(21).txt. 

• Click ‘2 Port Measurement’ and wait for response.  This button will first measure the s-

parameters of the on-wafer device and save the files: S11_Thru.txt, S12_Thru.txt, 

S21_Thru.txt and S22_Thru.txt. Then the program will determine the Γinr of the receiver 

at the receiver reference plane and save the file: gamma_inr.txt. 

Step 3 – S22 Calibration 

• Replace the noise source with the ECAL module and click ‘S22 Cal’ and wait for 

response. This button will perform one port calibration and save all the one port error 

terms in files: S22_DIR.txt, S22_RT.txt and S22_SM.txt. 
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• Connect the noise source back and click ‘NS Measurement.’  This button will measure 

the S22 at source tuner reference plane for a hot and cold noise source and save the files: 

NS_S22_hot.txt and NS_S22_cold.txt. 

Step 4 – Source Tuner Characterization 

• Create two text files named ‘Source Tuner Position Low Band.txt’ and ‘Source Tuner 

Position High Band.txt’ in the DATA folder.  In these files, list all the tuner positions that 

will be used for tuner characterization. 

• Replace the noise source with the ECAL module and click ‘Tuner 1 Calculation.’ This 

button will determine the source tuner s-parameter data at all positions listed in the above 

files for low and high band.  The one port error terms and the tuner s-parameters will be 

saved in the following format for all positions listed:   

o S22_Low_(error_term)_(position).txt and S22_High_(error_term)_(position).txt 

o S11_T_Low_(position).txt, S12_T_Low_(position).txt, 

S21_T_Low_(position).txt and S22_T_Low_(position).txt  

o S11_T_High_(position).txt, S12_T_High_(position).txt, 

S21_T_High_(position).txt and S22_T_High_(position).txt 

Step 5 – Noise Power Measurement 

• Create two text files named ‘Noise Position Low Band.txt’ and ‘Noise Position High 

Band.txt’ into the DATA folder.  These files can be the same or a subset of the source 

tuner position files. 
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• Re-connect the noise source and click ‘NFA Measurement.’  This button will measure the 

hot and cold noise power at all positions listed and save the measurements in the 

following format for all positions listed: 

o PCOLD_Low_(position).txt and PHOT_Low_(position).txt, 

o PCOLD_High_(position).txt and PHOT_High_(position).txt. 

Step 6 – Data Output for Noise Parameter Extraction 

• Click ‘Noise Parameter Calc.’ This button will create Low and High Band Output.txt 

files that contain all measurement data and create noise data files for noise parameter 

extraction in MATLAB. 

Step 7 – Noise Parameter Extraction in MATLAB 

• Open the file ‘NoiseParamExtract.m’ and modify as necessary and run. 

• Noise parameters will be saved in tables:  NFmin, Rn, Gopt and Bopt. 


