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Abstract

The last two decades witnessed an increasing emphasis on reverse logistics (RL)
which is both economically attractive and ecologically bene�cial. Our thesis attempts
to investigate a few research problems in RL and explore the application of game
theoretic models in this �eld.

In Chapter 1, we introduce SCM and RL, game theoretic applications in SCM and
RL, and the organizational structure of this thesis.

In Chapter 2, we address a retailer�s single-period inventory problem with high
rate of resalable customer returns. We �rst develop a three-subperiod basic model
with order quantity as the single decision variable and conduct concavity analysis.
We then develop a general model in which the retailer determines both order quantity
and two inventory thresholds as an easy-to-follow reference for inter-period inventory
control. We use simulation for sensitivity analysis and investigate the timing e¤ect of
both customer demands and customer returns on the retailer�s decision making.

In Chapter 3, we explore the application of game theoretic models with incom-
plete information in inventory management. Games with incomplete information may
provide a more realistic modeling framework. We hope that our exposition may help
researchers interested in applying game theoretic models and computing the equilib-
riums in their speci�c problems in SCM and RL.

In Chapter 4 we consider a remanufacturing competition problem between an
original equipment manufacturer (OEM) and a pure remanufacturer (REM) with the
OEM�s incomplete information on the REM�s unit cost. We apply the type-III model
in Chapter 3 for formulation and derive the closed-form Bayesian Nash equilibrium
with the OEM�s priority of accessing available shells. We use sensitivity analysis, both
analytically and numerically, to investigate the e¤ect of such incomplete information
on both competitors�decision making.

In Chapter 5 we summarize our thesis and provide a general direction for future
research on game theoretic applications in RL.
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Chapter 1

Introduction

This chapter is composed of three sections. Section 1.1 gives a brief introduction
of supply chain management (SCM) and reverse logistics (RL). Section 1.2 presents
the applications of game theoretical models in SCM and the potential for further
application in RL. Section 1.3 explains the organizational structure of this thesis. Our
introduction indicates that RL has been drawing growing attention of both academic
researchers and industrial practitioners. We also show that game theoretic models,
which have found wide applications in SCM, have potential to be applied in RL.

1.1 Reverse Logistics

Supply chain management has been a dominant topic in operations research / manage-
ment science / operations management (OR/MS/OM) for about two decades. After
being �rst introduced in the mid of 1980s, the terms Supply Chain (SC) and Supply
Chain Management have been used in a very wide range in both academic circles and
industrial community (Nikbakhsh [67]). As Chopra and Meindl [15] de�ned,
�A supply chain consists of all stages involved, directly or indirectly, in ful�lling a

customer request. The supply chain not only includes the manufacturer and suppliers,
but also transporters, warehouses, retailers and customer themselves.�
SCM, accordingly, involves all kinds of processes that a �rm may use to control the

SC related behaviors so that its prede�ned goals can be achieved (Nikbakhsh, [67]).
The traditional domain of SC and SCM considers all kinds of �forward�handling or
processing until a product is delivered to customers. Recovery or recycling of used
products and materials, which is both economically competitive and environmentally
bene�cial, requires a material �ow from the end customer back to manufacturers.
Waste paper, used bottles and containers, and organic waste are materials collected
for various reusing purposes in our daily life. The number of recycling stations for
batteries and printer cartridges and even used cell phones keeps increasing. Profes-
sional brokers collect used items ranging widely from used auto tires, out-of-dated
computers, second-hand textbooks, to name a few. All these phenomena are links of

1
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a �backward�material �ow.
Reverse logistics is concerned with the management of material �ow in the opposite

direction to the traditional supply chain. The de�nition of RL varied over time.
Viewed narrowly, as Fleischmann et al. [31] summarized, RL �includes the logistics
activities from used products no longer required by the user to products again usable
in a market.�Probably the �rst formal de�nition of RL was proposed by the Council
of Logistics Management in 1992 which stresses the recovery aspects of RL:

�... the term often used to refer to the role of logistics in recycling, waste disposal,
and management of hazardous materials; a broader perspective includes all relating
to logistics activities carried out in source reduction, recycling, substitution, reuse of
materials and disposal.� (Stock, [85])

A more comprehensive de�nition which emphasizes the goal and processes involved
in RL was given by Rogers and Tibben-Lemke [73] in 1999:

�RL is the process of planning, implementing, and controlling the e¢ cient, cost-
e¤ective �ow of raw materials, in-process inventory, �nished goods and related in-
formation from the point of consumption to the point of origin for the purpose of
recapturing value or proper disposal�.

A broader de�nition given more recently (2011) by the Reverse Logistics Associ-
ation refers to RL as:

�all activity associated with a product/service after the point of sale, the ultimate
goal to optimize or make more e¢ cient aftermarket activity, thus saving money and
environmental resources.�(Bernon and Rossi, [6])

Research on RL can be traced back to as early as the 60s and 70s. Publications in
that age concerned more about solid waste recycling and its environmental implica-
tions (Pokharel and Mutha [72]). Papers about RL strategic models started to appear
in the 80s. It is about two decades ago when RL started to emerge as an OR/MS/OM
�eld (Stock, [85]).
The content of research covered under the �eld of RL is very extensive. In an

earlier stage, Fleischmann et al. [31] reviewed the RL quantitative models from three
perspectives � distribution planning, inventory management, and production plan-
ning � and pointed out how to integrate the backward �ow of returned products
and materials into traditional SCM models is the critical feature of RL research.
Carter and Ellram [13] reviewed the RL literature from transportation, packaging,
purchasing, and environmental aspects. More recently, Rubio et al. [75] did a review
focusing on recovery production management and production planning, end-of-life
products distribution, and inventory management. Guide and Van Wassenhove [39]
did a review focusing on pro�table value recovery from returned products. Pokharel
and Mutha [72] reviewed the RL literature from an input-and-output perspective and
divided RL research topics into four subgroups, namely, RL inputs, RL structure, RL
processes, and RL outputs. Their review shows that deterministic models compose a
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major stream in RL research while the application of stochastic models is very lim-
ited. In spite of the appearance of a number of reviews for RL related literature,
the large volume of RL research still calls for a systematic synthesis into a broad-
based conceptual framework. Bernon and Rossi [6] presented a conceptual framework
for managing retail RL operations. Lambert et al. [50] proposed a reverse logistics
decisions conceptual framework in which a large variety of practical situations are
considered. These two, to the best of our knowledge, are the most recent e¤orts that
has been made to �ll in this research gap.
We observe that, along with RL, there exist a few well-known OR/MS/OM terms

which overlap with RL in various magnitude. They are closed-loop supply chain
(CLSC), green supply chain management (GrSCM), and sustainable supply chain
management (SSCM). Here we would like to brie�y state the relations between RL
and these terms.

� CLSC stresses one essential �gure of SCM. That is to close the loop of a supply
chain by integrating waste materials into logistic management decisions (Dy-
ckho¤ et al. [24]). Accordingly, researchers in CLSC take RL as an element
of SCM for the reason that the backward material �ows do not surpass the
generalized concept of supply chain management (Dekker et al. [21]);

� GrSCM stresses on the environmental bene�cial e¤orts made with SCM. As
Srivastava [84] summarized, the scope of GrSCM includes the importance of
GrSCM, green design, and green operations. RL, along with remanufacturing
and waste management, belongs to the category of green operation;

� SSCM emphasizes the sustainable development of SCM and, as a matter of fact,
has been used to a large extent as synonyms or near-synonyms to GrSCM. The
concept of sustainable development � originally proposed byWorld Commission
on Environment and Development in 1980s � includes three major dimensions
� economic prosperity, social justice, and environmental quality (Nikbakhsh,
[67]). John Elkington [25], in his book �Cannibals with forks�, pointed out that
these three dimensions are also the �triple bottom line� of the 21st century
business featured with rapidly evolving capitalist economies. Correspondingly,
SSCM, as its name implies, considers economic, social and environmental issues
in supply chain management.

Based on the above, to sort these terms in the order of their research scope, we
would like to put them as:

RL � CSCM � GrSCM � SSCM;

where �A � B�means A is a subset of B.
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1.1.1 Customer Returns

Customer returns compose one of the upstream links along the RL backward material
�ow. Most available research on customer returns focus on return policies. Return
policies allow consumers to return purchased products for refund under certain condi-
tions. Comprehensive surveys on return policies can be found in David et al. [19] and
Rogers and Tibben-Lemke [73]. Earlier studies reveal that return policies can bene�t
customer relationships by improving customer satisfaction and retention (Pokharel
and Mutha [72]). Along with the e-business revolution in recent years, competition in
retailing industry is more intensive. More and more retailers are adopting return poli-
cies as an e¤ective competitive weapon. Meanwhile, the prevalence of return policies
has also given rise to a remarkable growth in customer returns and this has brought
new challenges to retailers� inventory management, a crucial managerial aspect in
both RL and the retailing industry. Research e¤orts assessing customer returns in
inventory management started to appear in early 2000s, although the volume so far
is still limited.
For a retailer�s strategic decision making, the remarkable growth in customer re-

turns requires a deliberate consideration on how to involve the return �ows into their
inventory management. More speci�cally, to comprehend the timing and patterns
of both customer demands and customer returns and to understand their e¤ects on
inventory management are crucial aspects for a retailer to consider. These concerns
motivate us to do the research work presented in Chapter 2 of this thesis.

1.1.2 Remanufacturing

Remanufacturing is another essential aspect in RL, although, in some literature, re-
manufacturing is positioned in parallel with RL under the �eld of green operations
(Srivastava [84]). Meanwhile, the de�nitions and statements regarding RL, which
have been introduced earlier in this chapter, all imply that remanufacturing can be
understood as a research �eld within the scope of RL. We take this point of view
throughout our study.
As de�ned byMajumder and Groenevelt [58], remanufacturing is the process of dis-

assembling used items, inspecting and repairing/reworking the components, and using
these in new product manufacture. Having been around for over half a century, re-
manufacturing is generally considered an e¤ective and e¢ cient way to handle returned
but reusable products and to ful�ll multi-dimensional purposes, i.e., alternative raw
material, cost saving, waste deduction and value generation. The remanufacturing
industry is also called an �invisible industry�. Its scope is wide and diverse, but the
research available on this topic is sparse (Parkinson and Thompson [68]). The �rst
comprehensive overview of research for remanufacturing was completed by Bras and
McIntosh [7]. More recently, Parkinson and Thompson [68] examined the terminol-
ogy surrounding remanufacturing and clari�ed the de�nitions of related terms such
as reusing, recycling, refurbishing, and reconditioning.

4



Ph.D. Thesis �Sandy H. Wu McMaster University �Management Science

Uncertainty is involved in several aspects in remanufacturing. The quantity, qual-
ity, and timing of returned products and the demand of remanufactured products
are the major ones which have been considered in the literature of remanufacturing.
Recent years have witnessed growing remanufacturing competition between original
equipment manufacturers and remanufacturers. We notice that these remanufacturing
competitors may not always know each other�s feature information such as production
cost. It would be interesting to examine how the uncertainty of such feature informa-
tion may impact the decision making of remanufacturing competitors. This thought
motivates us to do the research work presented in Chapter 4.

1.2 Game Theoretic Applications in SCM and RL

Game theory (GT) is an e¤ective tool for the analysis of situations involving con�ict,
competition, and cooperation. The development of game theory dates back to early
1940s and its applications are found in diverse areas including economics, political
science, management-labour arbitration, philosophy, warfare, auctions, etc. Applica-
tions of game theory in management science peaked in the 1950s but waned during
the 1960s and 1970s. Shubik [83] gave an early survey of game theory in management
science. Feichtinger and Jorgensen [26] gave a speci�c review on di¤erential game
models in management science. The real proliferation of game theoretic applications
in MS/OR happened in the late 1980s, following the revolution of SCM in early 1980s.
Leng and Parlar [54] provided a review on game theoretic applications in SCM. Na-
garajan and Greys So�síc [65] did a survey on some applications of cooperative game
theory in SCM. Fiestras-Janeiro et al. [30] did a review of the applications of cooper-
ative game theory in the management of centralized inventory systems. To the best
of our knowledge, there have not been any review or survey on the applications of
game theoretic models in the �eld of RL. Our thesis focuses on the applications of
non-cooperative game models in SCM and RL.
Among the applications of game theoretic models in SCM, most consider games of

complete information. That is, all players are assumed to know each player�s objective
function as common knowledge. This assumption is usually thought to be stringent
and unrealistic. In many situations, a player�s payo¤ function may not be known
by all players. For example, a local pure remanufacturer (REM) is about to enter
the market of a remanufactured product and to compete with an original equipment
manufacturer (OEM). The OEM gets informed about the forthcoming entrance of
the REM. But as the competitor, the OEM may be unsure about the REM�s unit
production cost. For this kind of situations, games with incomplete information rather
than games with complete information are preferable modeling tools.
Currently, applications of incomplete information games in SCM focus on informa-

tion sharing and incentive mechanism design for contracting problems. Applications in

5



Ph.D. Thesis �Sandy H. Wu McMaster University �Management Science

other SCM facets such as production planning and inventory management are limited.
Applications of dynamic games with incomplete information are even more limited.
In the domain of RL, more competitive or cooperative business behaviors such as
the competition in remanufacturing mentioned above are arising and deserve further
investigation. Such an investigation will be valuable for both industry practitioners
and academic researchers who are involved in RL and wish to make improvements
both economically and ecologically. Hence, RL has opened up a wider sphere for the
applications of game theoretic models. In order to help researchers in our �eld to get
a better understanding of how to construct games with incomplete information and
to compute the corresponding equilibrium, we are motivated to provide in Chapter 3
a detailed elucidation of game models with incomplete information and their solution
concepts with simpli�ed applications in stochastic inventory management.

1.3 Organization

We present the organization of this thesis in the following.
Chapter 1 (this chapter) brie�y introduces the crucial concepts covered in this

thesis.
Chapter 2 studies a retailer�s single-period inventory management problem with

resalable returns. We divide a single period into three subperiods to examine the
timing e¤ects of portions of demand and customer returns on the retailer�s decision
making on inventory management. In the basic model, the retailer chooses an order
quantity to optimize his total expected pro�t. We do concavity analysis for this
model and conclude the su¢ cient conditions for the strict concavity of the retailer�s
total expected pro�t. In the general model, the retailer makes decision for both the
order quantity and two inventory thresholds for the last two subperiods. The two
thresholds will be used as the retailer�s inventory reference when it is found better
to return extra inventory to the supplier. We do simulation for the general model
and study the timing e¤ects of portions of demand and customer returns on the
retailer�s inventory policy and pro�t performance. This chapter is, to the best of our
knowledge, the �rst investigation of the timing e¤ects of customer returns on inventory
policy making. Another two contributions we make are: (1) both customer returns
and return-to-supplier are considered in a retailer�s inventory management, and (2) a
feasible and easy-to-follow inventory policy is provided for a retailer who faces high
rates of customer return and, simultaneously, has a return-to-supplier option.
Chapter 3 presents a simpli�ed exposition of applications of incomplete infor-

mation games into inventory management. After presenting a brief review of the
static and dynamic games under complete information, we illustrate the application
of these two games in inventory management by using a single-period stochastic in-
ventory problem with two competing retailers. Next illustrated is the Bayesian Nash
equilibrium and perfect Bayesian equilibrium solution concepts for the static and
dynamic games under incomplete information with two competing retailers. The ex-
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pository nature of this chapter give MS/OR researchers an easy-to-follow access to
the applications of incomplete information games to more speci�c areas in SCM and
RL.
Chapter 4 studies the remanufacturing competition problem between an OEM

and a REM with incomplete information. We use linear demand functions for both
the OEM and the REM. We �rst study the OEM-REM remanufacturing competition
problem with complete information. We prove the existence and uniqueness of the
Nash equilibrium to this problem and obtain the closed-form NE solution. We then
assume that the OEM is uncertain about the REM�s unit remanufacturing cost but
has the priority of accessing available shells and apply the type-III model in Chapter 3
to formulate this remanufacturing competition problem with incomplete information.
We apply Bayesian Nash equilibrium as the solution concept, prove the existence
of the BNE solution and obtain the closed-form BNE solution to this model. We
then conduct sensitivity analysis and analyze the e¤ect of such uncertainty on the
OEM-REM remanufacturing competition.
Finally Chapter 5 summarizes our results in this thesis and identi�es a general

direction for future research.
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Chapter 2

The Newsvendor Problem with
Resalable Returns

2.1 Introduction

The retailing business world is experiencing a signi�cant increase in customer returns
(Mostard and Teunter [62]). This phenomenon occurs for several reasons.
The �rst reason is government related. Legislation systems in many countries now

de�ne it as customers�legal right to return a purchased product within a certain time
frame. It is also regulated as the retailers�obligation to refund the customer, either
fully or partially, if the condition of the returned product is acceptable.
Secondly, the increasingly �erce competition among retailers promotes customer

returns. On the one hand, a return policy is regarded as a signal of high quality
which can be used to stimulate market demand (Xiao et al. [95]). It is also well
known as an e¤ective weapon that retailers can use to attract consumers. Therefore
more retailers are making proactive o¤ering of return policies to strengthen their
competitive position in the marketplace. Threatened with the growing commercial
competition from these proactive return-policy takers, some conservative retailers are
forced to apply return policies to retain their competitiveness. On the other hand,
peer competition keeps challenging the retailers�leniency on their return policy. A
customer can return a purchased product with no obligation to provide any excuse
or explanation for his/her decision, although an optional explanation of the reason is
helpful for the purpose of improving the retailer�s business. The return time frame
is getting extended as well. An overtime return is no longer unacceptable for many
retailers, although it is common that for an overtime return the customer gets refunded
either partially or fully in the form of store credit. In particular, the leniency of
return policies in Europe has already exceeded the government mandated regulation
(Mostard and Teunter [62]).
The consumer is the third aspect. Modern managerial theory states that the easier

a purchased product can be returned the more likely it will be returned (Davis et al.
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[19]). The growing leniency grants customers substantial �exibility in making a return
decision and reduces their cost to reverse a bad decision. Although a lenient return
policy gives more liberalization to consumers, it simultaneously exposes a retailer
to consumers�abuse of their leniency (Ketzenberg and Zuidwijk [47]). In addition,
the increase of product variety, which is commonly considered as a fruit of economic
development, raises the uncertainty in the consumer�s decision making (Xiao et al.
[95]). That is, the consumer is more uncertain about whether, or to which extent, the
purchased item meets his/her need or desire. Intuitively speaking, the more uncertain
a customer is about the purchased product, the more likely the product ends up with
being returned.
Another reason for increasing customer returns lies in �mail sales�. Mail sales,

originally in the form of catalogues, hold a considerable share in the total sales of
commercial businesses. Along with the prevalence of the Internet and the boom of E-
commerce since early 21th century, more and more retailers are seeking online business
opportunities. The Internet has replaced catalogues and become the dominant form
of mail sales. Hence, the share of mail sales has been continuingly increasing in the
last two decades.
Mail sales are distinguished from traditional retail sales in several aspects. Firstly,

rather than checking the physical body of the product, a consumer using mail sales
views the product image provided in catalogues or on the Internet. This exposes
the consumer to a higher risk that the product may be unsatisfactory. Secondly, a
consumer using mail sales can easily place an order with a remote retailer with no
need for travelling. Purchasing on the Internet or via fax machine can even save a
trip that is only a walking distance.
It is observed that another signi�cant di¤erence lies in customer return rates which

tend to be much higher in mail sales than in traditional retail sales. Mostard and Te-
unter [62] attributed this di¤erence to the two features of mail sales we have mentioned
above. As revealed in a survey, the majority of consumers acknowledge that return
policies play an important role to encourage them to purchase from remote retailers
they are unfamiliar with (Ketzenberg and Zuidwijk [47]). This kind of easy though
curt purchasing behavior is another source of high volumes of customer returns. Cus-
tomer return rates for some mail sales can be as high as 35%. In some extreme cases,
it can even reach a peak of 70%. Returns of seasonal products are even more likely
to be problematic (Vlachos and Dekker [89]).
The notable increase of customer returns has been challenging to the retail business

world. For companies having high volumes of customer returns, how to handle these
returns has become one of the most important management problems. There are
multiple options for handling this issue. For returns that can be resold directly,
retailers may put them on sale with a reduced price, organize a clearance sale event,
or deliver them to an outlet store. Items that need to be recovered are normally sent
for remanufacturing or refurbishing.
For seasonal products having a limited sale period, the better and faster the return
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products are recovered, the higher pro�t they can generate. When a product is recov-
ered to be resalable as a brand new product, we say it is in as-good-as-new condition
and call it as a resalable return. Returned products in mail sales, compared with
traditional sales, are easier to be recovered to an as-good-as-new condition. For some
seasonal products, such as textbooks, a large portion of returns are seldom used, so
they can be directly put back into inventory in an as-good-as-new condition. Hence,
customer returns actually bene�t a retailer as a complementary supply channel that
can often merge with the primary one. Meanwhile, the retailer is compelled to take the
high-volume resalable returns into inventory policy making � an essential manage-
ment problem in retail business. For a strategic decision maker, it implies more than
to attach substantial importance to customer returns in the domain of consciousness.
It requires a deliberate consideration on how to involve the return �ows into inven-
tory management. More speci�cally, to comprehend the timing and patterns of both
customer demands and customer returns and to understand their e¤ects on inventory
dynamics are crucial for the retailer�s decision making. These concerns motivate the
work in this chapter.
This chapter considers a single-period single-order newsvendor problem with re-

salable returns faced by a mail sales retailer. We assume that the returned items can
be recovered, easily and quickly, to an as-good-as-new condition and can be used to
satisfy an arriving customer at the same price as a brand new product. We divide
the single period into three subperiods and assume that a product sold at an earlier
subperiod can be returned and recovered as a resalable product in later subperiod(s).
We �rst develop a basic model in which the retailer maximizes the total expected
pro�t with order quantity as the unique decision variable. We do concavity analysis
for the basic model and provide the su¢ cient conditions for the concavity of the total
expected pro�t. Then we develop a general model in which the retailer determines, be-
sides the order quantity at the beginning of the entire period, the inventory thresholds
for the beginning of each following subperiods. At the beginning of each subperiod
(except the �rst one), the retailer will determine whether to return a certain amount
of products to the supplier by referring to the corresponding threshold. By doing
sensitivity analysis for this general model, we observe the timing e¤ect of portions of
customer demand and customer returns on the retailer�s inventory decision making.
This chapter is organized as follows. Section 2.2 gives a literature review. In

Section 2.3, we de�ne a basic model and do concavity analysis for this model. In
Section 2.4, we extend to a general model which involves two possible intermediate
returns to the supplier and do simulation for sensitivity analysis. Section 2.5 gives
several interesting managerial insights and Section 2.6 concludes.

2.2 Literature Review

The tremendous increase in customer returns is drawing the attention of OR/OM
researchers. Inventory management is one of the research topics that are closely
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related. To �t the scope of our chapter, our literature review in this chapter focuses on
single-period inventory models dealing with customer returns to retailers and retailer
returns to suppliers.
To the best of our knowledge, the earliest paper dealing with inventory manage-

ment with customer returns to a retailer was completed by Vlachos and Dekker [89]
who studied a single period inventory problem based on two important assumptions:
1) a �xed percentage of sold products will be returned and, 2) all products are to
be resold at most once. Six options for handling customer returns are considered,
each corresponding to a speci�c setting of return reusing (no or partial reuse), return
recovery (partial or full recovery), and recovery cost (with or without �xed recovery
cost). The paper provides closed form analytical expressions for the optimal order
quantity of each option and presents guidelines for selecting a proper return option.
Mostard and Teunter [62] argued that the two assumptions that Vlachos and

Dekker [89] held are restrictive and unrealistic and moreover, ignore the net demand
variability. In this sense, the optimal order quantities derived in [89] are sub-optimal.
To tackle this problem, Mostard and Teunter [62] analyzed a newsboy problem with
resalable returns in a case study where the above two assumptions are relaxed. They
derived a simple closed-form formula that determines the optimal order quantity Q�.
By comparing Q� with the order quantity that is used by the company in practice
and an order quantity approximated by the formula Vlecho and Dekker provided in
[89], they concluded that applying Q� improves the company�s pro�t.
The paper written by Ketzenberg and Zuidwijk [47] was probably the most recent

one to study customer returns. They modelled a retailer�s single selling season by
splitting it into two periods and assume that 1) the returns in the �rst period can
be recovered and sold in the second one and; 2) the returns in the second period can
only be salvaged. The customers they consider are assumed sensitive to both price
and return policy. Besides making decision for the optimal ordering quantity, they
address issues about optimal pricing and return policy making as well. As far as we
know, this is the only published paper that considers customer returns in multiple
periods within a single selling season.
Compared with the literature on newsvendor problems with return options for

customers (to retailers), the literature on newsvendor problems with various return
options for retailers (to suppliers or manufacturers) is more abundant. Earlier papers
are extensions regarding additional replenishment or re-ordering options. For the
classical newsvendor problem to be applicable, the demand distribution is an essential
piece of information. However it is often the case that the information available for
the retailer to estimate the demand distribution is insu¢ cient. As an alternative,
Scarf [79] proposed a �distribution-free�model which requires merely the mean and
standard deviation of the demand distribution to obtain the optimal order quantity
that maximizes the minimum pro�t. Pasternack [70] considered the pricing decision of
a producer of perishable product and investigated the e¤ect of several return policies
(with a retailer) on the producer�s pricing decision. Gallego and Moon [33] extended
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Scarf�s work to a recourse case in which the retailer, after observing the demand, will
meet extra demand by placing an emergency order with a higher unit purchasing cost.
This is probably the �rst extension of the newsvendor problem that involves a second
ordering opportunity for the retailer. Khouja [48] further extended this recourse model
by, in case of shortage, allowing partial extra demand be lost and the remainder be
satis�ed with an emergency supply option. Khouja [48] considered two maximization
objective functions: one is the expected pro�t and the other is the probability of
reaching a desired pro�t which has been justi�ed as an applicable managerial target.
Lau and Lau [51] did an exploratory study of the newsvendor problem with mid-
period replenishment and developed a semi-analytical solution procedure. Buchanan
and Abad [8] studied the inventory control problem in a periodic review system where
containers are returned by consumers to the manufacturer for reuse. They viewed the
returns in a given period as a stochastic function of the number of containers out
in the �eld and used dynamic programming to derive the optimal inventory control
policy for the system. Ma and Meng [57] made the extension by o¤ering the retailer
a second ordering opportunity in case that the �rst order quantity Q1 is insu¢ cient
to meet the customer demand. The paper derives a simple formula to determine the
optimal values for the �rst and second order quantities which jointly maximize the
retailer�s expected pro�t. The computational experiments also show a substantial
increase in pro�t as the bene�t of allowing an emergency order option.
Kabak [45] considered a partial return for the retailer. This is probably the �rst

newsvendor model dealing with the retailer�s return option. Kodama [49] extended
Kabak�s model by considering both partial returns in case of surplus and additional
orders under shortage, under general demand.
As supply chain management has been a dominant topic in OR/OM, we have

seen studies of retailer returns in the context of supply chain management. Lee [52]
investigated the coordination related issues among a supplier, a retailer and a discount
sale outlet (DSO). In Lee�s model [52], the single period for the newsvendor�s regular
sale is followed by a markdown period. The supplier is in charge of designing the return
policy, either with or without cooperation with the retailer-DSO alliance. The retailer
has two return options, either to return the surplus to the supplier per return policy or
to leave them to the discount sale outlet. Their numerical results demonstrate o¤ering
a return option to retailers as an e¤ective tool for the supplier to conquer a common
problem in a decentralized supply chain � the double marginalization. Probably the
latest extension of the newsvendor problem with return policy was attributed to Lee
and Rhee [53]. In the context of a decentralized supply chain, Lee and Rhee [53]
proposed three coordination contracts, each including a return policy and a bene�t
transfer scheme. The supplier is assumed to use these coordination contracts to
motivate the retailer to cooperate so that the outcome of the decentralized system
can reach the same level as that of an integrated supply chain.
In this chapter, we make a further extension for the newsvendor problem with

resalable customer returns. We take both customer returns and the retailer�s return
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option into consideration. We divide the single period into three subperiods so as to
investigate the timing e¤ect of both portions of demand and customer returns. The
contribution of this chapter is twofold. We believe this is the �rst investigation of the
timing e¤ect of portions of demand and customer returns on the retailer�s inventory
management. We also provide a feasible and easy-to-follow inventory policy for the
retailer facing high-volume customer return rates and/or return-to-supplier options.

2.3 The Basic Model

In this section, we consider a basic model for the newsvendor problem with resalable
returns. More speci�cally, we consider a single period inventory system for a single
seasonal product, in which a signi�cant fraction of customer purchases will be returned
to the retailer. We start with assumptions and notations.

2.3.1 Assumptions and Notations

We �rst assume that the retailer, whose target is to maximize the total expected
pro�t, will determine a single order quantity which is to arrive at the beginning of the
period. Considering that mail-sale retailing business is normally characterized with
long lead times and short selling seasons (Mostard and Teunter [62]), we think it is
reasonable to have a single order.
We assume the customer return rate to be signi�cantly high, hence the formula

provided in the classical newsboy problem is not su¢ cient to estimate the optimal
order quantity. We need to deal with the customer returns more carefully. We assume
that the returned items can be easily processed to an as-good-as-new condition and
be ready to satisfy new arriving customer orders. Moreover, we assume that when
a customer returns a purchased item to the retailer, it would be the customer�s re-
sponsibility to pay the packing and shipping fee. Hence, when the retailer receives
a return-from-customer, he will refund exactly the whole purchase price s to the
customer. Meanwhile, we assume a customer return to incur a certain cost for ad-
ministration and processing so that it can be resold at the original sale price s. We
denote this unit cost as b and assume the value of b be signi�cantly smaller than the
value of unit sale price s.
In Table 2.1, we list the notations that we use for the basic model. The operation

of this single-period inventory system with customer returns is depicted in Figure 2.1.

2.3.2 The Model

In the original newsvendor problem, the retailer determines an order size to satisfy the
stochastic demand in a single period and the order will be available at the beginning
of the period (Axsäter [3]). Similarly, the retailer in our resalable return problem will
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Symbol Description
b Unit handling cost for a return from customer;
c Unit purchase cost;
p Unit penalty cost for shortage;
s Unit sale price;
v Unit salvage value at the end of the period;
X Total demand for the entire period;

f(x) Probability density function of the total demand of the entire period;
F (x) Cumulative density function of the total demand of the entire period,

F (x) =
R x
0
f (t) dt;

Ti Subperiod i in which a proportion (�i) of the total demand occurs;
�i Portion of demand that will occur in subperiod Ti (i = 1; 2; 3) ;

0 � �i � 1; �1 + �2 + �3 = 1;
�ij Portion of products sold at Ti that are returned and resalable in Tj,

(i = 1; 2; j = 2; 3; i < j;
P

j �ij � 1);
Ii Initial inventory level for subperiod Ti;
Si Sales in subperiod Ti, i = 1; 2; 3;
Rj Items that were sold in previous subperiod(s) but have been returned

and become resalable in subperiod Tj, Rj =
P

i�j �ijSi.

Table 2.1: Summary of notations for the newsvendor problem with resalable returns.

Figure 2.1: The �ow diagram of the basic model for the newsboy problem with resal-
able returns.
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make the decision on the order size Q and the order will be available at the beginning
of the period.
As mentioned in Section 2.1, we are interested in investigating the timing e¤ect of

both customer demand and customer returns. To facilitate the investigation, we divide
the single period into three subperiods, T1, T2, and T3. Correspondingly, portion �i
of the total period demand X would occur in subperiod Ti, (i = 1; 2; 3), i.e., for each
�i we have

0 � �i � 1 and
3X
i=1

�i = 1:

If a demand can�t be satis�ed at its occurrence, it will be considered as a shortage.
Alternatively speaking, any demand that can�t be satis�ed instantly is regarded as a
shortage.
Also we assume that among the items that are sold in subperiod Ti, portion �ij

will be returned and recovered to an as-good-as-new condition for resale at subperiod
Tj. We understand that, even an easy and simple recovery process still takes certain
time. Hence, we assume that an item that is sold in subperiod Ti, if it is returned,
can only be ready for resale at a later subperiod Tj, where j should be greater than
but not equal to i. For example, an item sold in subperiod T1, if being returned, can
only be used to satisfy the demand in either T2 or T3. Hence, for �ij we have

3X
j=i+1

�ij � 1, (i = 1; 2; j = 2; 3; j > i)

The retailer is to determine an optimal order quantityQ which maximizes the total
expected pro�t E (�). We need to introduce a few intermediate variables to obtain
the correct expression of the total expected pro�t. They are, for each subperiod Ti,
inventory level Ii, sale Si, and customer returns Ri, (i = 1; 2; 3). The inventory level Ii
at the beginning of subperiod Ti is determined by the selling and returning behavior in
previous subperiods. The sale Si is determined by the available inventory level Ii and
subperiod demand �ix. The customer return Ri is determined by sales in previous
subperiods. We provide in detail the expression of each intermediate variable in the
following.

For the �rst subperiod T1: At the beginning of the �rst subperiod, neither any sale
nor any return has occurred yet. So we have customer returns R1 = 0 and
the inventory level I1 equal to the initial order size Q. The subperiod sale
would be the minimum of inventory level I1 and customer demand �1x, i.e.,
S1 = min (�1x; I1) = min (�1x;Q).

For the second subperiod T2: At the beginning of the second subperiod, the re-
salable customer returns collected from the �rst subperiod are R2 = �12S1 =
�12min(Q;�1x). Hence the inventory level I2 would be the sum of the brand
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new items left over from the �rst subperiod, which is Q�min (�1x; I1), and the
resalable customer returns R2, i.e., I2 = Q � min (�1x; I1) + R2. The demand
in the second subperiod is �2x, so the sale in the second subperiod would be
S2 = min (�2x; I2).

For the third subperiod T3: In a similar way, for the third subperiod, the beginning
inventory level I3 is also composed of two parts: the leftover from the second
subperiod, which is I2 � min(I2; �2x), and the returns that are collected from
the �rst two subperiods but become resalable at the beginning of the third
subperiod, which is R3 = �13min(Q;�1x) + �23min(I2; �2x). That means I3 =
I2 �min(I2; �2x) + R3. Also the demand in the third subperiod is �3x, so the
sale would be S3 = min (�3x; I3).

To summarize, the intermediate variables for each subperiod Ti are:

T1 :

8<:
R1 = 0;
I1 = Q;
S1 = min (�1x;Q) ;

T2 :

8<:
R2 = �12min(Q;�1x);
I2 = Q� (1� �12)min(Q;�1x);
S2 = min (�2x; I2) ;

(2.1)

T3 :

8<:
R3 = �13min(Q;�1x) + �23min(I2; �2x);
I3 = I2 � (1� �23)min(I2; �2x) + �13min(Q;�1x);
S3 = min (�3x; I3) :

Given unit sale price s, unit purchase cost c, unit shortage penalty cost p, unit
return processing cost b and unit salvage value v at the end of the period, we can
obtain the pro�t function �i for each subperiod Ti (i = 1; 2; 3) as:

�1 =

�
s�1x� cQ; if �1x � Q;
sQ� p(�1x�Q)� cQ; if �1x � Q;

(2.2)

�2 =

�
s�2x� (s+ b)R2; if �2x � I2;
sI2 � p (�2x� I2)� (s+ b)R2; if �2x � I2;

(2.3)

�3 =

�
s�3x+ v (I3 � �3x)� (s+ b)R3; if �3x � I3;
sI3 � p (�3x� I3)� (s+ b)R3; if �3x � I3:

(2.4)

The expected pro�t of each subperiod is simply denoted as Ji for Ti, i = 1; 2; 3. It
follows that, in this basic model, the expected total pro�t, which we denote as J , is
the sum of the expected pro�t Ji of each subperiod Ti, i.e.,

J = J1 + J2 + J3 = E (�1) + E (�2) + E (�3) : (2.5)

We will provide in detail the expressions of expected subperiod pro�ts J1; J2; and J3
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in the following concavity analysis.

2.3.3 Concavity Analysis

After we introduce the basic model and obtain the expected total pro�t in (2.5), it
is important to investigate the concavity feature of this model. We are interested to
see whether the expected total pro�t is concave in regard to the decision variable, the
order quantity Q.
As explained in 2.3.1, when the retailer receives a customer return, it incurs an

administrative and processing fee b and the retailer would refund the total price of
the item s to the customer. In general practice, the value of b is signi�cantly smaller
than the value of the whole sale price s. Hence, we �rst do the concavity analysis
with b = 0.

When b = 0

To investigate the concavity of the total expected pro�t, we �rst present the concavity
feature of each Ji, (i = 1; 2; 3), in Lemma 2.1, 2.2, and 2.3, respectively.

Lemma 2.1 For the �rst subperiod T1, the �rst derivative of the expected pro�t
dJ1=dQ is positive at Q = 0 (the left end point) and negative at Q =1 (the right end
point). The second derivative of the expected pro�t d2J1=dQ2 is negative.

Lemma 2.2 For the second subperiod T2, the �rst derivative of the expected pro�t
dJ2=dQ is positive at Q = 0 (the left end point) and zero at Q = 1 (the right end
point).

Lemma 2.3 For the third subperiod T3, the �rst derivative of the expected pro�t
dJ3=dQ is positive at Q = 0 (the left end point) and negative at Q =1 (the right end
point) if v=s < �13 and �1�12 � �2.

The proofs of the above three Lemmas are provided in Appendix A. Based on
Lemma 2.1, 2.2, and 2.3, we derive the concavity feature of the total expected pro�t
as in Lemma 2.4.

Lemma 2.4 Regarding the total expected pro�t J , its �rst derivative dJ=dQ is positive
at Q = 0 and negative at Q =1; its second derivative d2J=dQ2 is negative if �1�12 �
�2.

The proof of Lemma 2.4 is presented in Appendix A as well. Given the concavity
feature of the total expected pro�t as stated in Lemma 2.4, we have the following
theorem:

17



Ph.D. Thesis �Sandy H. Wu McMaster University �Management Science

Theorem 2.1 The total expect pro�t of the basic model is maximized at a unique
optimal order quantity if �1�12 � �2.

Furthermore, we derive the su¢ cient conditions for the strict concavity of the total
expected pro�t J with b = 0 and summarize in Table 2.2, where �k; (k = 1; : : : ; 5) are
intermediate parameters which can be found in Appendix A, page 113.

Case Case Conditions Su¢ cient Conditions for Strict Concavity
1 �1� 0; �2� 0 �23��12�23��13��12< 0
2 �1� 0; �2� 0; �3� 0 (v � s) (�23 � �12�23 � �13)�p�12< 0
3 �1� 0; �2� 0; �3� 0 �23��12�23��13��12< 0
4 �1� 0; �5� 0 Concave
5 �1� 0; �5� 0; �1+�2� 0 Concave
6 �1� 0; �5� 0; �1+�2� 0 Concave

Table 2.2: The su¢ cient conditions for the strict concavity of the total expected pro�t
when b = 0.

As Table 2.2 shows, when the �rst subperiod customer return is not enough to
satisfy the second subperiod demand, i.e., �1 � 0 or �1�12 � �2, the strict concavity
of the total expected pro�t depends on return ratios �ij and monetary parameters v;
s; and p. When the �rst subperiod return exceeds the second subperiod demand, i.e.,
�1 � 0 or �1�12 � �2, the total expected pro�t is strictly concave with respect to the
order quantity Q. We understand that it may be simpler to group Cases 4, 5, and
6 into one with condition �1� 0, but we still decide to list them all there in order to
keep consistency with the proofs in Appendix A.

When b > 0

We further investigate the concavity feature of the basic model with b > 0, by following
the same procedure as with b = 0. We derive the expressions of the total expected
pro�t and the �rst and second derivatives for each of the six cases and obtain the
su¢ cient conditions for the concavity of the total expected pro�t as shown in Table
2.3.
Table 2.3 shows that the su¢ cient conditions for strict concavity of the total

expected pro�t is more complicated with b > 0 than the conditions with b = 0 in Table
2.2. If we set b = 0 in Table 2.3, all the six su¢ cient conditions become identical with
the counterparts in Table 2.2. It implies the consistency between Table 2.2 and Table
2.3. Furthermore, we note that even when b > 0, most cases in Table 2.3 are identical
with Table 2.2 if only b < p. For example, if b < p, then b� p < 0 and p� b > 0. It
follows that the su¢ cient conditions for Case 1 in Table 2.3, which are b� p < 0 and
(�23 � �12�23 � �13 � �12) < 0, will be simpli�ed into �23 � �12�23 � �13 � �12 < 0,
which is exactly the su¢ cient condition for Case 1 in Table 2.2. This fact applies
to Case 3, 4, 5, and 6 as well. Case 2 is the only exception, because having Case 2
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Case Case Conditions Su¢ cient Conditions for Strict Concavity
1 �1� 0; �2� 0 b� p < 0 and

�23��12�23��13��12< 0
2 �1� 0; �2� 0; �3� 0 b� p < 0 and

(v � s� b) (�23 � �12�23 � �13)�(p� b)�12< 0
3 �1� 0; �2� 0; �3� 0 b� p < 0 and

�23��12�23 � �13��12< 0
4 �1� 0; �5� 0 b� p < 0
5 �1� 0; �5� 0; �1+�2� 0 b� p < 0
6 �1� 0; �5� 0; �1+�2� 0 b� p < 0

Table 2.3: The su¢ cient conditions for the strict concavity of the total expected pro�t
when b > 0.

in Table 2.2 identical with Case 2 in 2.3 requires �23 � �12�23 � �13 � �12 < 0 as an
additional condition. Therefore, we conclude that the customer return processing fee
b does a¤ect the concavity feature of the total expected pro�t. But when the value
of b is small enough, or, more speci�cally, when the value of b is smaller than the
shortage penalty cost p, its e¤ect can be ignored and Theorem 2.1 still holds if only
�23 � �12�23 � �13 � �12 < 0.

2.3.4 Numerical Examples

We now present two numerical examples to illustrate the concavity feature of the
basic model with b = 0. In both examples, we assume that the entire period demand
follows an exponential distribution with pdf f (x) = �e��x, rate � = 1=200, and mean
value E(X) = 200. Also we set monetary parameters c = 25; s = 55; p = 30; and
v = 7:
In the �rst example, we assume � = [1=3; 1=3; 1=3] and � = [0; 1=4; 1=4; 0; 0; 1=2;

0; 0; 0]. We then have �1 = �1�12 � �2 = (1=3) (1=4) � 1=3 = �1=4 < 0 and �2 =
�1�13 + �2�23 � �3 = (1=3)(1=4) + (1=3)(1=2) � (1=3) = �1=6 < 0. This indicates
that this example belongs to Case 1. As Table 2.2 shows, the su¢ cient condition for
the strict concavity of Case 1 is �23��12�23��13��12 < 0. Here we have it satis�ed
since �23��12�23��13��12 = (1=2)� (1=4)(1=2)� (1=4)� (1=4) = �1=8 < 0. So the
total expected pro�t in this example should be strictly concave in respect of Q. The
optimal order quantity Q� = 204:88 maximizes the total expected pro�t at 2953:81.
The curve of the total expected pro�t for this example is shown in Figure 2.2.
In the second example, we assume � = [1=2; 1=4; 1=4] and � = [0; 2=3; 1=3; 0; 0; 2=3;

0; 0; 0]. We then have �1 = 1=12 > 0 and �5 = �2(�13+ �12�23)��3�12 = (1=4)(1=3+
(2=3)(2=3))� (1=4)(2=3) = 1=9 > 0. This means that this example belongs to Case 4
whose total expected pro�t should be strictly concave in respect of Q with no further
su¢ cient condition. As Figure 2.3 shows, the optimal order quantity Q� = 110:10
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Figure 2.2: The total expected pro�t of a Case-1 example with E(X) = 200:

maximizes the total expected pro�t at �1571:38.

Remark 2.1 The �negative-optimal-pro�t� phenomenon Note that, in Figure
2.3, we have the optimal total expected pro�t being negative for any Q > 0. It is not
surprising if we expect a high demand to occur in the �rst subperiod as well as a high
return rate from the sales in this subperiod. In addition, this �negative-optimal-pro�t�
phenomenon may seem more irrational in the eyes of a retailer, for he/she may ask
why not just discontinue the business if continuing it would bring him/her negative
pro�t regardless of the order size. In fact, the presence of the shortage penalty cost p
con�rms the validity of this �negative-optimal-pro�t�phenomenon. With the presence
of the shortage penalty cost p, what the retailer loses in case of a shortage is not only
the sale revenue (i.e., the sale price s) but also the shortage penalty cost p. When the
value of p is high, the retailer would naturally choose to continue the business even
it is not pro�table, which is merely because he/she would lose more by choosing to
discontinue the business.

It would be more convincing if we could provide a numerical example whose total
expected pro�t is a non-concave curve. However, this is quite a challenging task.
We�ve derived the su¢ cient conditions for the strict concavity of the total expected
pro�t with b = 0 in Table 2.2. They are su¢ cient but not necessary conditions. It
means that when the su¢ cient condition of any one of the six cases is not satis�ed, we
can not yet guarantee the non-concavity of the total expected pro�t. For example, if
we have � = [1=3; 1=3; 1=3] and � = [0; 1=100; 1=100; 0; 0; 49=50; 0; 0; 0]. This belongs
to Case 1 and the correspondent su¢ cient condition is unsatis�ed since �23��12�23�
�13��12 = 4751=5000 > 0. However, its total expected pro�t curve turns out concave
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Figure 2.3: The total expected pro�t of a Case-4 numerical example withE (X) = 200:

too, as shown in Figure 2.4. This numerical example reveals a fact that the IFF (i.e.,
if and only if, or, su¢ cient and necessary) conditions for the concavity of the total
expected pro�t should be less stringent than the correspondent su¢ cient conditions
we�ve derived. This fact can also be observed without too much di¢ culty in the
derivations in the proof of Lemma 2.4 provided in Appendix A.

2.4 The General Model

In the basic model we have introduced above, the unique decision variable is the
order quantity Q. It means that the original inventory level Q is the only thing
�controllable�by the retailer. Once this is determined and the order of that size is
placed accordingly, the retailer will passively receive the order before the period starts,
and then perform regular sale operations until the period ends. In some sense the
retailer, right after placing the order, loses control over the inventory. They would have
no more chance to adjust the inventory to improve monetary performance. Facing
the stochastic demand in a real business, a retailer is very likely to be more active
by considering other options than merely choosing the order quantity Q. They may
either place an emergency order to satisfy a foreseen high demand or sign a buy-back
contract beforehand to evade certain risk. We have mentioned some recent research
works on these options in Section 2.2.
We believe a retailer would be more willing to manage the inventory in a dynamic

way and it would be more practical if a retailer has a chance to monitor the inventory
level within the single period and take proper action in case of need. For example,
if a single period can be viewed as a series of successive subperiods, it is reasonable
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Figure 2.4: The total expected pro�t of a Case-1 numerical example with E (X) = 200
but the su¢ cient condition unsatis�ed.

for the retailer to place an extra order when inventory on hand is insu¢ cient to meet
the demand in forthcoming subperiods. This is called emergency order and has been
extensively studied in previous literature. Similarly, when inventory on hand is found
more than the forecasted demand in the forthcoming subperiods, it would also be
natural for a retailer to cut o¤ certain inventory before the sale season ends. This
option will be more attractive when it is available with a payo¤ better than a buy-
back contract by which, in general, the supplier will buy back the surplus after the
season ends. We will consider such an option in our general model. We propose an
easy-to-follow inventory policy and expect that the retailer would bene�t by following
this policy. Meanwhile we will use this general model to investigate the timing e¤ect
of portions of demand and customer returns on the retailer�s total expected pro�t,
too.

2.4.1 Assumptions and Notations

Based on the above considerations, we propose a general model for the single-period
inventory problem with stochastic demand and resalable returns. As in the basic
model, we separate the entire period into three subperiods in this general model. Here,
the retailer would not only determine the order quantity Q, but also the inventory
thresholds Y2 and Y3 for the beginning of the second and third subperiods, respectively.
The retailer will still receive the order of size Q at the beginning of the entire period.
After that, he will examine the inventory level Ii, (i = 2; 3) at the beginning of the
second and the third subperiods, respectively. If the inventory level Ii is higher than
the threshold Yi, (i = 2; 3), the retailer will return the extra units, which equals Ii�
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Figure 2.5: The �ow diagram of the general model for the newsboy problem with
resalable return.

Yi, to the supplier with a unit price of vi. It would be better to have the retailer
order the shortage amount, which equals Ii� Yi, when the inventory level Ii is lower
than the threshold Yi, (i = 2; 3). Since this option has been well studied by previous
literature, and also for the sake of simplicity, we ignore this option in this general
model (i.e., the retailer will only take action in case of extra inventory).
In addition, in this general model we assume that the occurrence of customer

returns will be extended until the entire period ends. This means that the retailer
will receive customer returns not only at the beginning of each subperiod (except the
�rst one), but also at the end of the entire period. For example, an item sold in the
�rst subperiod may be returned and recovered to be resalable at the beginning of the
second or third subperiods, or the end of entire period. In the same way, an item
sold in the second subperiod may be returned and recovered to be resalable at the
beginning of the third subperiod or the end of the entire period. Finally an item sold
in the third subperiod may be returned and recovered to be resalable at the end of
entire period. Figure 2.5 shows the �ow diagram of this general model.
For each subperiod, the inventory level Ii, resalable return from customers Ri,

return-to-supplier ui, subperiod sale Si, and pro�t �̂i can be obtained as following.
For the �rst subperiod T1, we have:

T1 :

8<:
I1 = Q;
S1 = min (Q;�1x) ;
�̂1 = sS1 � pmax (�1x� S1; 0)� cQ:

For the second subperiod T2:

T2 :

8>>>><>>>>:
R2 = �12S1;
I2 = Q� S1 +R2;
u2 = max (I2 � Y2; 0) ;
S2 = min (Y2; �2x) ;
�̂2 = sS2 + v2u2 � (s+ b)R2 � pmax (�2x� S2; 0) :
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For the third subperiod T3:

T3 :

8>>>><>>>>:
R3 = �13S1 + �23S2;
I3 = I2 � u2 � S2 +R3;
u3 = max (I3 � Y3; 0) ;
S3 = min (Y3; �3x) ;
�̂3 = sS2 + v3u3 � (s+ b)R3 � pmax (�3x� S3; 0) :

For the end of entire period, we can model this as the fourth subperiod with no
portion of demand. So we have:

T4 :

8>><>>:
R4 = �14S1 + �24S2 + �34S3;
I4 = I3 � u3 � S3 +R4;
u4 = max (I4; 0) ;
�̂4 = v4u4 � (s+ b)R4:

Correspondingly, the retailer�s total expected pro�t in this general model, which we
denote as Ĵ , would be the sum of all subperiod expected pro�ts Ĵk, i.e.,

Ĵ =
4X
k=1

Ĵk =
4X
k=1

E(�̂k):

Note that, in order to di¤erentiate from the notations in the Basic Model, here we
use �̂k to denote the pro�t of subperiod k, k = 1; 2; : : : ; 4.

2.4.2 Simulation and Sensitivity Analysis

Here we have three decision variables, Q, Y2 and Y3. It is di¢ cult to do concavity
analysis in an analytic approach, so we choose to run simulation and do sensitivity
analysis accordingly.

Demand distribution

The demand X is the unique random variable so it requires an input probability
distribution for simulation. Here we choose to use Erlang distribution whereby the
probability density function f(x) is in the form of

f(x) = �kxk�1e��x=(k � 1)!:

We speci�cally set shape parameter k = 6. The reasons for choosing an Erlang
distribution with k = 6 as the input probability distribution are twofold. Firstly,
the support of an Erlang distribution is [0;1). It captures the non-negativity of
customer demand. Secondly, given a �xed expected value of X, as the value of k
increases, the curve of the probability density function (PDF or pdf) of an Erlang
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Con�dence Level tN�1;1��=2 CI of �
90% 1:645 [196:08; 202:16]
95% 1:961 [195:50; 202:74]
99% 2:578 [194:36; 203:88]

Table 2.4: Con�dence intervals of the mean of demand � = 200.

distribution is more similar to that of a Normal distribution, the one commonly used
as the distribution of random customer demand (See Figure 2.6).
Setting the shape parameter k = 6 and mean of demand � = E (X) = 200, we

obtain the rate parameter � = k=� = 3=100 and the variance V ar (X) = k=�2 =
6666:67.
We run the simulation in Maple 12. We �rst use a Maple command X := Random-

Variable(Erlang(b,a)) to generate a random variable X of Erlang distribution with b
= E (X) =k and a = k and then command Sample(X,N) to generate a set of N ran-
dom samples of X, i.e., X1; X2; � � � ; XN . The values of b, a and N are set as b =
200=6 (= �=k), a = 6 (= k), and N = 2000, respectively. In this way, it yields sample
mean �X(N) and sample variance S2 (N) as

�X(N) =
NX
i=1

Xi (N � 1)
,
N = 199:12

and

S2 (N) =
NX
i=1

�
Xi � �X(N)

�2,
(N � 1) = 6818:73:

The approximate con�dence intervals of the mean of demand �, given di¤erent con-
�dence levels, are shown in Table 2.4.
Table 2.4 indicates that with the 2000 random samples we generate, we have

exactly 90% con�dence level that the mean of demand � will be located in the interval
of [196:08; 202:16], 95% con�dence level in [195:50; 202:74], and 99% con�dence level
in [194:36; 203:88]. Hence, 2000 random samples is su¢ cient for the simulation with
the mean of demand � = 200. Also we use the same set of random sample to run the
simulation for all cases.

Original parameters setting and the optimal solution

We initialize the value of parameters as following:
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Figure 2.6: Probability density functions of Erlang distributions with E(X) = 200.
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� Unit prices and costs:

Unit purchase cost : c = 25;

Unit sale price : s = 55;

Unit shortage penalty : p = 30;

Unit return-from-customer processing cost : b = 3;

Unit return-to-supplier prices : v = [0; 13; 10; 7];

� Subperiod portions of demand:
We assume that in the original setting, the period demand is evenly allocated
in the three subperiods, i.e.:

� = [�1; �2; �3] = [1=3; 1=3; 1=3] ;

� Customer return rates:

In the original setting, we assume that half of customer purchases in each subpe-
riod will be returned, and the returns will be evenly distributed among the relevant
subperiods. The corresponding mathematical depiction is:

4X
j=i+1

�ij =
1

2
; (i = 1; 2; 3) or � =

2664
�11 �12 �13 �14
�21 �22 �23 �24
�31 �32 �33 �34
�41 �42 �43 �44

3775 =
2664
0 1=6 1=6 1=6
0 0 1=4 1=4
0 0 0 1=2
0 0 0 0

3775 :
Given each setting of parameters, we run two groups of simulation, one group of

rough simulation and one group of �ne simulation. We start with the group of rough
simulation. For the group of rough simulation, we choose a large range of possible
values for each decision variable. Normally we have 21 possible values within the range
of 100 forQ, 9 possible values within the range of 80 for Y2, and 7 possible values within
the range of 60 for Y3. We run the simulation and observe the concavity performance
of the total expected pro�t per each decision variable, given the other two decision
variables as parameters. Then, in case of need, we adjust the range of each decision
variable so that, for each of them given the other two as parameters, the total expected
pro�t shows strictly concave with the local maximum visible within the chosen range.
We choose the set of decision variable values that yield the maximum expected pro�t
as the �near-optimal solution�. Then we use this �near-optimal solution�to run the
group of �ne simulation, that is to re-run the simulation by narrowing down the range
of each decision variable�s possible values. Normally we have 9 possible values within
the range of 8 for Q, Y2 and Y3 respectively. We run the simulation with these possible
values and choose the set of decision values that gives the maximum expected pro�t
as the optimal solution for the set of parameters we have set in the beginning.
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Con�dence Level tN�1;1��=2 CI of P �

90% 1:645 [299:98; 381:74]
95% 1:961 [292:13; 389:59]
99% 2:578 [276:79; 404:92]

Table 2.5: Con�dence intervals of the total expected pro�t P �.

Given the above parameters setting, we run the simulation for the original setting
and get the optimal solution as:

Order quantity :Q� = 191;

Inventory threshold levels :Y �2 = 121;

Y �3 = 75;

Total expected pro�t :P � = 340:86:

The total expected pro�t P � is the output variable of the simulation, so its statistics
features need to be examined, too. We �nd its sample mean and variance are 340:86
and 1:235008213 � 106 respectively and its approximate con�dence intervals at each
con�dent level are summarized in Table 2.5.
As Table 2.5 shows, we have 90% con�dence level that the total expected pro�t P �

will be located in the interval of [299:98; 381:74], 95% con�dence level in [292:13; 389:59],
and 99% con�dence level in [276:79; 404:92]. The �nal total expected pro�t P � =
340:86 drops within all these three con�dence intervals. This is statistically satisfy-
ing, too.

Sensitivity analysis (SA)

Having the simulation results for the original setting as the benchmark, we will do
sensitivity analysis for this general model as following:

SA for monetary parameters c; s; p; b;v Firstly, we do sensitivity analysis for the
monetary parameters (i.e., unit purchase cost c, sale price s, shortage penalty cost p,
customer return processing cost b, and return-to-supplier price vector v). We want to
see these monetary parameters�e¤ect on the optimal value of decision variables Q�;
Y �2 ; and Y

�
3 and the total expected pro�t P

�. Considering that a retailer would rather
withdraw from the business when the pro�t is expected to be negative, we use �! 0�
to make it zero for any negative pro�t in our numerical examples.

� Purchase cost c

As shown in Table 2.6, as the unit purchase cost c increases, the optimal values
of all the three decision variables Q�, Y �2 , and Y

�
3 decrease. The total expected pro�t

P � decreases too. This is intuitive and consistent with practical business: when unit
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purchase cost is higher, a retailer will place a smaller order, keep a lower inventory
level, and expect a lower pro�t.

Case c Q� Y �2 Y �3 P �

C1 15 257 155 94 2519:40
C2 20 216 136 84 1352:33

Original 25 191 121 75 340:86
C3 30 173 111 69 �566:59 ! 0
C4 35 159 102 64 �1396:31 ! 0

Table 2.6: The unit purchase cost c vs Q�, Y �2 , Y
�
3 and P

�.

� Sale price s

Table 2.7 shows that as the unit sale price s increases the optimal values of all
the three decision variables Q�, Y �2 , and Y

�
3 increase too. This also increases the total

expected pro�t P � and is intuitive and consistent with practical business. Facing a
higher unit sale price s, a retailer would place a larger order, keep a higher inventory
level and expect a higher pro�t.

Case s Q� Y �2 Y �3 P �

S1 35 178 113 70 �1466:60 ! 0
S2 45 183 116 72 �568:71 ! 0

Original 55 191 121 75 340:86
S3 65 196 124 77 1259:36
S4 75 203 129 80 2185:63

Table 2.7: The unit sale price s vs Q�, Y �2 , Y
�
3 and P

�.

� Shortage penalty p

Table 2.8 indicates that, as the unit shortage penalty cost p increases, the optimal
values of all the three decision variables Q�, Y �2 , and Y

�
3 increase while the total ex-

pected pro�t P � decreases. This is consistent with the intuition and business behavior
too. A retailer who knows that he will get a heavier shortage penalty would place a
larger order and keep a higher inventory to prevent shortage occurrence. Meanwhile,
he may expect a lower pro�t as the larger order may cause unnecessary surplus at the
end of the entire period.

� Customer return processing cost b
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Case p Q� Y �2 Y �3 P �

p1 5 161 102 63 765:10
p2 10 181 115 71 521:63

Original 20 191 121 75 340:86
p3 30 203 129 80 195:75
p4 50 209 133 83 75:96

Table 2.8: The unit shortage penalty p vs Q�, Y �2 , Y
�
3 and P

�.

As shown in Table 2.9, as the unit customer return processing cost b increases, the
optimal values of all the three decision variables Q�, Y �2 , and Y

�
3 decrease while the

expected total pro�t Q� decreases too. The e¤ect of unit customer return processing
cost b is similar to the e¤ect of unit purchase cost c but with a weaker magnitude. It
is intuitive as well when customer return processing cost b is higher, a retailer would
order less and keep a lower inventory level to avoid a high volume of customer returns.

Case b Q� Y �2 Y �3 P �

b1 0 193 122 76 615:46
b2 1 191 121 75 523:77

Original 3 191 121 75 340:86
b3 5 191 121 75 157:96
b4 7 188 119 74 �24:35 ! 0

Table 2.9: The unit return-from-customer processing cost b vs Q�, Y �2 , Y
�
3 and P

�.

� Return-to-supplier prices v

Table 2.10 shows that as unit return-to-supplier prices v increase, the optimal
values of all the three decision variablesQ�, Y �2 , and Y

�
3 increase and the total expected

pro�t Q� increases too. The e¤ect of unit return-to-supplier prices v is similar to that
of the sale price s, which is consistent with intuition. When return-to-supplier prices
v are higher, a retailer would place a larger order, keep a higher inventory level and
expect a higher total pro�t.

SA for portions of demand �
Now we do sensitivity analysis for the portions of demand. In the original setting,

the entire period demand is evenly allocated to the three subperiods (i.e., we set
� = [�1; �2; �3] = [1=3; 1=3; 1=3]). We will investigate the timing e¤ect of portions of
demand on Q�, Y �2 and Y

�
3 , and P

�. We run simulation for twelve cases of portions of
demand and show the simulation results in four tables. Each table includes three new
cases that are in one pattern of portions of demand but with di¤erent magnitudes.
We will do sensitivity analysis for each pattern separately.
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Case v Q� Y �2 Y �3 P �

v1 [0; 9; 6; 3] 178 114 71 �35:13 ! 0
v2 [0; 11; 8; 5] 184 117 73 147:58

Original [0; 13; 10; 7] 191 121 75 340:86
v3 [0; 15; 12; 9] 198 125 77 545:87
v4 [0; 17; 14; 11] 207 130 80 765:61

Table 2.10: The unit return-to-supplier v vs Q�, Y �2 , Y
�
3 and P

�.

� Cases A1-A3

In these three cases, the major portion of demand occurs in the �rst subperiod
(i.e., �1 = 0:4, 0:6, and 0:8 in respective). The remaining demand is evenly distributed
in the other two subperiods. The simulation results are shown in Table 2.11.

Case [�1; �2; �3] Q� Y �2 Y �3 P �

Original [1=3; 1=3; 1=3] 191 121 75 340:86
A1 [:4; :3; :3] 191 106 68 410:46
A2 [:6; :2; :2] 191 59 47 586:91
A3 [:8; :1; :1] 198 33 34 485:70

Table 2.11: The simulation results for portions of demand - cases A1-A3.

Table 2.11 shows that, as �1 increases, the order quantity Q� increases mildly (i.e.,
the retailer requires more inventory in the beginning of the entire period). Meanwhile,
Y �2 and Y

�
3 obviously decrease, for the decreasing portions of demand in the last two

subperiods require less inventory. A higher expected total pro�t P � is another e¤ect
of having major portion of demand in the �rst subperiod. We think it is reasonable.
On the one hand, a higher portion of demand in the �rst subperiod results a higher
volume of customer returns for the last two subperiods. We understand that the
earlier a customer returns, the more opportunity it will have to be resold before
the entire period ends. On the other hand, the earlier an item is returned from a
customer, the higher unit price it will take if it is returned to the supplier between
two successive subperiods. However, we note that the expected total pro�t P � drops
as �1 increases from 0:6 to 0:8. A possible explanation is that the further increase of
demand in the �rst subperiod comes along with the shrinking demand in the last two
subperiods. This makes the increased customer returns from the �rst subperiod be a
burden rather than a bene�t to the last two subperiods as the customer returns end
up being returned to the supplier rather than being resold. As a result of that, the
expected total pro�t P � reduces.

� Cases A4-A6
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In these three cases, the major portion of demand occurs in the second subpe-
riod (�2 = 0:4; 0:6; and 0:8) and the demand in the other two subperiods is evenly
distributed.

Case [�1; �2; �3] Q� Y �2 Y �3 P �

Original [1=3; 1=3; 1=3] 191 121 75 340:86
A4 [:3; :4; :3] 192 128 68 346:48
A5 [:2; :6; :2] 196 152 47 331:61
A6 [:1; :8; :1] 204 184 34 5:54

Table 2.12: The simulation results for portions of demand - cases A4-A6.

Table 2.12 shows the simulation results for cases A4-A6. We compare these three
cases pairwisely with cases A1-A3 (i.e., compare the case with �2 = 0:4 in Table 2.12
with the case with �1 = 0:4 in Table 2.11, and so on). We found that the order
quantity Q� here is slightly higher, the inventory level threshold Y �2 is much higher,
and Y �3 is at about the same level. It seems obvious that a higher Y

�
2 is necessary

to satisfy the higher demand in the second subperiod. Since there is no di¤erence in
the third subperiod demand, it is reasonable to have Y �3 remain at the same level.
Furthermore, the customer returns from the major portion of demand can only be
resold or returned to supplier in the third subperiod, so there is smaller chance to be
resold. However, the expected total pro�t P � is found much lower here. The possible
reason, as we understand, is that with the major portion of demand occuring later
than in cases A1-A3, fewer customer returns are available for being resold and, if a
product is returned to the supplier, the price is lower too.

� Cases A7-A9

In these three cases, the majority of demand occurs in the last subperiod (�3 =
0:4; 0:6;and 0:8) and the demand in the �rst two subperiods is evenly distributed.

Case [�1; �2; �3] Q� Y �2 Y �3 P �

Original [1=3; 1=3; 1=3] 191 121 75 340:86
A7 [:3; :3; :4] 192 130 89 253:62
A8 [:2; :2; :6] 198 158 131 �62:24 ! 0
A9 [:1; :1; :8] 177 157 144 �564:50 ! 0

Table 2.13: The simulation results for portions of demand - cases A7-A9.

Similarly, we compare these three cases pairwisely with the �rst two case groups
A1-A3 and A4-A6, and �nd that the inventory level threshold Y �3 here is much higher.
This is necessary to meet the major portion of demand in the last subperiod. The
values of Y �2 is slightly higher than the ones for case group A4-A6 (with case A9 as
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an exception). With major portion of demand being delayed, fewer customer returns
have chance to be resold. Hence, a higher inventory threshold level Y �2 is set as a
compensation. However, both Q� and Y �2 in case A9 are lower than in case A6. This
looks abnormal at �rst glance, as lower Q� and Y �2 will directly cause shortages in
each subperiod. However, compared with a higher Q� and Y �2 which would cause
severe surplus at the end of the entire period, the lower Q� and Y �2 are regarded as
the better choice.

� Cases A10-A12
In these three cases, portions of demand are assumed to be in a "V" shape, which

means that the major portion of demand occurs in the �rst and last subperiods
(�1 = �3 = 0:35; 0:4; and 0:45, respectively) and the demand in the second subperiod
is low.

Case [�1; �2; �3] Q� Y �2 Y �3 P �

Original [1=3; 1=3; 1=3] 191 121 75 340:86
A10 [:35; :3; :35] 191 118 79 335:76
A11 [:4; :2; :4] 190 108 89 312:83
A12 [:45; :1; :45] 191 99 99 280:38

Table 2.14: The simulation results for portions of demand - cases A10-A12.

The simulation results show that as the "V" valley goes deeper (i.e., both �1 and �3
increases while �2 decreases further), Y �2 decreases moderately but Y

�
3 increases. These

are reasonable since the total demand in the last two subperiods decreases moderately
but the demand for the last subperiod increases. However, it is interesting to see that
the order quantity Q� maintains roughly at the same level as in the original case. It
implies that there is a minor e¤ect of "V"-shaped portions of demand on the order
quantity. At the same time, the expected total pro�t P � decreases. We understand
this as the result of increased customer returns from the higher demand in the third
subperiod which causes a larger surplus at the end of the entire period.
We note that the optimal expected pro�t in some cases above turns out with

negative value. They are: cases C4 and C5 in Table 2.6, cases S1 and S2 in Table
2.7, case b4 in Table 2.9, and cases A8 and A9 in Table 2.13. We have con�rmed the
validity of such �negative-optimal-pro�t�phenomenon in Remark 2.1, Section 2.3.4.

SA on customer return ratio vector � In our general model, the customer
return ratio � is in the form of a matrix

� =

2664
0 �12 �13 �14
0 0 �23 �24
0 0 0 �34
0 0 0 0

3775 :
33



Ph.D. Thesis �Sandy H. Wu McMaster University �Management Science

It is originally set as
P4

j=i+1 �ij = 1=2 (i = 1; 2; 3) and for each i = 1; 2; 3, �ij shares
the same value over j. With this setting, we assume that half of the items sold in
each subperiod will be returned in following subperiods. For sensitivity analysis, we
designed another �ve cases which can be classi�ed into three groups.

� Cases B1 & B2

The �rst group includes two cases: B1 & B2. Their simulation results are displayed
in Table 2.15.

Case �

2664
Q�

Y �2
Y �3
P �

3775
Original

P4
j=i+1 �ij= 1=2

(i = 1; 2; 3)
�ij (i = 1; 2; 3)
evenly distributed over j

2664
0 1=6 1=6 1=6
0 0 1=4 1=4
0 0 0 1=2
0 0 0 0

3775
2664

191
121
75

340:86

3775
B1

P4
j=i+1 �ij =

1
4

(i = 1; 2; 3)

2664
0 1=12 1=12 1=12
0 0 1=8 1=8
0 0 0 1=4
0 0 0 0

3775
2664

227
146
80

2213:44

3775
B2

P4
j=i+1 �ij =

3
4

(i = 1; 2; 3)

2664
0 1=4 1=4 1=4
0 0 3=8 3=8
0 0 0 3=4
0 0 0 0

3775
2664

157
98
70

�1550:06! 0

3775
Table 2.15: The simulation results for customer return - cases B1-B2.

In Case B1, the total return rate for sale in each subperiod is half of the rate in the
original case. Q�; Y �2 ; and Y

�
3 are all higher while the expected pro�t P

� = 2213:44
is signi�cantly higher than P � = 340:86 in the original case. On the contrary, as the
total return rate is increased to 3=4 in Case B2 (which is half more than in the original
case), Q�, Y �2 , and Y

�
3 are all lower while the expected pro�t P

� is much lower. It
implies that as the total return rate for sale in each subperiod increases, the order
quantity Q� and the two inventory threshold levels Y �2 and Y

�
3 decrease while the total

expected pro�t P � decreases signi�cantly.

� Case B3

In case B3, we set the return pattern as �ij = 1=4. That means for sale in each
subperiod, the return rates in each following subperiod are all set as 1=4. With this
setting, the total return rates for the sales in each subperiod are not identical with
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Case �

2664
Q�

Y �2
Y �3
P �

3775
Original

P4
j=i+1 �ij= 1=2;

(i = 1; 2; 3)
�ij (i = 1; 2; 3)
evenly distributed over j

2664
0 1=6 1=6 1=6
0 0 1=4 1=4
0 0 0 1=2
0 0 0 0

3775
2664

191
121
75

340:86

3775
B3

�ij =
1
4
;

(i = 1; 2; 3)
(j = i+ 1; :::; 4)

2664
0 1=4 1=4 1=4
0 0 1=4 1=4
0 0 0 1=4
0 0 0 0

3775
2664

187
121
79

479:47

3775
Table 2.16: The simulation results for customer return - case B3.

each other. Instead, the sales in an earlier subperiod incur a higher total return rate,
i.e.,

4X
j=2

�1j = 3=4;
4X
j=3

�2j = 1=2; and
4X
j=4

�3j = 1=4:

Here the order quantity Q� and the inventory threshold levels Y �2 and Y
�
3 are approx-

imately the same as in the original case. The change of the return pattern in this
way doesn�t have much of an e¤ect on these decision variables. However, the total
expected pro�t P � is much higher. We understand that, with customer return in this
pattern, the total volume of customer returns is lower than in the original setting.
Hence the valid sale (i.e., the demand that is satis�ed but not returned) is higher and
the total expected pro�t P � is also higher.

� Cases B4 & B5
In Case B4, we set �ij > �i(j+1); (i = 1; 2; 3; i < j < 4). It represents the scenario

in which customers prefer to return products earlier. Compared with the original
case, the order quantity Q� and the inventory threshold level Y �2 are lower but Y

�
3

is slightly higher. Meanwhile, the expected total pro�t P � is signi�cantly higher.
In Case B5, we set �ij < �i(j+1); (i = 1; 2; 3; i < j < 4). It represents the scenario in
which customers prefer to return products later. Compared with the original case, the
order quantity Q� and the inventory threshold level Y �2 are higher but Y

�
3 is slightly

lower. The expected total pro�t P � drops substantially. The simulation results for
this case group indicate that if customers prefer to return items at an earlier time,
the retailer should place a smaller order Q�, keep a lower threshold level Y �2 but a
slightly higher threshold level Y �3 and expect a signi�cantly higher total pro�t. When
customers prefer to return items at a later time, the retailer should place a larger
order Q�, keep a higher threshold level Y �2 but a slightly lower threshold level Y

�
3 and

expect a signi�cantly lower total pro�t.
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Case �

2664
Q�

Y �2
Y �3
P �

3775
Original

P4
j=i+1 �ij= 1=2;

(i = 1; 2; 3; i < j < 4)
�ij (i = 1; 2; 3; i < j < 4)
evenly distributed over j

2664
0 1=6 1=6 1=6
0 0 1=4 1=4
0 0 0 1=2
0 0 0 0

3775
2664

191
121
75

340:86

3775

B4

Customer prefer earlier returns;P4
j=i+1 �ij=

1
2
;

(i = 1; 2; 3; i < j < 4) ;
�ij > �i(j+1)
(i = 1; 2; 3; i < j < 4) .

2664
0 1=4 1=6 1=12
0 0 1=3 1=6
0 0 0 1=2
0 0 0 0

3775
2664

180
116
76

598:14

3775

B5

Customer prefer later returns;P4
j=i+1 �ij=

1
2
;

(i = 1; 2; 3; i < j < 4) ;
�ij < �i(j+1)
(i = 1; 2; 3; i < j < 4) .

2664
0 1=12 1=6 1=4
0 0 1=6 1=3
0 0 0 1=2
0 0 0 0

3775
2664
202
126
74
81:15

3775
Table 2.17: The simulation results for customer return - cases B4-B5.

2.5 Managerial Insights

Based on the above sensitivity analysis, we observe some valuable managerial insights.
Regarding the portions of demand [�1; �2; �3], we observe that in general the earlier
the major demand occurs, the lower the order quantity Q� would be, although the
reduction is not that signi�cant. Meanwhile, the expected total pro�t P � is higher
and the inventory level thresholds Y �2 and Y

�
3 are lower for earlier large demand. This

observation brings forward some interesting insights for a retailer facing a high volume
of returns. On the one hand, they can estimate the order quantity Q� and inventory
level thresholds Y �2 and Y

�
3 according to the demand pattern if it is available. On the

other hand, if there is opportunity to manipulate the demand pattern, it�s better to
move major demand to an earlier subperiod so that the expected total pro�t can be
improved accordingly.
If the portions of demand are �V�shaped, the order quantity Q� is about the same

as in the original case, while the total expected pro�t P � decreases as the �V�valley
goes deeper. This indicates that if the portions of demand are estimated to be in a
�V�shape, e¤orts to lessen the valley would bene�t a retailer with a higher pro�t in
case the cost of such an e¤ort can be well balanced.
Regarding customer return pattern �, we �nd two interesting points. Firstly, as

the total return rate for sale in each subperiod increases, the expected total pro�t P �

drops signi�cantly. Hence, it would still be recommended to make e¤ort to reduce
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customer returns. Secondly, since earlier customer returns result in a higher total
expected pro�t, we believe it is better for the retailer to encourage customer returns,
if they want to, as early as possible.

2.6 Conclusion and Future Work

2.6.1 Conclusion

We are in an age in which customer returns (protected by governments, intensi�ed
by the competitive retailing business and quick growing mail sales, and facilitated
by the prevalence of the Internet) are growing fast. Retailers need strategic decision
making tools more capable than the classic newsvendor problem. An e¤ective and
easy-to-follow inventory policy taking customer returns into consideration would be
a valuable response to this need.
In this paper we analyze the single-period newsvendor problem with resalable re-

turns in two models. In the basic model, we have the order quantity as the unique
decision variable and investigate the concavity of the retailer�s total expected pro�t
in regards of this order quantity. In the general model, in addition to the order quan-
tity, we have also two inventory thresholds as decision variables which can be easily
understood and followed by a retailer if they would like to consider the return of
extra inventory to the supplier during the single period. Moreover, with the help of
simulation we are able to study the timing e¤ect of the portions of demand and cus-
tomer returns on the retailer�s inventory policy and further provide some interesting
managerial insights.
We believe that this is the �rst investigation of the timing e¤ect of portions of

demand and customer returns on a retailer�s inventory policy. Also, we put both
customer returns and return-to-supplier in consideration by providing a feasible and
easy-to-follow inventory policy for retailers facing high customer return rates and/or
return-to-supplier options.

2.6.2 Future Work

Both customer returns and return-to-supplier are involved in the general model. An
underlying assumption we have made here is that the supplier would take all returns
from the retailer unconditionally. In sensitivity analysis we have tried to re�ect the
supplier�s choices by considering di¤erent scenarios of the return-to-supplier prices
(see Section 2.4.2), we think it would be more practical to consider the supplier as an
independent pricing decision maker. An appropriate game model can be applied to
study the return-to-supplier behavior between the supplier and the retailer facing high
volume of customer returns. Considering that high degree of uncertainty is the feature
of customer returns, it would be valuable to develop a game model with the supplier
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having incomplete information as to the return from retailer. We will elaborate this
type of game models in the next chapter.
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Chapter 3

Games with Incomplete
Information: A Simpli�ed
Exposition with Inventory
Management Applications1

3.1 Introduction

Game theory studies multiple-person decision problems involving con�ict, competi-
tion, and cooperation. Following the publication of von Neumann and Morgenstern�s
seminal book [90] in 1944, interest in potential applications of game theory reached
a peak in the following decade. The fundamental solution concepts of game theory
(e.g., the Nash equilibrium for non-cooperative games [66], and the Shapley value
for cooperative games [82]) were developed in the 1950s and were used to analyze
problems in diverse areas including economics, political science, management-labour
arbitration, philosophy and warfare.
Early applications of game theory considered games of �complete information�

where each player�s payo¤ (objective) function is common knowledge for all players.
However, the stringent (and unrealistic) assumption of complete information became
a barrier to successful implementation of game theoretic ideas because in most com-
petitive problems the players are not privy to each other�s payo¤ functions. For
example, two �rms competing for the same market demand do not have complete
information on each other�s production cost functions. Similarly, in a sealed-bid auc-
tion, the bidders do not know each other�s valuations. In the late 1960s Harsanyi
[40] developed solution concepts for games with incomplete, i.e., asymmetric, infor-
mation (also known as Bayesian games). In such games, players�payo¤ functions are
no longer common knowledge; instead, at least one player is uncertain about another

1Accepted for publication in the International Journal of Production Economics, 133(2), 562-577,
OCT 2011 (Wu and Parlar [94]).
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player�s payo¤ function. With Harsanyi�s discovery of the new solution concepts for
incomplete information games, interest in game theory was heightened in the last two
decades and game theory once again became an important tool that can be used to
analyze realistic problems of competitive situations.
Operations researchers were early users of game theory as can be seen in the oper-

ations research texts published in the 1950s and 1960s. The textbooks by Churchman,
Acko¤ and Arno¤ [17], Sasieni, Yaspan and Friedman [76], Hillier and Lieberman [42]
and Acko¤ and Sasieni [1], published in 1956, 1959, 1967 and 1968, respectively, all
include a chapter on competitive problems. All four texts cover zero-sum games and
all, except Hillier and Lieberman [42], present a few examples of non-zero sum games
involving bidding strategies. Shubik [83] reviewed early publications in this area.
However, after the initial excitement generated by its potential applications, opera-
tions researchers�interest in game theory seemed to have waned during the 1970s and
the 1980s. But the last two decades have witnessed a renewed interest by academics
and practitioners in the management of supply chains and a new emphasis on the
interactions among the decision makers (�players�) constituting a supply chain. This
has resulted in the proliferation of game theoretical publications in operations re-
search/management science/operations management (OR/MS/OM) journals dealing
with the use of game theory in the competitive and cooperative problems arising in
supply chain management (SCM). For an excellent review of game theoretic applica-
tions in supply chain management we refer the reader to Cachon and Netessine [11];
see also a more recent review by Leng and Parlar [54].
In their respective reviews of game theory applications in SCM, both Cachon and

Netessine [11] and Leng and Parlar [54] each cite more than 100 papers. It is in-
teresting to note that a large majority of the reviewed papers make the simpli�ed
(and frequently unrealistic) assumption that all players know each other�s objective
functions with certainty. That is, they investigate problems dealing with games under
complete information. Cachon and Netessine [11] brie�y mention signalling, screen-
ing and Bayesian games where the games are played under incomplete information,
i.e., at least one of the players does not know the other players�objective function.
As examples of games played under incomplete information, they cite Cachon and
Lariviere [10] who applied a signaling game to study a contracting problem with in-
formation sharing in a one-supplier, one-manufacturer supply chain, and Cachon and
Lariviere [9] who studied a capacity allocation problem with information sharing issue
between a supplier and several downstream retailers. Contract design problems also
involve games of incomplete information; one of the earliest papers in this area is by
Corbett [18] who applied the principal-agent theory to design an inventory contract
in the context of (Q; r) model. In a more recent paper, Chu and Lee [16] studied
an information sharing problem in a vertical supply chain with one vendor and one
retailer and employed the perfect Bayesian equilibrium as the solution concept used
in dynamic games played under incomplete information.
The reviews by Cachon and Netessine [11] and Leng and Parlar [54] reveal that
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there is a paucity of papers that deal with games played under incomplete informa-
tion. However, in recent years publications have begun to appear that analyze games
played under incomplete information. Since most realistic SCM problems involve
competitive interactions with incomplete information, it would be useful to provide
an exposition of such games with applications to a speci�c area in SCM, namely,
inventory management. With this in mind, we write this chapter to present a simpli-
�ed treatment of games with incomplete information with applications in stochastic
inventory management.
We follow the same framework as in Gibbons [35] who has also considered static

and dynamic complete and incomplete information games and their applications in
economics. Gibbons�classi�cation results in four categories: (i) Static games with
complete information (for which the solution concept used is the Nash equilibrium),
(ii) dynamic games with complete information (subgame perfection and Stackelberg
equilibrium), (iii) static games with incomplete information (Bayesian Nash equilib-
rium), and (iv) dynamic game with incomplete information (perfect Bayesian Nash
equilibrium). We start by brie�y describing static and dynamic complete informa-
tion games. This is followed by a more detailed exposition of static and dynamic
incomplete information games. We �rst illustrate each of the four cases (which we
call �Models�) with a simple discrete game where each player has two moves. For
each case, we then present a single-period stochastic inventory game with two com-
peting newsvendors with the players�decision variables as continuous values. While
the content in this chapter is expository in nature, it also contributes to the literature
by presenting explicit methods for dealing with static and dynamic inventory games
under incomplete information and computing the Bayesian Nash and perfect Bayesian
equilibrium for such games.
In Section 3.2, we brie�y review the well-studied games of complete information

and discuss the solution concepts of Nash equilibrium (Model I, for static games)
and subgame perfect equilibrium (Model II, for dynamic games). In Section 3.3, we
present a discussion of a static game under incomplete information and discuss the
solution concept of Bayesian Nash equilibrium. In Section 3.4 we discuss the case of
dynamic games under incomplete information and use the solution concept of perfect
Bayesian equilibrium to solve the game. Section 3.5 concludes the paper with a brief
summary.
Since our inventory applications are concerned with games played by two newsven-

dors, we assign the male gender to the �rst newsvendor and the female gender to the
second newsvendor in order to minimize the confusion that may arise when we refer
to the players.
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3.2 Games with Complete Information (Nash and
Subgame Perfect Equilibria)

In this section we present a summary of games played under complete information by
two players whose payo¤ functions are common knowledge; that is, known to both of
them. For this class of simple games we �rst consider static games where the players
choose their strategies simultaneously. We then consider a dynamic (two-stage) game
where the players choose their strategies sequentially. For the static case, the solution
concept is the Nash equilibrium which we compute using the best response analysis.
For the dynamic case, the solution concept is subgame perfect equilibrium (SPE)
which is computed using backward induction. We illustrate each solution concept by
discussing two examples; one with discrete strategies and another with continuous
strategies.

3.2.1 Model I: Static Games with Complete Information (Nash
Equilibrium)

Consider two competing newsvendors (denoted by P1 and P2) who face random de-
mand for their product. The newsvendors (also called �players�) may lose customers
to each other if their stock is not su¢ cient to meet the demand of their product.
Thus, P1�s expected pro�t J1 is a¤ected by his order quantity q1 and also by P2�s
order quantity q2. (Clearly, if P1 chooses a low value of q1, this may result in shortages
for him and thus P2 may bene�t from this as some of P1�s unsatis�ed customers may
switch to P2.) Similarly, P2�s expected pro�t J2 is a¤ected by her order quantity q2
and also by P1�s order quantity q1. Thus, we write J1(q1; q2) and J2(q1; q2) as the
expected pro�ts of players P1 and P2, respectively.

Discrete Strategies

Consider �rst a simple situation where the newsvendors�order quantities are limited
to take only one of two possible values, say low or high. Thus, P1 chooses either
L1 (low) or H1 (high), i.e., q1 2 fL1; H1g, and P2 chooses either `2 (low) or h2
(high), i.e., q2 2 f`2; h2g. For each combination of order quantities, the newsvendors�
expected pro�ts are given in strategic form (or, normal form) in Table 3.1 as a pair
of numbers (J1; J2). [In general, the (J1; J2) values represent the players�expected
utilities (Luce and Rai¤a [55], Stra¢ n [86, Ch. 9], von Neumann and Morgenstern
[90, Ch. 3]), but in this paper we assume that they are risk-neutral; thus (J1; J2)
are taken as dollar values.] It is also possible to represent this game with discrete
strategies using a game tree as in Figure 3.1. Note that both (a) and (b) in this �gure
are equivalent representations of the simultaneous game where the nodes connected
by a dashed line constitute a player�s information set. In Figure 3.1(a), when P2
makes a move, she is at a node in the information set indicated, but she does not
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know which node since in the simultaneous game P1 would not reveal his choice to
P2. Figure 3.1(b) has essentially the same interpretation where the nodes connected
by the dashed line constitute P1�s information set. Game trees play a crucial role in
identifying the equilibrium in dynamic games, but the normal form is more frequently
used for analyzing static games.

P1nP2 `2 h2

L1 (3; 1) �! (6; 2�)

# #
H1 (5�;4�)  � (7�; 3)

Table 3.1: Payo¤ table for the two newsvendors�expected pro�ts for the static game
where the players make their moves simultaneously. Here, each player has two strate-
gies.

Figure 3.1: Two equivalent game tree representations of the static game between two
players P1 and P2. The nodes connected by a dashed line represent the information
set of a player.

In static games of complete information which are represented in normal form,
each player has exactly the same number of actions (i.e., moves) as the number of
strategies. In this example, both P1 and P2 have two actions/strategies to choose
from, thus the normal form Table 3.1 simply consists of two rows (for P1) and two
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columns (for P2). When games become sequential and/or they involve incomplete
information, one needs to distinguish between �actions�and �strategies.�We will have
more to say about this distinction in subsequent sections.
How should the newsvendors choose their order quantities (i.e., determine their

moves) recognizing that each newsvendor�s expected pro�t depends on both players�
decisions? To answer this question we determine the best response of each player to
the other�s decision. If P1 chooses L1, then P2 should choose h2 as this choice gives
her an expected pro�t of 2 which is higher than 1 if she had chosen `2. (We indicate
this with an asterisk � placed next to 2.) Similarly, P2�s best response to H1 is `2
indicated by 4�. What are P1�s best responses to P2�s moves? If P2 chooses `2, it is
best for P1 to choose H1 and receive 5�, and if h2 is chosen, it is still best for P1 to
chooseH1 and receive 7�. TheH1`2 cell in the second row and �rst column of the table
is signi�cant as this gives the Nash equilibrium for this problem. The directions of
the arrows in Table 3.1 indicate that any movement away from the equilibrium will
not last long and the players will eventually settle at the equilibrium solution of H1`2
with payo¤s (J1; J2) = (5; 4).
The Nash equilibrium is a �trap� in the sense that the players would have no

incentive to deviate away from it. For example, if P1 moves to L1, then P2 would
play h2 resulting in a reduction of P1�s payo¤ from 5 to 3. But if P2 plays h2, then
P1 would prefer H1 in which case P2 would choose `2 thus ending up in the �trap�
again.
We formalize the above discussion with the following de�nition: Nash equilib-

rium for a two-player non-cooperative game is a pair (qN1 ; q
N
2 ) with the property

that,

J1(q
N
1 ; q

N
2 ) � J1(q1; qN2 ) for all q1, (3.1)

J2(q
N
1 ; q

N
2 ) � J2(qN1 ; q2) for all q2. (3.2)

Remark 3.1 Computing the equilibria in the extensive form We can also
quickly identify the Nash equilibrium by determining whether a given strategy is part
of an equilibrium without �rst computing the normal form of the game. This method
becomes important in identifying the equilibria in games of incomplete information.
To illustrate this method, assume that P1 chooses L1. From Figure 3.1(a), we see that
Player P2�s best response to this choice is h2 because 2 is better than 1. But if P1
realizes that P2 will choose h2, we again see from Figure 3.1(a) that now P1 would
play H1 because 7 is better than 6; thus the given strategy L1 cannot be part of an
equilibrium. Now assume that P1 chooses H1 to which P2�s best response would be `2
because 4 is better than 3. But then P1 would have no incentive to move away from
H1 because 5 is better than 3, thus resulting in the equilibrium H1`2 with the payo¤s
(5,4). �
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Continuous Strategies

When the expected pro�t functions Ji(q1; q2) are continuous in the strategies, the best
response functions and the Nash equilibrium are determined as follows: Given P2�s
strategy q2, P1 must maximize his expected pro�t; thus P1 �nds his best response
by maximizing J1(q1; q2) for a given q2. That is, P1 must solve maxq1 J1(q1; q2) for
each possible value of q2 and obtain R1(q2) as his best response. Similarly, P2 solves
maxq2 J2(q1; q2) for each possible value of q1 and obtain R2(q1) as her best response.
Provided that the payo¤ functions Ji(q1; q2) are continuously di¤erentiable in their
argument qi and concave for every qj, i 6= j, i; j = 1; 2, the best response function
is found from @Ji=@qi � Ii(q1; q2) = 0. It then follows that a Nash equilibrium (if it
exists) is found as a solution of the system of two equations

I1(q1; q2) �
@J1
@q1

= 0, and I2(q1; q2) �
@J2
@q2

= 0.

To illustrate these results, consider a simpli�ed version of the competitive newsven-
dor model discussed in Parlar [69]. As in the discrete strategy example discussed
above, the newsvendors face random demands X and Y with respective densities
f(x) and h(y) and if one newsvendor runs out of stock, some of the unsatis�ed cus-
tomers may switch to the other newsvendor if he/she has any units available. For
simplicity of exposition in this paper, we assume that both the salvage value and the
penalty costs are zero. With these assumptions, the expected pro�t function of the
�rst newsvendor (P1) is given in Parlar [69] as,

J1(q1; q2) = s1

Z q1

0

xf(x) dx+ s1

Z 1

q1

q1f(x) dx+ s1

Z q1

0

Z B

q2

b(y � q2)h(y)f(x) dy dx

+ s1

Z q1

0

Z 1

B

(q1 � x)h(y)f(x) dy dx� c1q1, (3.3)

where s1 is the unit sales revenue, c1 is the unit purchase cost and B � (q1�x)=b+q2,
with b as the fraction of P2�s demand that will switch to P1�s product when P2 is
sold out. The second newsvendor�s expected pro�t is obtained similarly as,

J2(q1; q2) = s2

Z q2

0

yh(y) dy + s2

Z 1

q2

q2h(y) dy + s2

Z q2

0

Z A

q1

a(x� q1)f(x)h(y) dx dy

+ s2

Z q2

0

Z 1

A

(q2 � y)f(x)h(y) dx dy � c2q2, (3.4)

where s2 and c2 are the unit sales revenue and unit purchase cost, respectively, and
A � (q2 � x)=a + q1, with a as the fraction of P1�s demand that will switch to P2�s
product when P1 is sold out.
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Parlar [69] has shown that,

@J1
@q1
� I1(q1; q2) = s1

Z 1

q1

f(x) dx+ s1

Z q1

0

Z 1

B

h(y)f(x) dy dx� c1, (3.5)

@J2
@q2
� I2(q1; q2) = s2

Z 1

q2

h(y) dy + s2

Z q2

0

Z 1

A

f(x)h(y) dx dy � c2, (3.6)

and that @I1=@q1 = @2J1=@q
2
1 < 0, indicating the strict concavity of J1 for each

q2. [Using parallel arguments, it is also possible to show that @2J2=@q22 < 0, i.e.,
J2 is strictly concave for each q1.] Employing these results, Parlar [69] proves the
uniqueness of the Nash equilibrium for this problem.
To illustrate the above results, let us assume that demand densities are expo-

nential, i.e., f(x) = �e��x and h(y) = �e��y with respective parameters [�; �] =�
1
30
; 1
20

�
, and means E(X) = 30 and E(Y ) = 20. The other parameters are given

as [a; b j s1; s2 j c1; c2] = [0:9; 0:9 j 15; 9 j 8; 5]. With these data values, we �nd the
newsvendors�expected pro�ts as,

J1(q1; q2) = 450(1� e�q1=30) + 270e�q2=20+405e�(q1=18+q2=20)�675e�(q1=30+q2=20)�8q1,

J2(q1; q2) = 180(1� e�q2=20) + 243e�q1=30�
6561

7
e�(q1=30+q2=27)+

4860

7
e�(q1=30+q2=20)�5q2.

The three-dimensional surfaces corresponding to J1(q1; q2) and J2(q1; q2) are dis-
played in Figure 3.2. Note that if P1 could choose both q1 and q2 at will, he would solve
the optimization problem maxq1;q2 J1(q1; q2) and obtain (q1; q2) = (37:21; 0) and J1 =
148:11. Naturally, in a competitive setting P1 has no control over P2�s order quantity
and thus this solution would not be possible. Similarly, if P2 could choose P1�s order
quantity, then she would solve maxq1;q2 J2(q1; q2) and obtain (q1; q2) = (0; 35:21) and
J2 = 80:98, but this solution would also not be possible since P2 has no control over
P1�s decisions.
To determine the Nash equilibrium for this problem where P1 chooses his strategy

q1 and P2 chooses her strategy q2 we proceed as follows: Di¤erentiating the expected
pro�t functions we have

@J1
@q1
� I1(q1; q2) = 15e�q1=30 �

45

2
e�(q1=18+q2=20) +

45

2
e�(q1=30+q2=20) � 8, (3.7)

@J2
@q2
� I2(q1; q2) = 9e�q2=20 +

243

7
e�(q1=30+q2=27) � 243

7
e�(q1=30+q2=20) � 5. (3.8)

The best response function R1(q2) for P1 can be extracted (in this case, numerically)
by solving I1(q1; q2) = 0 for each value of q2. Similarly, the best response function
R2(q1) for P2 can be extracted (again, numerically) by solving I2(q1; q2) = 0 for each
value of q1. [See Figure 3.3 for the curves representing the relations I1(q1; q2) =
0 and I2(q1; q2) = 0.] Thus, to compute the equilibrium we solve the system of
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Figure 3.2: Three-dimensional surfaces corresponding to the expected pro�ts J1(q1; q2)
[upper surface] and J2(q1; q2) [lower surface] of the two newsvendors. The global
maximum of J1(q1; q2) is at (q1; q2) = (37:21; 0) with J1 = 148:11, and the global
maximum of J2(q1; q2) is at (q1; q2) = (0; 35:21) with J2 = 80:98.

two equations I1(q1; q2) = 0 and I2(q1; q2) = 0 for the two unknowns. This gives
(qN1 ; q

N
2 ) = (25:38; 19:55) as the unique Nash equilibrium with J1(q

N
1 ; q

N
2 ) = 83:63 and

J2(q
N
1 ; q

N
2 ) = 35:91. In this competitive scenario each player receives a lower expected

pro�t than what they would have obtained if they could have chosen both decision
variables freely.

3.2.2 Model II: Dynamic Games with Complete Information
(Subgame Perfect Equilibrium)

We now consider a dynamic (two-stage) version of the game discussed above. Whereas
in Section 3.2.1 the players were choosing their strategies simultaneously, now the
decisions are made sequentially (perhaps because one of the players can act quickly
and make his decision before the other one). Retaining the assumption of complete
information, we now examine the resulting complications arising from the sequential
nature of the game.

Discrete Strategies

Let us return to the same problem we discussed in Section 3.2.1 but now suppose
that P1 acts before P2 in choosing his order quantity strategy; thus in this version of
the game P1 becomes the �leader�and P2 becomes the �follower.�Will this result
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Figure 3.3: Best response functions of the two newsvendors are represented by the
implicit relations I1(q1; q2) = 0 and I2(q1; q2) = 0. The Nash equilibrium in this case
is found by solving for the point of intersection of these two nonlinear equations and
is calculated as (qN1 ; q

N
2 ) = (25:38; 19:55).

in a ��rst mover advantage� for P1? To answer this question, we �rst consider the
extensive form representation of the game given in Figure 3.4 where P1 moves �rst
and P2 moves next. Depending on the combination of moves made by the players, the
payo¤s obtained are indicated at the endpoints of the game tree. In dynamic games
with sequential decisions, a subgame is de�ned as that part of the game tree that
starts at a particular node of the original game. For example, one of the subgames in
Figure 3.4 starts at node indicated by <2a>; and another subgame starts at <2b>.
The complete game itself which starts at node <1> is also considered a �subgame.�
Now that the structure of the game has changed and the choices are made sequen-

tially, P2 no longer has `2 and h2 as the only strategies (which was the case in the
static game of Section 3.2.1). In dynamic games the follower�s moves are conditional
on the leader�s moves and thus the follower must have a complete plan of action spec-
i�ed for all the possibilities that she may face. This means that P2 now has a total
of four strategies available given in Table 3.2:
For ease of reference, we use the �mapsto�notation 7! to denote P2�s strategies as a

function of P1�s moves. For example, P2�s �rst strategy is denoted by (L1; H1) 7! `2`2
which indicates that P2 will always choose `2 regardless of what P1 does; and P2�s
third strategy is denoted by (L1; H1) 7! h2`2 which indicates that P2 will choose h2 if
P1 chooses L1, and she will choose `2 if P1 chooses H1. Thus, a strategy for a player
is a complete plan to play the game. (Note that if P1 had three moves and P2 had
two, then P2 would have a total of 23 = 8 strategies. In general, with m moves for P1
and n moves for P2, the former has m strategies and the latter has nm strategies. See,
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Figure 3.4: Extensive form of the dynamic game with two players where the subgame
perfect equilibrium is found as (L1; h2`2).

P2�s strategies
#1 #2 #3 #4

P1�s moves
L1
H1

`2
`2

`2
h2

h2
`2

h2
h2

Notation
(L1; H1)
7! `2`2

(L1; H1)
7! `2h2

(L1; H1)
7! h2`2

(L1; H1)
7! h2h2

Table 3.2: Strategies for player P2 as a function of player P1�s moves.

Peters [71, Ch. 4.2] and Webb [92, Ch. 2.2] for a good discussion of the enumeration
of strategies in games with �nite number of moves for each player. )
Given the two strategies (moves) available to P1 and four strategies available to

P2, we can establish the normal formal of this dynamic game and attempt to identify
the equilibrium. The normal form is given in Table 3.3 where the �rst and the last
columns are exactly the same as the �rst and second columns of the normal form
matrix for the simultaneous game discussed in Section 3.2.1 (Table 3.1). Note, for
example, that the strategy combination (L1; `2`2) results in payo¤ vector (3; 1) since
P1�s choice of L1 is followed by P2�s choice of `2. Similarly, the strategy combination
(H1; h2`2) results in payo¤ vector (5; 4) since P1�s choice of H1 is followed by P2�s
choice of `2.
It is easy to see that the direction of arrows in Table 3.3 show that this game has

two Nash equilibria; one being (H1; `2`2) with payo¤s (5�;4�); and the other (L1; h2`2)
with payo¤s (6�;2�). Which equilibrium is the one that will/should be used in this
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dynamic game? Before we answer this question, we point out that we can determine
which strategy will be part of an equilibrium without computing the normal form.

P1nP2 (L1; H1)

7! `2`2

(L1; H1)

7! `2h2

(L1; H1)

7! h2`2

(L1; H1)

7! h2h2

L1 (3; 1) $ (3; 1) ! (6�;2�) $ (6; 2�)

# # " #
H1 (5�;4�)  (7�; 3) ! (5; 4�)  (7�; 3)

Table 3.3: Payo¤ table for the two newsvendors� expected pro�ts for the dynamic
game. In this table P1 is the �leader�and P2 is the �follower�where the former has
two strategies, but the latter has four strategies.

Remark 3.2 Computing the equilibria in the extensive formWe observe here
that one could again quickly determine whether a strategy is part of a Nash equilibrium
without �rst computing the normal form of the game� as was done in Section 3.2.1.
When we consider L1 we note that P2�s best responses to L1 are both h2`2 and h2h2.
Faced with h2`2, P1 will have no incentive to deviate to H1 (since that would result in
receiving 5 rather than 6), but faced with h2h2, P1 will deviate to H1. Thus, (L1; h2`2)
must be an equilibrium. Similarly, if P1 chooses H1, then P2�s best responses are `2`2
and h2`2, but P1 will not deviate from H1 when faced `2`2, but will deviate when faced
with h2`2. Thus, (H1; `2`2) is also a Nash equilibrium. �

Returning to the question of which equilibrium is the one that will/should be used
in this dynamic game, we refer to Figure 3.4 and observe that if the game ever arrived
at node <2a>, it is optimal for P2 to choose h2 with a payo¤of (6; 2�), which is better
for her than (3; 1); and if it arrived at <2b> it is optimal for P2 to choose `2 with a
payo¤ of (5; 4�), which is better than (7,3). That is, the best response R2(q1) for P2
is given as,

R2(q1) =

�
h2, if q1 = L1,
`2, if q1 = H1.

(3.9)

Moving back to node <1>, P1�s problem is now to maximize J1(q1; R2(q1)) where
P2�s best response R2(q1) is given in (3.9). Thus, P1 makes his choice by comparing
(6; 2) [if he chooses L1] and (5; 4) [if he chooses H1], resulting in the optimal choice of
L1. This method of solving the game is known as rollback (Dixit, Skeath and Reily
[23, Ch. 3]) or backward induction (Gibbons [35, Ch. 2]) which uses the same
principle as dynamic programming (Bellman [5]). The rollback equilibrium is shown
as thick lines in Figure 3.4 and is denoted by (L1; h2`2) since it is optimal for P1 to
choose L1 at <1>, and it is optimal for P2 to choose h2 if P1 chooses L1, and `2 if
P1 (ever) chooses H1.
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Note that at each subgame the rollback principle produces a choice that is optimal
for that player resulting in the equilibrium for the game. In games with �nite trees
and perfect information (where the players know the result of all previous moves,
as the ones considered in this chapter) the equilibrium found by the rollback principle
is also called subgame-perfect equilibrium (SPE). More formally, a subgame-perfect
equilibrium is de�ned as a combination of strategies for both players that result in
a Nash equilibrium in every subgame which specify moves that are best responses to
each other (as we saw above); see, Dixit and Skeath [23, Ch. 3], Gibbons [35, Ch. 2],
and Selten [81] (where the concept was �rst introduced).
In summary, the subgame-perfect equilibrium in our example is (L1; h2`2) which

can also be written as (q�1; R2(q1)) where q
�
1 is P1�s optimal choice at node <1>. It

is important to note that if P1 chooses his optimal strategy L1, then P2�s optimal
move is to choose h2, and thus the equilibrium path arising from SPE is L1 ! h2.
Thus, even though `2 is a part of the SPE, P2 will never choose it unless P1 makes
a non-optimal decision at node <1> and chooses H1 at that node. In summary,
the SPE (L1; h2`2) is the backward induction equilibrium, whereas (L1; h2) is the
backward induction outcome that is on the equilibrium path. If both players choose
their strategies optimally, then the resulting sequence of decisions L1 ! h2 that are
on the equilibrium path is known as Stackelberg solution (von Stackelberg [91]) which
we denote by (qS1 ; R2(q

S
1 )). Thus, the (rational) choice of the players leading to the

equilibrium path eliminates the other Nash equilibrium, i.e., (H1; `2`2).

Continuous Strategies

Let us now return to the newsvendor problem with continuous strategies discussed in
Section 3.2.1 and assume that P1 is the �rst mover (the �leader�) and P2 is the second
mover (the �follower�) with respective objective functions J1(q1; q2) and J2(q1; q2)
given in (3.3) and (3.4). For this game, the best response function R2(q1) for P2
is obtained by maximizing J2(q1; q2) for each q1, or equivalently, solving @J2=@q2 =
I2(q1; q2) = 0 for each value of q1; that is,

R2(q1) = argmax
q2�0

J2(q1; q2) =

�
q2 :

@J2
@q2

= I2(q1; q2) = 0

�
.

Thus, P1 must choose his order quantity that maximizes J1(q1; q2) subject to the
constraint I2(q1; q2) = 0. For this game, the Stackelberg solution for P1 is obtained
by solving the optimization problem

max
q1�0

J1(q1; q2) subject to I2(q1; q2) = 0,

where J1(q1; q2) and I2(q1; q2) = 0 are given in (3.3) and (3.8), respectively, and de-
picted in the three-dimensional Figure 3.5. The same problem is shown in two dimen-
sions by projecting the contours of J1(q1; q2) onto the (q1; q2) plane and by choosing
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the highest-valued contour that is tangent to P2�s best response curve I2(q1; q2) = 0 as
in Figure 3.6. Solving the optimization problem with the same data as in Section 3.2.1
gives the Stackelberg solution as (qS1 ; q

S
2 ) = (28:38; 18:60) and (J1(q

S
1 ; q

S
2 ); J2(q

S
1 ; q

S
2 )) =

(84:35; 33:94). This result indicates that P1 has obtained a �rst-mover advantage
compared to the Nash solution since J1(qS1 ; q

S
2 ) > J1(q

N
1 ; q

N
2 ), which has resulted in a

second-mover disadvantage for P2 since J2(qS1 ; q
S
2 ) < J2(q

N
1 ; q

N
2 ).

Figure 3.5: The Stackelberg equilibrium is obtained by maximizing P1�s objective
function J1(q1; q2) [upper surface] subject to the constraint I2(q1; q2) = 0.

3.3 Model III: Static Games with Incomplete In-
formation (Bayesian Nash Equilibrium)

The games of complete information described in Models I and II above had the com-
mon feature that both players were informed about each other�s payo¤ functions. In a
game of incomplete information players may not know the payo¤ function of some
other player, or they may not know what actions are available to other player(s). For
example, even though P2 would know her own purchase cost c2 with certainty, she
may only know that P1�s purchase cost is c1L (low) with probability �1, or c1H (high)
with probability 1� �1. Since P1 knows his cost (which is either c1L or c1H), he has
superior information, i.e., information structure is asymmetric in favour of P1.
Using Harsanyi�s approach [40] elucidated in a three-part essay, we solve the result-

ing Bayesian game by assuming that every player can be of several possible types
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Figure 3.6: The Stackelberg equilibrium is obtained by solving the following problem:
max J1(q1; q2) subject to I2(q1; q2) = 0. This �gure superimposes the contours of P1�s
objective J1(q1; q2) with P2�s best response I2(q1; q2) = 0. In the equilibrium we have
(qS1 ; q

S
2 ) = (28:38; 18:60).

where a type summarizes all relevant information about a player such as the payo¤s
and possible moves. (See Myerson [64] for an illuminating commentary on Harsanyi�s
three papers.) In such a game, Harsanyi transformation [40] introduces an arti�-
cial player, called Nature, which chooses a particular type for all players (according
to some joint probability distribution) and reveals to player Pi his type ti. Thus,
some players cannot observe the move of Nature regarding the actual type of the
other player(s), but they know the joint probability distribution from which Nature
selects the types. This means that the players face a game with imperfect information
(because of the uncertainty about the move of the �player�Nature), and hence the
incompleteness of information about payo¤s is transformed into uncertainty about
the move of Nature.
For example, if P1�s purchase cost is either c1L or c1H , then this player will have

two types T1 = fc1L; c1Hg, and if P2�s purchase cost is c2, then P2 will have one
type T2 = fc2g, only. It is assumed that each player knows his/her type, and given
this, each player can compute his/her beliefs on the types of other players. That is,
for t1 2 T1 and t2 2 T2, the beliefs p1(t2 j t1) and p2(t1 j t2) are computed by the
conditional probability formula (i.e., the Bayes�rule) as,

p1(t2 j t1) =
p(t2; t1)

p(t1)
, and p2(t1 j t2) =

p(t1; t2)

p(t2)
,

where the joint probability p(t1; t2) is assumed common knowledge.
Harsanyi�s approach [40] assumes that the strategy for player Pi is a function
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�i(ti) for each type ti 2 Ti which speci�es a feasible action. For example, if P1 has
two types, and he only has two moves fL1; H1g, then he has four possible strategies.
These are listed in Table 3.4 where L1L1 indicates that P1 will choose L1 when his
type is either c1L or c1H (that is, he always chooses L1); L1H1 indicates that P1 will
choose L1 if his type is c1L, will choose H1 if his type is c1H , etc.

P1�s type t1
c1L c1H Notation

#1 L1 L1 (c1L; c1H) 7! L1L1
P1�s #2 L1 H1 (c1L; c1H) 7! L1H1

strategies #3 H1 L1 (c1L; c1H) 7! H1L1
#4 H1 H1 (c1L; c1H) 7! H1H1

Table 3.4: Strategies for player P1 as a function of his type.

Harsanyi [40] proposed modelling static games with incomplete information by
including Nature as an imaginary player. In the above game Nature moves �rst
and determines P1�s type which is c1L with probability �1 and c1H with probability
1� �1. P1 knows his type (i.e., his payo¤s), but P2 knows only that she is facing an
opponent (P1) whose purchase cost is either c1L or c1H with probabilities �1 and 1��1,
respectively. One interpretation of this game is that P1 and P2 are randomly paired
and the proportion of low cost P1s is �1. Since P2 has only one type, the conditional
probabilities for P1 are simply p1(t2 j c1L) = 1 and p1(t2 j c1H) = 1. However, since
P1 has two types, P2�s conditional probabilities are p2(c1L j t2) = p2(c1L) = �1, and
p2(c1H j t2) = p2(c1H) = 1��1. It is important to note that even though P1 knows his
type, the Bayesian equilibrium solution must still provide a complete plan of action
for both players, i.e., in the discrete version of the game, P1 must consider his four
strategies fL1L1; L1H1; H1L1; H1H1g shown in Table 3.4, and P2 must consider her
two strategies (moves) f`2; h2g.
When the players adopt the strategy pro�le (�1(t1); �2(t2)) we de�ne the condi-

tional expected payo¤s for player Pi of type ti as

Ĵ1(�1(t1); �2(t2); t1) =
X
t22T2

J1(�1(t1); �2(t2); t1; t2)p1(t2 j t1), for all t1 2 T1, (3.10)

Ĵ2(�1(t1); �2(t2); t2) =
X
t12T1

J2(�1(t1); �2(t2); t1; t2)p2(t1 j t2), for all t2 2 T2, (3.11)

where Ji(�1(t1); �2(t2); t1; t2) is player Pi�s payo¤when this player�s type ti adapts the
strategy �i(ti) for i = 1; 2. With this de�nition, a strategy pro�le (��1(t1); �

�
2(t2)) is a

(pure) Bayesian Nash equilibrium of a static Bayesian game if for each player Pi,
every type ti 2 Ti of player Pi, and every alternative strategy �0i(ti) of player Pi, we
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have

Ĵ1(�
�
1(t1); �

�
2(t2); t1) � Ĵ1(�01(t1); ��2(t2); t1), (3.12)

Ĵ2(�
�
1(t1); �

�
2(t2); t2) � Ĵ2(��1(t1); �02(t2); t2). (3.13)

Similar to the de�nition of Nash equilibrium given in (3.1)�(3.2), this de�nition states
that whatever a player�s type is, this player�s strategy is a best response to the strate-
gies of the other player.

3.3.1 Discrete Strategies

To illustrate the above discussion of the Bayesian Nash equilibrium, let us consider a
discrete strategy problem where each player has two possible moves (i.e., P1 orders
low L1 or high H1, and P2 orders low `2 or high h2). But now P1 knows that his type
(purchase cost) is either c1L (low) or c1H (high), but P2 only knows the probability
distribution of P1�s type, that is, that Pr(P1�s type is c1L) = �1 and Pr(P1�s type is
c1H) = 1� �1. P2 has only one type, c2, and both players know this.
The game trees for this game played under incomplete information are represented

in Figure 3.7. Player P1 knows exactly which game is being played, but P2 knows
that the game on the left will be played with probability �1 and the game on the right
with probability 1 � �1. One can interpret this game of incomplete information by
saying that as far as P2 is concerned P1 has two �personalities�and P2 faces the type
1 personality (purchase cost c1L) with probability �1 and type 2 personality (purchase
cost c1H) with probability 1� �1.
The Harsanyi transformation involves converting the game of incomplete infor-

mation to a game of complete but imperfect information. The game tree for the
transformed version of the problem is given in Figure 3.8 where Nature moves �rst
and determines P1�s type, i.e., low or high purchase cost. (We will use the same payo¤
values we have in Figure 3.8 when we consider the dynamic version of this problem
with incomplete information in Section 3.4.) Once Nature makes her choice, P1 knows
his type but this information is not revealed to P2. With the inclusion of Nature as
one of the players, the game becomes one of complete information since the players
know all the payo¤s on the extensive form; the game also becomes one of imperfect
information because P2 will not be aware of what Nature has chosen initially.
We now represent this extensive game of complete but imperfect information to an

equivalent strategic form game and determine the Bayesian Nash equilibrium. First,
recall that, as indicated in Table 3.4, P1 has a total of four strategies as he must have
a complete plan of action following Nature�s choice. On the other hand, since P2 has
one type only (purchase cost of c2), this player still has two strategies, one for each
possible move `2 and h2. The (expected) payo¤s for all possible combinations of all
strategy pairs are given in Table 3.5. Consider, for example, the strategy combination
(L1L1; h2), that is, regardless of Nature�s choice, P1 always orders low (L1L1), and P2
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Figure 3.7: The incomplete information game where P1 knows which game is being
played, i.e., either the one on the left where his type is c1L, or the one on the right
where his type is c1H . P2 only knows the probability distribution of P1�s type, i.e.,
(�1; 1� �1).

orders high (h2). Now, referring to Figure 3.8, if P1�s cost is c1L, then the expected
conditional payo¤ for P1 is computed as

Ĵ1(L1L1; h2; c1L) = J1(L1L1; h2; c1L; c2)p1(c2 j c1L) = 4 � 1 = 4,

since P2 has only one type, i.e., c2. Similarly, If P1�s cost is c1H , then the expected
conditional payo¤ is,

Ĵ1(L1L1; h2; c1H) = J1(L1L1; h2; c1H ; c2)p1(c2 j c1H) = 4 � 1 = 4.

To compute P2�s expected payo¤, we recall that p2(c1L j c2) = 1
2
and p2(c1H j

c2) =
1
2
which gives,

Ĵ2(L1L1; h2; c2) = J2(L1L1; h2; c1L; c2)p2(c1L j c2) + J2(L1L1; h2; c1H ; c2)p2(c1H j c2)

= 0 � 1
2
+ 3 � 1

2
= 1:5.
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Figure 3.8: The incomplete information game in Figure 3.7 becomes an equivalent
complete but imperfect information game through Harsanyi transformation.

The other expected conditional payo¤s in Table 3.5 are calculated in a similar manner.

P1nP2 `2 h2

(c1L; c1H) 7! L1L1

(c1L; c1H) 7! L1H1

(c1L; c1H) 7! H1L1

(c1L; c1H) 7! H1H1

(4�; 2); 2�

(4�;3�);2�

(4�; 2); 3�

(4�;3�);3�

(4�; 4); 1:5

(4�; 5�); 1:5

(3; 4); 2:5

(3; 5�); 2:5

Table 3.5: Payo¤ table obtained after Harsanyi transformation of the original payo¤s
in the discrete strategy, static incomplete information game.

To determine the Bayesian Nash equilibrium for this game, we use the familiar
approach and identify the best responses for P2 for each possible strategy of P1. For
example, if P1 uses H1L1, it is best for P2 to use `2 since this gives her an expected
payo¤ of 3� (rather than 2:5 if h2 is used). Similarly, P1�s best responses are found
by identifying the strategy that gives him the highest expected payo¤, given P2�s
strategy. For example, if P2 chooses `2, then the best response for P1 is either L1H1
or H1H1. Thus, the pure strategy equilibria in this game are found as (L1H1; `2) and
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(H1H1; `2) with payo¤s of (4,3) to P1 and 2 to P2 in the �rst case; and (4; 3) for P1
and 3 for P2 in the second case. In this problem with multiple equilibria, (L1H1; `2)
may be the one that is implemented if P1 wants to see P2 receive the least amount.
On the other hand, if negotiations are possible and if P2 can motivate P1 to move to
H1H1 with the potential promise of a side-payment to P1, then (H1H1; `2) could be
the equilibrium of the game. (See Schelling [80, pp. 54�58, 89�118] for an explanation
of the concept of a focal point in games with multiple Nash equilibria.)
The above procedure illustrates Harsanyi�s insight [40] which transforms an incom-

plete information game (as shown in Figure 3.7) to a complete but imperfect informa-
tion game (as shown in Figure 3.8). While the game in Figure 3.7 involves P2�s uncer-
tainties about P1�s purchase cost� and hence the incompleteness of information� the
strategic form game of Table 3.5 does not involve any uncertainty because it is sub-
sumed in the expected payo¤ calculations for P2. However, the game in Figure 3.8 is
of imperfect information variety since P1 and P2 make simultaneous decisions after
Nature moves and P2 does not know which move Nature has made when she makes
her decision.

Remark 3.3 Computing the equilibria in the extensive form As in previous
models, it is easy to determine whether a given strategy is part of an equilibrium with-
out computing the payo¤s in the normal form of Table 3.5. First, consider L1L1 for
which P2�s best response is `2. But, if P2 plays `2, then P1�s type c1H can improve by
deviating to either L1H1 or H1H1, thus L1L1 cannot be part of an equilibrium. Using
the same reasoning it can be shown that H1L1 cannot be part of an equilibrium, either.
However, if P1 chooses L1H1, then P2�s choice of `2 does not o¤er any motivation
for P1 to move to a di¤erent strategy, thus L1H1 is part of an equilibrium. Similar
arguments lead to the conclusion that H1H1 must also be part of an equilibrium.

3.3.2 Continuous Strategies

Let us return to the competitive newsvendor problem discussed in Section 3.2.1 but
assume now that at least one of the players is unsure about the actual purchase cost
of the other player.

Player P1 has two types and player P2 has one type

Assume here that P2 is not sure about P1�s purchase cost which is either c1L or c1H
with probabilities �1 and 1 � �1. Given this uncertainty that P2 faces, what are the
best strategies for P1 and P2, i.e., what should be the Bayesian Nash equilibrium
order quantities for each newsvendor?
Since P1�s cost (types) may be c1L or c1H , this newsvendor�s strategy set is [0;1)�

[0;1) with moves (q1L; q1H). Similarly, P2 has only one cost c2, thus her strategy set is
[0;1) with the move q2. Now, referring to the conditional expected payo¤expressions
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in (3.10)�(3.11), we write the �rst newsvendor�s objective function, conditional on his
cost as,

Ĵ1L(�1(t1); �2(t2)) = J1L(q1L; q2)p1(c2 j c1L) = J1L(q1L; q2),
Ĵ1H(�1(t1); �2(t2)) = J1H(q1H ; q2)p1(c2 j c1H) = J1H(q1H ; q2),

where J1L(q1L; q2) and J1H(q1H ; q2) are P1�s expected pro�ts with purchase cost c1L
and c1H , respectively, obtained from (3.3), and p1(c2 j c1L) = p1(c2 j c1H) = 1. The
second newsvendor�s objective function must take into account the uncertainty she
faces and thus, we have,

Ĵ2(�1(t1); �2(t2)) = J2(q1L; q2)p2(c1L j c2) + J2(q1H ; q2)p2(c1H j c2)
= �1J2(q1L; q2) + (1� �1)J2(q1H ; q2),

where J2(q1L; q2) and J2(q1H ; q2) are P2�s expected pro�ts when P1 chooses q1L and
q1H , respectively, obtained from (3.4). In our numerical calculations we will set �1 = 1

2
,

as before.
The �rst newsvendor P1 chooses his Bayesian Nash equilibrium strategies to maxi-

mize Ĵ1L(�1(t1); �2(t2)) when his cost is c1L, and to maximize Ĵ1H(�1(t1); �2(t2)) when
his cost is c1H . The other newsvendor P2 chooses q2 to maximize Ĵ2(�1(t1); �2(t2)).
The �rst-order conditions for the equilibrium are determined from (3.12)�(3.13) and
are found by solving a system of three nonlinear equations in three unknowns q1L, q1H
and q2:

@

@q1L
Ĵ1L(�1(t1); �2(t2)) =

@

@q1L
J1L(q1L; q2) = 0, (3.14)

@

@q1H
Ĵ1H(�1(t1); �2(t2)) =

@

@q1H
J1H(q1H ; q2) = 0, (3.15)

@

@q2
Ĵ2(�1(t1); �2(t2)) =

@

@q2
[�1J2(q1L; q2) + (1� �1)J2(q1H ; q2)] = 0. (3.16)

The explicit expressions for J1L(q1L; q2) and J1H(q1H ; q2) are found from (3.3); the ex-
pression for J2(�; q2) follows from (3.4). The �rst partial derivatives of these functions
are also available from (3.5) and (3.6) as @J1L=@q1L = I1L(q1L; q2), and @J1H=@q1H =
I1H(q1H ; q2), and @J2=@q2 = I2(�; q2), respectively. Thus, the Bayesian Nash equilib-
rium conditions of (3.14)�(3.16) simplify to,

I1L(q1L; q2) = 0,

I1H(q1H ; q2) = 0, (3.17)

�1I2(q1L; q2) + (1� �1)I2(q1H ; q2) = 0.

Let us now return to the continuous strategy example discussed in Section 3.2.1
where the demand densities were exponential with means E(X) = 30 and E(Y ) = 20.
As before, we set the other parameters as [a; b j s1; s2 j c2] = [0:9; 0:9 j 15; 9 j 5], but
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now since the unit purchase cost of the �rst newsvendor could be low or high, we let
[c1L; c1H ] = [6; 10]. With these values the �rst order conditions given in (3.17) reduce
to

I1L(q1L; q2) = 15e
�q1L=30 � 45

2
e�(q1L=18+q2=20) +

45

2
e�(q1L=30+q2=20) � 6,

I1H(q1H ; q2) = 15e
�q1H=30 � 45

2
e�(q1H=18+q2=20) +

45

2
e�(q1H=30+q2=20) � 10,

�1I2(q1L; q2) + (1� �1)I2(q1H ; q2) = 9e�q2=20 +
243

14
e�(q1L=30+q2=27) � 243

14
e�(q1L=30+q2=20)

+
243

14
e�(q1H=30+q2=27) � 243

14
e�(q1H=30+q2=20) � 5.

Figure 3.9: The Bayesian Nash equilibrium solution of Model III with two players
(newsvendors) where player 1 has two types (c1L; c1H), and player 2 has one type (c2).
The solution is the intersection of three surfaces where the vertical surfaces correspond
to I1(q1L; q2) = 0 and I1(q1H ; q2) = 0, and the horizontal surface corresponds to
�1I2(q1L; q2) + (1� �1)I2(q1H ; q2) = 0.

We plot the implicit surfaces for these �rst order conditions in Figure 3.9 and note
that they intersect at a unique point. Solving this system of three nonlinear equations,
we �nd [��1(t1); �

�
2(t2)] = [(q1L; q1H); q2] = [(35:46; 17:02); 19:75]. Comparing this to

the result obtained in Section 3.2.1 where we had found (qN1 ; q
N
2 ) = (25:38; 19:56)

as the Nash equilibrium, the Bayesian Nash equilibrium result shows that the �rst
newsvendor should order a higher quantity than before if he has a lower purchase cost
(c1L = 6), and a lower quantity than before if he has a higher cost (c1H = 10). The
Bayesian Nash order quantity for the second newsvendor is only slightly higher than
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its Nash counterpart. Substituting these values in the respective objective functions,
we �nd the Bayesian Nash payo¤s as,

[Ĵ1L(q1L; q2); Ĵ1H(q1H ; q2)] = [143:74; 41:23] and Ĵ2(q1L; q1H ; q2) = 36:30.

This result indicates a substantial increase in expected payo¤ for P1 when his cost
is low, as should be expected. The second newsvendor also expects a slightly higher
expected payo¤.

Players P1 and P2 both have two types

As a further extension, let us now assume that not only P2 is uncertain about P1�s
purchase cost, but also P1 is uncertain about P2�s purchase cost. That is, as before,
P1 has two types (c1L; c1H) for which P2 holds the distribution (�1; 1� �1), but now
P2 also has two types (c2L; c2H) for which P1 holds the distribution (�2; 1 � �2). In
other words, the conditional probabilities for P1 and P2, respectively, are,

p1(c2L j c1L) = p1(c2L j c1H) = �2, and p1(c2H j c1L) = p1(c2H j c1H) = 1� �2,

p2(c1L j c2L) = p2(c1L j c2H) = �1, and p2(c1H j c2L) = p2(c1H j c2H) = 1� �1.
How does one determine the Bayesian Nash equilibrium for this problem with

two-sided incomplete information? To answer this question, we �nd the conditional
expected payo¤s for each player from (3.10) and (3.11) as,

Ĵ1L(�1(t1); �2(t2)) =
X
t22T2

J1L(q1L; �2(t2); t2)p1(t2 j c1L)

= �2J1L(q1L; q2L) + (1� �2)J1L(q1L; q2H),
Ĵ1H(�1(t1); �2(t2)) =

X
t22T2

J1H(q1H ; �2(t2); t2)p1(t2 j c1H)

= �2J1H(q1H ; q2L) + (1� �2)J1H(q1H ; q2H),
Ĵ2L(�1(t1); �2(t2)) =

X
t12T1

J2L(�1(t1); q2L; t1)p2(t1 j c2L)

= �1J2L(q1L; q2L) + (1� �1)J2L(q1H ; q2L),
Ĵ2H(�1(t1); �2(t2)) =

X
t12T1

J2H(�1(t1); q2H ; t1)p2(t1 j c2H)

= �1J2H(q1L; q2H) + (1� �1)J2H(q1H ; q2H).

Since each newsvendor�s strategy set is [0;1) � [0;1) with moves (q1L; q1H) for P1
and (q2L; q2H) for P2, we follow the standard steps of partially di¤erentiating the
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expected payo¤s and obtain

@

@q1L
Ĵ1L(�1(t1); �2(t2)) = �2I1L(q1L; q2L) + (1� �2)I1L(q1L; q2H) = 0,

@

@q1H
Ĵ1H(�1(t1); �2(t2)) = �2I1H(q1H ; q2L) + (1� �2)I1H(q1H ; q2H) = 0,

@

@q2L
Ĵ2L(�1(t1); �2(t2)) = �1I2L(q1L; q2L) + (1� �1)I2L(q1H ; q2L) = 0,

@

@q2H
Ĵ2H(�1(t1); �2(t2)) = �1I2H(q1L; q2H) + (1� �1)I2H(q1H ; q2H) = 0.

The resulting system of four nonlinear equations in the four unknowns (q1L; q1H ;
q2L; q2H) can be solved to determine the Bayesian Nash equilibrium for this game
where incomplete information is two-sided. As an example, consider the problem
discussed in Section 3.3.2 with exponential demand densities having means E(X) = 30
and E(Y ) = 20. As before, the other parameters are [a; b j s1; s2] = [0:9; 0:9 j 15; 9]
and [c1L; c1H ] = [6; 10], but now since the unit purchase cost of the second newsvendor
P2 could be low or high, we let [c2L; c2H ] = [3; 5]. Thus, in this case P2 is in a better
position than before as her cost could be even as low as 3, and hence we would expect
P2 to have a higher expected pro�t than before.
Solving the resulting system of four nonlinear equations given above with (�1; �2) =

(0:5; 0:5), we �nd the Bayesian Nash equilibrium as

[��1(t1); �
�
2(t2)] = [(q1L; q1H); (q2L; q2H)] = [(33:00; 15:35); (36:80; 20:47)].

The expected pro�ts for each newsvendor, given their type are computed as

[J1L(q1L; q2L); J1L(q1L; q2H); J1H(q1H ; q2L); J1H(q1H ; q2H)] = [119:68; 141:75; 32:75; 40:36]

[J2L(q1L; q2L); J2L(q1L; q2H); J2H(q1H ; q2L); J2H(q1H ; q2H)] = [78:75; 108:98; 30:71; 44:93].

These results imply that

[Ĵ1L(q1L; q2L; q2H); Ĵ1H(q1H ; q2L; q2H)] = (130:71; 36:56),

[Ĵ2L(q1L; q2L; q1H); Ĵ2L(q1L; q2H ; q1H)] = (93:86; 37:82).

Since in this case P2�s purchase can be lower than before, she can compete better
resulting in an increase in her expected pro�ts. Faced with a lower-cost competitor,
P1 fares worse and his expected pro�ts decrease.
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3.4 Model IV: Dynamic Games with Incomplete
Information (Perfect Bayesian Equilibrium)

Let us recall that in Model II we considered a dynamic game with complete infor-
mation and in Model III we considered a static game with incomplete information.
For Model II we used subgame perfect equilibrium as the solution concept; for Model
III the solution concept was Bayesian Nash equilibrium. In this section we consider
a more general model (Model IV) of a dynamic game with incomplete information
which combines the two important features of Model II and Model III. The solution
concept that is relevant for Model IV is known as the perfect Bayesian equilibrium
which is a combination of strategies and speci�cation of beliefs with the conditions of,
(i) belief consistency (the beliefs are consistent with the strategies under consid-
eration, i.e., they satisfy Bayesian updating), and (ii) sequential rationality (the
players choose their strategies optimally given their beliefs); see Gibbons [35, Ch. 4].
As in previous sections, our objective is to identify pure strategy perfect Bayesian
equilibria, if they exist. When such equilibria do not exist, it is still possible to de-
termine the mixed strategy equilibria (see, Carmichael [12, Ch. 7], Dixit and Skeath
[22, Ch. 9] and Montet and Serra [61, pp. 179�183]), but in this paper we limit our
discussion to pure strategy equilibria.

3.4.1 Discrete Strategies

We illustrate the calculation of the perfect Bayesian equilibrium (PBE) by consid-
ering an important class of dynamic games with incomplete information known as a
signalling game. In the context of our two-player inventory game, the signalling game
starts with a chance move (by Nature) that determines the type ti 2 T = fc1L; c1Hg of
P1 who is informed of this outcome and hence of his type. In such a game we assume
as in Model II that player P1 is the leader and P2 is the follower. P1 moves �rst by
sending a signal/message mj 2 M = fL1; H1g and announcing his choice of a low
order quantity q1L = L1, or a high order quantity q1H = H1. The second player P2,
who does not know P1�s type when Nature reveals it, observes P1�s message mj, and
then chooses an action ak 2 A = f`2; h2g which determines her order quantity. The
sequence, (i) chance move, (ii) P1�s signal/message, and (iii) P2�s decision, determine
the players�payo¤ as J1(ti;mj; ak(mj)) and J2(ti;mj; ak(mj)).
What distinguishes a signalling game in Model IV is the belief structure player

P2 must evaluate once she observes P1�s signal/message. As in Gibbons [35, Ch. 4],
let the conditional probability �(ti j mj) be player P2�s updated belief that P1 is of
type ti given that P1 sends the message mj. (A belief of a player is de�ned as a
probability distribution over the nodes of an information set in the extensive game.)
For a given strategy chosen by P1 [for example, �H1 if c1L, and L1 if c1H�, i.e., in our
notation, (c1L; c1H) 7! H1L1], player P2 updates her belief at each information set
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using the Bayes�rule [74, p. 54],

�(ti j mj) =
Pr(mj j ti) Pr(ti)P
t0i
Pr(mj j t0i) Pr(t0i)

:

where we use t0i to denote all possible types of P1.
The procedure to �nd the PBE is as follows: Given her updated beliefs �(ti j mj),

P2 must then apply sequential rationality to determine her best response by solving
the optimization problem maxak2A

P
ti2T J2(ti;mj; ak)�(ti j mj). In view of P2�s

response, P1 has to check to see if he has any incentive to deviate from the strategy
assigned to him by solving the problem maxmj2M J1(ti;mj; ak(mj)). If P1 has no
incentive to deviate, then P1�s strategy and P2�s best response and her updated
beliefs constitute a PBE. Otherwise, we have to assign a di¤erent strategy to P1 and
continue the above process.
When only pure strategies are considered, it is su¢ cient to examine the equivalent

normal (strategic) form of the dynamic game with incomplete information and deter-
mine the Nash equilibria from the normal form. If multiple Nash equilibria exist, then
those that do not qualify as perfect Bayesian equilibrium can be eliminated using the
above procedure.

Strategic Form

We will illustrate this process by considering the example in Figure 3.10 where the
numbers in brackets such as [�] and [�] at P2�s decision nodes correspond to that
player�s updated beliefs about P1�s type. As the �gure illustrates, P1 learns the choice
of Nature, i.e., that his cost is either low (c1L) or high (c1H), but P2 does not know this.
In the strategic form of this game, P1 has the strategy set fL1L1; L1H1; H1L1; H1H1g
as in Model III where the �rst letter corresponds to the action when P1 is of type
c1L, and the second letter when P1 is of type c1H . Similarly, for P2 the strategy set is
f`2`2; `2h2; h2`2; h2h2g as in Model II where the �rst letter corresponds to P2�s action
if P1 chooses L1, and the second letter refers to P2�s action if P1 chooses H1.
The 4� 4 strategic form corresponding to the (expected) payo¤s of the players is

given in Table 3.6. To illustrate the calculations in the table, consider P1�s strategy
L1L1 and P2�s strategy h2h2. Here, P1 always chooses L1 regardless of his type,
and P2 always chooses h2 regardless of what P1 does. These lead us to the terminal
payo¤s (4,0) and (4,3) indicating that P1 gets (4,4), and P2 gets an expected payo¤
of 0 � 1

2
+3 � 1

2
= 1:5. Similarly, consider H1H1 vs. h2`2. In this case, we are led to the

payo¤s (4,4) and (3,2), thus P1 gets (4,3) and P2 gets 4 � 1
2
+ 2 � 1

2
= 3.

The pure best responses in Table 3.6 are indicated by an asterisk showing that the
game has three Nash equilibria, i.e., (L1H1; `2h2), (H1L1; h2`2) and (H1H1; `2`2). We
now examine these Nash equilibria separately to determine whether or not they also
qualify as perfect Bayesian equilibria.
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Figure 3.10: Extensive form of the dynamic game with incomplete information where
each player has two moves (Model IV).

P1nP2 (L1; H1)
7! `2`2

(L1; H1)
7! `2h2

(L1; H1)
7! h2`2

(L1; H1)
7! h2h2

(c1L; c1H) 7! L1L1
(c1L; c1H) 7! L1H1
(c1L; c1H) 7! H1L1
(c1L; c1H) 7! H1H1

(4�; 2); 2�

(4�; 3�); 2
(4�; 2); 3
(4�; 3�); 3�

(4�; 2); 2�

(4�; 5�); 2:5�

(3; 2); 2
(3; 5�); 2:5

(4�; 4�); 1:5
(4�; 3); 1

(4�; 4�); 3:5�

(4; 3); 3�

(4�; 4); 1:5
(4�; 5�); 1:5
(3; 4); 2:5
(3; 5�); 2:5

Table 3.6: Payo¤ table for the dynamic game with incomplete information where P1
and P2 have four pure strategies.
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Equilibrium #1 (L1H1; `2h2) In this combination we have (c1L; c1H) 7! L1H1 and
(L1; H1) 7! `2h2 and the strategies are represented in Figure 3.11 where the updated
beliefs � and � are calculated as follows. With P1�s strategy being (c1L; c1H) 7! L1H1,
i.e., P1 of type c1L will choose L1 and P1 of type c1H will choose H1, P2 will know
with certainty that P1 is of type c1L if she observes L1. In the same way, P2 will
know for sure that P1 is of type c1H if she observes H1. Hence, regarding � � P2�s
conditional probability that P1 is of type c1L given that P1 chose L1, we have, from
Bayes�theorem;

� = Pr(c1L j L1) =
Pr(L1jc1L) Pr(c1L)

Pr(L1jc1L) Pr(c1L) + Pr(L1jc1H) Pr(c1H)
=

1 � 0:5
1 � 0:5 + 0 � 0:5 = 1.

Thus, (�; 1��) = (1; 0). Similarly, 1� � is P2�s conditional probability that P1 is of
type c1H given that P1 chose H1, so we have,

1� � =Pr (c1H jH1) =
Pr (H1jc1H) Pr (c1H)

Pr (H1jc1H) Pr (c1H)+Pr (H1jc1L) Pr (c1L)
=

1 � 0:5
1 � 0:5 + 0 � 0:5= 1.

Thus, (�; 1��) = (0; 1). These calculations imply that [(L1H1; `2h2);� = 1; � = 0] is
a perfect Bayesian equilibrium. This is known as a separating strategy where P1�s
type c1L plays L1, and P1�s type c1H plays H1.

Figure 3.11: Calculating the beliefs and testing whether L1H1 and `2h2 constitute a
PBE (Model IV).
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Equilibrium#2 (H1L1; h2`2) For this combination, (c1L; c1H) 7! H1L1 and (L1; H1)
7! h2`2. Using similar arguments;

� = Pr(c1LjH1) =
Pr(H1jc1L) Pr(c1L)

Pr(H1jc1L) Pr(c1L) + Pr(H1jc1H) Pr(c1H)
=

1 � 0:5
1 � 0:5 + 0 � 0:5 = 1,

and,

1�� = Pr(c1H jL1) =
Pr(L1jc1H) Pr(c1H)

Pr(L1jc1H) Pr(c1H) + Pr(L1jc1L) Pr(c1L)
=

1 � 0:5
1 � 0:5 + 0 � 0:5 = 1.

Thus, (�; 1� �) = (0; 1) and (�; 1� �) = (1; 0). This implies that [(H1L1; h2`2);� =
0; � = 1] is a perfect Bayesian equilibrium. This is also known as a separating
strategy where P1�s type c1L plays H1, and P1�s type c1H plays L1, i.e., the two types
of P1 play di¤erent strategies from each other.

Equilibrium #3 (H1H1; `2`2) For this case, (c1L; c1H) 7! H1H1 and (L1; H1) 7!
`2`2. Since P1 always plays H1, the left-hand-side of the game tree will be o¤ the
equilibrium path. To calculate P2�s belief that P1 is of type c1L given that P2 observed
H1, we have

� = Pr(c1LjH1) =
Pr(H1jc1L) Pr(c1L)

Pr(H1jc1L) Pr(c1L) + Pr(H1jc1H) Pr(c1H)
=

1 � 0:5
1 � 0:5 + 1 � 0:5 =

1

2
,

so that (�; 1 � �) = (1
2
; 1
2
). Now, the beliefs (�; 1 � �) are not restricted, but they

should be such that if P1 ever plays L1, then this strategy combination results in P2
choosing `2. Thus, we must �nd a condition on � that will satisfy this requirement.
This implies that the expected payo¤ to P2 from choosing `2 must be at least as much
from choosing h2. Thus,

E(P2 chooses `2) = 2�+ 2(1� �) = 2
E(P2 chooses h2) = 0 � �+ 3(1� �) = 3� 3�,

and so P2 chooses `2 i¤ 2 � 3 � 3�, or � � 1
3
. These arguments show that

[(H1H1; `2`2);� � 1
3
; � = 1

2
] is a perfect Bayesian equilibrium. This is known as

a pooling strategy where P1�s both types c1L and c1H play the same strategy H1.

Computing the equilibria in the extensive form

Of course, it is not necessary to use the strategic form to determine the PBEs in such
games. We can start with any strategy for P1 and �nd the corresponding best response
for P2. If P1 responds to P2�s best response using his initially chosen strategy, then
the combination of the two players�strategies considered would be an equilibrium.
For example, if we start with (c1L; c1H) 7! L1L1 for P1 we can �nd P2�s best
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response to this strategy. This would imply (�; 1 � �) = (1
2
; 1
2
) for P2. At the left

information set of Figure 3.10, P2�s optimal action is `2 since on that set E(P2 chooses
`2) = 2 � 12 + 2 �

1
2
= 2 and E(P2 chooses h2) = 0 � 12 + 3 �

1
2
= 1:5. Now that we have

determined that L1 7! `2 for P2, we need to �nd P2�s best response to P1�s choice
of H1. At the right information set, P2�s beliefs (�; 1 � �) are not restricted. On
this set, P2�s optimal action is `2 if � � 1

3
, and h2 if � � 1

3
since E(P2 chooses

`2) = 4� + 2(1� �) = 2� + 2, and E(P2 chooses h2) = 2� + 3(1� �) = 3� �. Now,
if P2 chooses `2 after H1, then type c1H of P1 can improve his payo¤ by choosing
H1 instead of L1 (and thus obtain a payo¤ of 3 rather than 2). Thus, (L1L1; `2`2)
cannot be an equilibrium. Similarly, if P2 chooses h2 after H1, then type c1H of P1
can improve by choosing H1 instead of L1 (and thus obtain a payo¤ of 5 rather than
4). Thus, (L1L1; `2h2) cannot be an equilibrium, either. These arguments imply that
strategy L1L1 is not part of any equilibrium in this game.
Let us now consider (c1L; c1H) 7! L1H1 with the beliefs for P2 as (�; �) = (1; 0).

Then the extensive form indicates that P2�s best response is L1H1 7! `2h2. Now,
given `2h2 , P1�s type c1L would have no incentive to deviate to H1 since 3 < 4. [Note
that, if P1 deviates to H1, then P2�s strategy of L1H1 7! `2h2 calls for her to use h2
resulting in payo¤s of (3; 2).] Similarly, P1�s type c1H would also have no incentive to
deviate to L1 since 2 < 5. [In this case, if P1 deviates to L1, then P2 would choose `2
with payo¤s (2; 2).] Thus, [(L1H1; `2h2);� = 1; � = 0] is a separating PBE as noted
in the discussion of Equilibrium #1 above.
By similar arguments, one can also show (without constructing the complete

strategic form) that [(H1L1; h2`2);� = 0; � = 1] and [(H1H1; `2`2);� � 1
3
; � = 1

2
]

are also separating and pooling PBEs, respectively, as noted in the discussion of
Equilibria #2 and #3 above.
We should note again that the above analysis applies when the game has pure

strategy equilibria. When this is not the case, one can still compute the mixed strat-
egy equilibria for the strategic form of the game, but the calculations become more
involved. We refer the reader to the treatment in Carmichael [12, Ch. 7], Dixit and
Skeath [22, Ch. 9] and Montet and Serra [61, pp. 179�183] for examples of computing
mixed strategy PBE in signalling games.

Intuitive Criterion

In the above PBE analysis, the only requirement on a player�s belief is the consistency
requirement. Intuitive criterion is another important restriction on player�s belief
which can be used to exclude unreasonable or implausible equilibria (Cho and Kreps
[14]). Brie�y speaking, intuitive criterion requires that, in any information set, the
uninformed player should assign probability zero to the type of the informed player
that could never possibly gain (if compared with the equilibrium payo¤) by playing
the action leading to this information set.
Let us apply this criterion to the equilibrium [(H1H1; `2`2);� � 1

3
; � = 0:5] in

the above game. Referring to Figure 3.10, we can see that P1�s type c1L does not
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have a reason to deviate from H1 to L1 since he will not gain from such a deviation.
However, P1�s type c1H may have a reason to deviate since the maximum payo¤
from L1 is 4 which is higher than 3 obtained from staying with H1. Hence, we have
� = Pr(c1L j L1) = 0. This contradicts the equilibrium beliefs (� � 1

3
; � = 0:5). With

intuitive criterion, [(H1H1; `2`2);� � 1
3
; � = 0:5] is thus no longer a PBE.

The intuitive criterion does not eliminate the PBE [(L1H1; `2h2); � = 1; � = 0] for
the following reasons: (i) P1�s type c1L would not be motivated to move toH1 implying
that we still have � = 0, (ii) P1�s type c1H would also not be motivated to deviate to
L1, thus � = 1 as before. Using similar reasoning it can also be shown that the PBE
[(H1L1; h2l2); � = 0; � = 1] also survives the intuitive criterion.

3.4.2 Continuous Strategies

In this section we have so far assumed that the players can use discrete strategies
where each newsvendor is limited to choosing one of two possible order quantities.
It would be desirable to analyze dynamic inventory problems with incomplete infor-
mation where the order quantities can be any nonnegative quantity and compute the
PBE for the resulting game. We now consider such a case where it is assumed that
player P2 can choose her order quantity q2 2 [0;1), but the �rst player P1 still has
two possible order quantities L1 and H1 as his signals. We assume, as before, that
the leader P1�s purchase cost is either c1L or c1H with probabilities �1 and 1� �1 and
each type can choose one of two discrete order levels fL1; H1g. Given such a strategy
setting, what is the perfect Bayesian Nash equilibrium for the dynamic game with
incomplete information with the extensive form given in Figure 3.12?
As we illustrated in the discrete strategy example, the procedure to identify a

perfect Bayesian Nash equilibrium involves three steps: (i) Construct the extensive
form for the game, (ii) transform the extensive form into a strategic form table to
identify pure Nash equilibria, if there exists one, (iii) determine perfect Bayesian
Nash equilibrium from the Nash equilibria identi�ed in the second step by examining
two rules, belief consistency and sequential rationality. However, for this problem
with continuous order quantities for P2, this approach fails since it is impossible to
construct a strategic form with in�nitely many columns as P2�s strategy set is the
Cartesian product [0;1) � [0;1) which consists of in�nitely many elements. Thus,
for this problem, we use the best response analysis to determine the PBE.
To illustrate our approach, we solve the problem with the same parameter values

we used in previous examples, i.e., [a; b j s1; s2 j (c1L; c1H); c2] = [0:9; 0:9 j 15; 9 j
(6; 10); 5] with expected demands E(X) = 30 and E(Y ) = 20. We then consider four
strategies of P1 separately and attempt to determine if any of these strategies is part
of a PBE. We assume in our example that P1 can choose a low level of order quantity
L1 = 20, or a high level of order quantity H1 = 40, and of course P2�s order quantity
q2 2 [0;1).
First consider (c1L; c1H) 7! L1L1 with updated beliefs (�; 1� �) = (0:5; 0:5) from
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Figure 3.12: Extensive form of the dynamic game with incomplete information where
P1 has two moves and P2 has in�nitely many moves (Model IV).

Figure 3.12. Given that P1 will always order L1 = 20 regardless of his type, we deter-
mine P2�s optimal order quantity by solving the optimization problemmaxq2 J2(20; q2)
where J2 is de�ned as in (3.4). This gives q002 = argmax J2(20; q2) = 21:68 as P2�s
best response with expected payo¤ J2(20; 21:68) = 40:46. To make P2�s strategy
complete, we need to identify P2�s response to an observation of H1, although there
is zero probability for it to occur if P1 chooses L1L1. To determine how P2 would
respond if she observes P1 choosing H1 = 40, we solve maxq2 J2(40; q2) and obtain
q02 = argmax J2(40; q2) = 15:95. Thus, in response to P1�s strategy (c1L; c1H) 7! L1L1,
player P2�s best strategy is (L1; H1) 7! q002q
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for P1 where J1is de�ned as in (3.3), and expected pro�t of
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for P2 where J2 is de�ned as in (3.4).
Now we check to see if P1 has motivation to switch from L1L1 with the hope of

improving his payo¤. If P1�s type c1L switches from L1 to H1 = 40, he will receive a
payo¤ J1L (H1; q02) = 152:63 which is higher than J1L (L1; q

00
2) = 118:16. So, P1�s type
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c1L would prefer to switch and thus (L1L1; q002q
0
2) cannot be a PBE, i.e., L1L1 is not

part of an equilibrium.
Second, consider P1�s strategy (c1L; c1H) 7! L1H1 with updated beliefs (�; �) =

(1; 0) from Figure 3.12. In this case, if P2 observes L1, then P1 must be of type
c1L; and if P2 observes H1, then P1 must be of type c1H . To determine P2�s optimal
order quantity when she observes L1 = 20, we solve, as before, the optimization
problem maxq2 J2(20; q2) and obtain q

00
2 = argmax J2(20; q2) = 21:68. To determine

P2�s optimal order quantity when she observes H1 = 40, we solve maxq2 J2(40; q2) and
obtain q02 = argmax J2(40; q2) = 15:95. Thus, the best response of P2 to P1�s strategy
of (c1L; c1H) 7! L1H1 is q002q

0
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00
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0
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00
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00
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00
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2
40:46+

1

2
28:81 = 34:63.

Now we check to see if P1 has motivation to switch from L1H1 with the hope of
improving his payo¤. If type c1L switches from L1 to H1, he will receive a payo¤
of J1L (H1; q02) = 152:63 which is higher than J1L (L1; q

00
2) = 118:16. Thus, P1 would

switch to H1 implying that L1H1 cannot be part of an equilibrium.
Third, let�s examine P1�s strategy (c1L; c1H) 7! H1L1 to see if it is part of an

equilibrium. In this case, P2�s updated beliefs are (�; �) = (0; 1) and as in the previous
case, P1�s type can be easily identi�ed after observing his order quantity. We already
know that q002 = argmax J2(20; q2) = 21:68, and q02 = argmax J2(40; q2) = 15:95, so
that P2�s best response to P1�s (c1L; c1H) 7! H1L1 is still q002q

0
2, with payo¤s

Ĵ1L(H1L1; q
00
2q
0
2) = J1L(H1; q

0
2) = 152:63 and Ĵ1H(H1L1; q

00
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2) = 38:16,

and
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0
2) + (1� �1)J2(L1; q002) =

1

2
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1

2
40:46 = 34:63.

Does P1 have any motivation to move away from H1L1 to a di¤erent strategy? To
check this, we note that if type c1L switches to L1, his payo¤ will be J1L(L1; q002) =
118:16, an amount lower than J1L(H1; q02) = 152:63. Thus, type c1L has no motivation
to switch. Similarly, if type c1H switches to H1, his payo¤will be J1H(H1; q02) = �7:37
which is lower than J1H(L1; q002) = 38:16. So, this type wouldn�t switch either. We
therefore conclude that [(H1L1; q002q

0
2);� = 1; � = 0] is a PBE.

Finally, P1�s strategy (c1L; c1H) 7! H1H1 with updated beliefs (�; 1��) = (0:5; 0:5)
results in q02 = argmax J2(40; q2) = 15:95. To complete P2�s strategy, we need to
identify P2�s response to an observation of L1 even though there is zero probability
for it to occur if P1 takes H1H1. As before, we �nd q002 = argmax J2(20; q2) = 21:68,
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and
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2
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2
28:81 = 28:81.

If P1�s type c1L switches from H1 to L1, he receives J1L(L1; q002) = 118:16 which is less
than J1L(H1; q02) = 152:63, thus he will not switch. However, if P1�s type c1H switches
from H1 to L1, his payo¤will be J1H(H1; q002) = 38:16 which is better than �7:37, thus
he would switch implying that H1H1 cannot be part of an equilibrium, either.

3.5 Conclusion

In this paper we consider static and dynamic inventory games played under complete
and incomplete information between two players, i.e., newsvendors, facing random
but substitutable demands. For each of the resulting four cases (�Models�) we �rst
consider a simple discrete game where each player has two moves. We then present
a continuous strategy version of each game where at least one of the newsvendors
can choose their order quantities from a continuous strategy set. Nash and subgame-
perfect equilibria are the solution concepts used to solve the games with complete in-
formation. The more realistic game problems with incomplete information are solved
using the Bayesian Nash and perfect Bayesian equilibria.
Even though the analysis of games with complete information has dominated the

recent literature in supply chain management modeling, there have been very few pa-
pers dealing with non-cooperative games under incomplete information. Our chapter
presents explicit methods for dealing with static and dynamic inventory games under
incomplete information and computing the Bayesian Nash and perfect Bayesian equi-
librium for such games with special emphasis on inventory management problems.
Since games of incomplete information provide a more realistic modeling framework,
we believe that there will be more applications of such games. It is our hope that
researchers who are interested in using incomplete information games in their pa-
pers may �nd our exposition helpful in constructing their models and computing the
equilibria in their speci�c problems.
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Chapter 4

Competition in Remanufacturing
with Incomplete Information

4.1 Introduction

In this chapter we study a remanufacturing competition problem between an orig-
inal equipment manufacturer (OEM) and a pure remanufacturer (REM) where the
OEM has uncertainty about the REM�s unit remanufacturing cost. In this section
we �rst introduce some basic facts about remanufacturing and then explain reasons
for the development of remanufacturing industries. We then state the competition
in remanufacturing and further focus our attention on the uncertainties existing in
remanufacturing competition.

4.1.1 Remanufacturing

The remanufacturing process normally includes disassembling used products, inspect-
ing and repairing the disassembled components and reusing those components for
new manufacturing (Majumder and Groenevelt [58]). The fraction of used parts in
a remanufactured item varies from product to product. In general, a product can
be categorized as a remanufactured one if its essential components are taken from
disassembled used products (Majumder and Groenevelt [58]). A used product can
also be remanufactured by having the worn-out components be replaced with new
ones without being disassembled (Debo et al. [20] and Thierry et al. [88]). Quality
of remanufactured products can vary dramatically. Remanufactured products can be
sold as perfect substitutes for brand new products if they are produced using the
same manufacturing process and quality control systems. They can also be made
as lower-end products with inferior quality. Remanufactured products are commonly
seen in industry sectors such as automotive, toner cartridges, compressors, electrical
equipment, tires, and so on (Majumder and Groenevelt [58]).
Remanufacturing as a production strategy is both environmentally friendly and
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economically pro�table. The development of remanufacturing industries is expedited
by consumers, governments, and manufacturers from diverse areas.

Consumers

Environmental concerns among consumers are getting stronger. People are willing to
get involved in e¤orts to improve the ecological situation. Consumers give support
by abiding by governmental recycling regulations and original manufacturers�speci-
�cation for disposal of products such as batteries, printer cartridges, to name a few.
More and more consumers are giving a higher priority to the purchase of products
from manufacturers with a positive social image (Ferrer and Swaminathan [28]). More
�rms are thus encouraged to implement manufacturing processes for environmental-
friendly products (Majumder and Groenevelt [58]). Moreover, entry-level customers
are attracted by reputable brands but often �nd it hard to a¤ord the price of a brand
new product (Ferrer and Swaminathan [29]). The low-end market they compose at-
tracts more investments into remanufacturing activities.

Governments

More and more governments endeavor to seek macroeconomic strategies that bring
bene�ts both economically and ecologically. They tighten land�ll regulations to man-
date that �rms must take back used products for recycling or remanufacturing (Ma-
jumder and Groenevelt [58]). Much attention has been given to recycling in which the
structure of used products are destroyed and only constituent materials are collected
and processed for re-use. In remanufacturing, however, used products are retained in
component level and reused for the same purposes (e.g., re�llable drink bottles and
printer cartridges) or secondary purposes (e.g., reuse of automotive tires as anticolli-
sion cushions in a harbor or for race car tracks). Hence, remanufacturing is arguably
said to bring a more dramatic reduction in environmental impact than recycling (Bras
and McIntosh [7]).
Governments encourage remanufacturing as it makes macroeconomic impact in

several ways. Firstly, it creates sales opportunity (Debo et al. [20]). As of 1996,
the remanufacturing industry in US had the same sales �gure (US $53 billion) as the
American steel industry (Lund [56]). Secondly, remanufacturing satis�es the demand
for raw material by using components from used products. As a result of that, it
helps to conserve resources by reducing the consumption of raw materials. Thirdly,
it creates job opportunities. In the US there are 73,000 remanufacturing companies
and the total direct employment of these �rms is 480,000, which is identical with the
employment of the consumer durables industry and twice that of the steel industry
(Lund [56] and Webster and Mitra [93]). Ferrer and Ayres [34] observed that, since
remanufacturing reduces the consumption of raw material, it reduces the related sup-
pliers�labor demand. However, disassembly, as an essential link of remanufacturing,
is well known for its inherent labor-intensiveness and obstruction of being automated.
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Therefore the labor demand from the remanufacturing disassembly is larger than the
portion cannibalized from the original manufacturing. In addition, remanufacturing
reduces industrial waste disposal and the requirement for land�ll (Ayres et al. [4]
and Ferrer and Ayres [34]). Finally, besides the rigid legislation (such as take-back
laws), public information campaigns and �nancial incentives are less heavy-handed
alternatives that governments may take to promote remanufacturing activity (Mitra
and Webster [60]).

Manufacturers

Economical pro�tability is the major factor driving manufacturers to advocate reman-
ufacturing (Ginsberg [36] and Webster and Mitra [93]). Debo et al. [20] argued that
the pro�tability of a remanufactured product is a fundamental question to ask. How-
ever, the veri�cation of the pro�tability of a remanufactured product is a complicated
task. It is generally acknowledged that remanufactured products play an important
role in increasing manufacturers� pro�t as the result of reducing production costs.
This includes savings in labor costs, materials, energy costs, and disposal costs (Mc-
Conocha and Speh [59]). For example, remanufactured sensors are 40% less expensive
than brand new ones, and purchasing remanufactured sensors for monitoring patients�
pulses saved $30,000 a year for Dartmouth Hitchcock (Mitra and Webster [60]). Ford
avoided disposal of more than 67,700 pounds of toner cartridges and saved $180,000
in disposal costs (Mitra and Webster [60]).
A manufacturer needs to deal with the trade-o¤ between retreatability and pro-

duction costs when making decisions relevant to remanufacturing, such as production
technology and product sale price (Debo et al. [20]). The choice of production tech-
nology in�uences the residual value that can be retrieved from used products. On the
one hand, the manufacturing cost of a retreatable (or remanufacturable) product is
typically higher than that of a single-use product. On the other hand, it is also true
that the manufacturing cost of a remanufactured product is lower than the originally
produced item. It is estimated that the production cost of a remanufactured product
is 40-65% less than that of a new product (Mitra and Webster [60]). Sales price plays
a decisive role in the pro�tability of a remanufactured product. The price of a reman-
ufactured product is typically 30-40% lower than the price of a brand-new product.
When the remanufactured product is priced identically with the originally produced
item, the bene�ts of remanufacturing become even greater (Ferrer and Swaminathan
[28]). The disposable camera is a good example of remanufactured products that have
the same price but lower cost than brand new products (Ferrer and Swaminathan
[28]). Xerox, as a well known manufacturer of photocopy equipment, has imple-
mented an extensive program of recycling and remanufacturing for their production
of photocopiers and printer toner cartridges (Majumder and Groenevelt [58]).
Brand e¤ect stimulates manufacturers to use remanufacturing as a strategy to de-

velop new market share among low-end consumers (Ferrer and Swaminathan [28] and
McConocha and Speh [59]). Kodak�s family of single-use cameras was once a success
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in this aspect, although this over-one-hundred-years-old giant of photographic �lm
products has �led bankruptcy protection recently. Furthermore, Ferrer and Swami-
nathan [29] argued that a well-designed product line with remanufactured and new
products merged together may increase market share while sustaining high pro�t
margins. Also remanufacturing helps �rms improve their competitiveness via shorter
production lead times (McConocha and Speh [59]).

4.1.2 Competitions in Remanufacturing

Used products are widely distributed among consumers. Before being used for re-
manufacturing, they need to be retrieved from the market. The retrieval process
occurs in the reverse logistics chain, which is also the link to where competition oc-
curs (Majumder and Groenevelt [58]). The group of agencies in charge of gathering,
classifying and delivering used products back to original manufacturers is growing
fast. The agencies may also undertake some simple remanufacturing operations such
as disassembly and cleaning. Meanwhile, agencies may also supply to pure remanu-
facturers who are in need of the used items, too. The original manufacturers are often
referred to as OEMs. They normally play the leading role in industry competition.
Compared with OEMs, remanufacturers are often smaller-sized �rms using di¤erent
production systems and technology. Remanufacturing of a product often starts here,
because the smaller size is an advantage to catch business opportunities in a timely
fashion. In some industries like automobile and diesel engines, OEMs cooperate with
smaller �rms by contracting with them the remanufacturing of their own product
(Lund [56]). When OEMs build up their own production line for remanufacturing,
they switch the role to compete with local remanufacturers for the supply of used
products. Meanwhile, competition in remanufacturing may occur in sales as well
which is more straightforward to understand (Majumder and Groenevelt [58]). Atasu
and Sarvary [2], in their investigation on the pro�tability of a remanufacturing sys-
tem, emphasized that, under competition, remanufacturing as an e¤ective marketing
strategy for manufacturers to protect market share via pricing discrimination.
OEMs have invested in product design and marketing of their products. There-

fore they wish to capture the bene�ts of remanufacturing which can be achieved by
controlling the reverse logistics chain (Majumder and Groenevelt [58]). However, to
keep complete control over the reverse logistic chain has been very challenging for
them. In order to encourage consumers to return the used remanufacturable prod-
ucts, some OEMs give certain price discounts, such as a prebate program in toner
cartridge industry, to the customers who agree to either destroy or return the product
back to the OEM. Some apply speci�c technologies such as an encrypted counter in a
cartridge to restrict those smaller remanufacturing �rms to access used products. The
remanufacturing �rms, on the other hand, are protesting such monopolistic behaviors
so that their supply of reusable shells can be guaranteed to a certain degree.
�Shell�and �core�are two terms frequently used in remanufacturing. Sometimes
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they are used as synonyms to each other. As far as we understand, there is slight
di¤erence between these two terms. A �shell�generally refers to a returned product,
part of which or the whole of which can be used for remanufacturing, while a �core�
normally refers to the reusable part of a returned product.

4.1.3 Uncertainties in Remanufacturing Competition

Another fact in remanufacturing and remanufacturing competition is that uncertainty
is involved in several aspects. Guide et al. [37] enumerated several complicating fea-
tures related to the uncertainty in remanufacturing, the timing and volume of product
returns, yield estimation, balancing demand with core returns, and managing reverse
logistics, etc. Also commonly known are the facts that the volume of returned prod-
ucts accessible to either OEMs or pure remanufacturers cannot be guaranteed; the
quality of returned products varies from piece to piece; and the demand for remanu-
factured products is uncertain as well.
We observe that uncertainty may also lie in the competition between OEMs and

local remanufacturers. A pure remanufacturer, in order to be competitive to the
OEMs, generally operates with a smaller size and a more �exible product transforma-
tion mechanism. Their production technology and remanufacturing cost are di¤erent
than the OEM�s as well. When a pure remanufacturer enters the market as a new
competitor to the OEM, it is likely that the OEM does not understand the pure re-
manufacturer�s production costs. It would be interesting to examine: what will be the
e¤ect of such uncertainty on the decision making of the OEM and the pure remanu-
facturer? Will the e¤ect of such uncertainty di¤er, given di¤erent market preference
settings and shell accessibility scenarios? We are to address these questions in this
chapter.
Here is the organization of the rest of this chapter. In this Section 4.1 we have in-

troduced the development of remanufacturing industries and the relevant competition
behaviors and states that uncertainties exist in the competition levels for remanufac-
turing. Section 4.2 reviews the literature regarding remanufacturing with a focus on
the literature as about remanufacturing competition behaviors. In Section 4.3 we
formulate a simpli�ed remanufacturing competition problem between an OEM and a
REM as a static game with complete information. We obtain the Nash equilibrium
(NE) solution to this game and proof the existence and uniqueness of the NE. In
Section 4.4 we include the OEM�s uncertainty about the REM�s unit remanufacturing
cost into their remanufacturing competition and extend the formulation in Section
4.3 to a static game with incomplete information, which shares the same structure as
the type-III models in Section 3.3, Chapter 3. Then, for this type-III game model, we
obtain the Bayesian Nash equilibrium solution when the OEM has priority to access
the available shells. In Section 4.5, we conduct sensitivity analysis analytically, if
possible, and numerically otherwise. Section 4.6 concludes this chapter and gives a
plan for future research work.
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4.2 Literature Review

Literature in the area of remanufacturing has not been pervasive (Bras and McIntosh
[7]). Bras and McIntosh [7] and Guide et al. [38] provided two good reviews for early
literature in this area. Generally speaking, the available remanufacturing related
literature is mainly about operational issues arising in reverse logistics, production
control, and inventory management (Fleischmann et al. [31]). Some literature studies
remanufacturable product design problems (Debo et al. [20]). Another portion of the
literature addresses the bene�ts and challenges, both economical and ecological, in
remanufacturing (Guide et al. [37]). It is not long though since we started to see the
appearance of research papers on competition in remanufacturing (Debo et al. [20]).

4.2.1 Competition of Remanufacturing

To the best of our knowledge, Majumder and Groenevelt [58] are probably the �rst
authors investigating the e¤ect of competition on remanufacturing. They formulated
a two-period model between an OEM and a local remanufacturer (L). In their pa-
per [58], the remanufactured products are assumed indistinguishable to the original
products. In the �rst period, the OEM manufactures and sells newly-made products.
In the second period, the OEM keeps manufacturing and both the OEM and L use
shells returned from the �rst period for remanufacturing and therefore act as competi-
tors. Both players determine, for each period, the manufacturing and remanufacturing
quantities and the optimal prices. Considering a common phenomenon that no re-
manufacturing competitor can keep complete control over all returned shells, they
develop four schemes to allocate returned shells between the OEM and L and, under
each shell allocation scheme, prove the existence of a unique Nash equilibrium for the
second-period competition. Their results show that the second-period competition
drives the OEM to reduce the �rst-period manufacturing quantity and to increase
the L�s second-period remanufacturing cost. These two results, as a counteractive
e¤ect, actually suppress the second-period competition. It also reveals that, the L, by
being involved in the second-period competition, actually helps the OEM to reduce
their remanufacturing cost, since any factor making remanufacturing attractive com-
pels the OEM to increase both their �rst-period manufacturing and second-period
remanufacturing quantities.
Ferrer and Swaminathan [28] studied the competition problem between an OEM

and an independent operator (IO). Their model framework is similar to Majumder
and Groenevelt�s model in [58], but they extended it to an in�nite time horizon and
characterized production quantities with self-selection (i.e., customers are ensured to
show higher preference on OEM�s products than on IO�s products). Their managerial
insights focus on the e¤ect of competition on the OEM�s pricing decisions. Their
results show that when remanufacturing is pro�table, the OEM would prefer to reduce
�rst-period pricing so that additional units can be sold and the number of shells
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available for remanufacturing in future periods can increase. Meanwhile, it is also
shown that increasing competition with the IO may drive the OEM to use up all
available shells and sell remanufactured products at a lower price. In another paper
which studies a single �rm that makes new products in the �rst period and use
returned shells for remanufacturing in future periods, Ferrer and Swaminathan [29]
assumed the remanufactured products be distinguished from the new products with
di¤erent prices and optimal remanufacturing quantities.
Jung and Hwang [44] applied a repeated game model to study the remanufacturing

competition between an OEM and a remanufacturer in which the OEM is required
to pay penalties for the shortage of the end-of-use products that are taken back for
remanufacturing. They �rst obtained the optimal prices of new and remanufactured
products and buy-back cost from the repeated game model and then extended to the
case with the two players�cooperation involved. Their numerical results revealed that
the competition raises return rate while the competition with cooperation increases
the net pro�ts.
Based on Majumder and Groenevelt�s two-period model in [58], a few recent pa-

pers have studied the e¤ects of di¤erent government policies on remanufacturing ac-
tivities. Webster and Mitra [93] examined the impact of take-back laws within a
manufacturer/remanufacturer competitive framework. Take-back laws generally reg-
ulate the collection/disposal costs as a mandatory responsibility for certain relevant
�rms to take. Mitra and Webster consider a manufacturer who does not engage in
remanufacturing but is under the implementation of take-back laws. They considered
two alternative implementations of take-back laws, collective take-back and individ-
ual take-back, and distinguished the two alternatives by setting di¤erent degree of the
manufacturer�s control on return products sold to a remanufacturer. Under a collec-
tive take-back law, the manufacturer has no control over returns products accessible to
the remanufacturer. Under an individual take-back, the manufacturer is in full charge
of collecting returns and has complete control over whether returns are recycled or
sold to the remanufacturer. The authors �nd that collective take-back will increase
both manufacturer and remanufacturer�s pro�ts but result in higher market prices. It
is also revealed that the manufacturer, when being granted with the complete control
over returns, often bene�ts from allowing the remanufacturer to enter the market,
although this may force governmental policy-makers to deal with the manufacturer�s
monopolistic behavior.
Observing that governments use subsidies to promote remanufacturing activity,

Mitra and Webster [60] examined the e¤ects of alternative subsidy allocation schemes.
They assume that the subsidy is proportional to remanufacturing volume paid solely
to the remanufacturer, solely to the manufacturer, or shared among the �rms, respec-
tively. Their results show that a subsidy going to the OEM can bene�t both the OEM
and the remanufacturer. Comparatively, a subsidy going to the remanufacturer brings
less pro�t for the OEM. It is also shown that a subsidy going to the OEM increases
the total volume of remanufacturing. Another revelation is that subsidy sharing can
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motivate the OEM to design products more suitable for remanufacturing.
Generally speaking, OEMs prefer not to do remanufacturing as remanufactured

products may hurt the higher-margin market of brand new products. However, they
may change the strategy if they �nd their end-of-life products are appealing to re-
manufacturers. Ferguson and Toktay [27] �rst studied the competition between new
and remanufactured products, both made by a monopolistic OEM. They identi�ed
the conditions under which the OEM can still be safe as a monopolist with no reman-
ufacturing. They then analyzed the OEM�s strategies when competitive threat from
a remanufacturer is observed. Their results show that the OEM will consider reman-
ufacturing or preemptive collection as e¤ective strategies to deter a remanufacturer�s
entry even though he would not choose to do so as a monopolist.
As Majumder and Groenevelt [58] have mentioned, OEMs are making e¤orts to

enhance the collection of returned products for remanufacturing. Some researchers
have made further investigation of this aspect. Savaskan et al. [77] inspected how an
OEM can choose a proper reverse channel structure to collect used products. They
considered three channel options: the OEM may 1) collect directly from customers,
2) induce collection by providing incentive to existing retailers, or 3) subcontract
the collection to an agency. Their research models each option as a decentralized
decision-making system with the OEM as the Stackelberg leader and investigates the
resulting e¤ects on pro�tability and pricing strategy. It is also revealed that a desirable
coordination can be achieved when a proper contracting mechanism is applied together
with a good incentive scheme. Another insight tells that those agencies who are
geographically closer to the manufacturer can collect used products for the OEM
with better performance.
By modelling a direct product collection system and an indirect product collection

system, Savaskan and Van Wassenhove [78] studied the interaction between a man-
ufacturer�s reverse channel design and two retailers�competitive pricing decisions in
the forward channel. Both systems are analyzed in a decentralized closed-loop supply
chain and a centrally coordinated supply chain. Another paper on pricing decision
making between a manufacturer and a remanufacturer is due to Jia and Zhang [43]
who managed to make the demand analysis simple by applying Bertrand game model.
Regarding remanufacturable product design, Debo et al. [20] solved the joint

pricing and production technology selection problem in an in�nite time horizon for
a manufacturer introducing a remanufacturable product into a market consisted of
miscellaneous consumers. They [20] determined the remanufacturability level and
the optimal prices using a market model that re�ects the consumers�perception on
their remanufactured products (Debo et al. [20]). Di¤erent from Majumder and
Groenevelt [58] who took the return fraction of products as exogenously given, Debo
et al. [20] introduced the level of remanufacturability as a key variable that the OEM
can determine.
Kaya [46] considered an OEM producing new products using brand new materials

and remanufactured products with returns from the market. The amount of returns
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in that paper is assumed dependent on the incentive o¤ered by the manufacturer
and the OEM is to optimize the incentive as well as production quantities of both
original and remanufactured products in a stochastic demand setting. They consid-
ered two business settings (centralized and decentralized) and three models for each
setting (pure remanufacturing, manufacturing/remanufacturing with perfect substi-
tution, and manufacturing/remanufacturing with partial substitution).
While most related literature consider competition between an OEM and one or

more local remanufacturers, direct competition between OEMs is a topic less studied.
Heese et al. [41] used a Stackelberg duopoly game model to analyze the pro�tability
of remanufacturing under direct OEM competition and stated that remanufacturing
can be a pro�table strategy for the �rst-moving �rm with proper cost structure and
market share.

4.2.2 Uncertainties in Remanufacturing

Compared with the literature regarding remanufacturing competition, literature on
uncertainties in remanufacturing is much less. Considering that the signi�cant varia-
tion of core quality a¤ects a remanufacturer�s pro�tability, Teunter and Flapper [87]
studied a remanufacturer�s joint decision making on core acquisition and remanufac-
turing policy setting when he faces multiple core quality classes and the quality of
each class is under uncertainty presented by multinomial quality distribution. They
analyzed cases with deterministic demand and uncertain demand respectively. Re-
sults with deterministic demand show that ignoring quality uncertainty does cause
inaccurate core acquisition. They derived newsboy-type solutions for the case with
uncertain demand and the corresponding results showed that: 1) increasing demand
variation leads to a larger number for core acquisition and a higher up-to-level for
remanufacturing production, and 2) the value of using information on quality uncer-
tainty is not quite signi�cant in case of high demand uncertainty. Mukhopadhyay and
Ma [63] applied stochastic analysis to study the joint procurement and production
decisions in a hybrid manufacturing system, where both used and brand new parts
can be used in production process, in the face of uncertainties in both quality of re-
turned products as well as market demand. Galbreth and Blackburn [32] examined
a remanufacturer�s jointly acquisition and sorting policies making problem with both
deterministic and uncertain demand in the presence of used product condition vari-
ability. They showed that an optimal acquisition and sorting policy exists and this
policy is independent on production amount in case of linear acquisition costs.

4.2.3 Our Contributions

In summary, research e¤orts on remanufacturing, particularly on competition in re-
manufacturing, are not su¢ cient yet. Literature as to the uncertainty in remanu-
facturing is limited, too, and mainly focuses on the uncertainty in core quality and
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demand. Meanwhile, most available research work in this aspect uses stochastic analy-
sis with continuous probability distributions to deal with uncertainty. To the best of
our knowledge, there hasn�t any literature dealing with remanufacturing competition
with competitors�uncertainty on each other�s feature information taken into consider-
ation. Our major contributions in this chapter are two-fold. On the one hand, rather
than focusing on the uncertainty of core quality and market demand, we manage to
have the OEM�s uncertainty as to the REM�s remanufacturing unit cost considered
in the context of remanufacturing competition. On the other hand, instead of using a
continuous probability distribution, we apply a type-III game (see Section 3.3) for our
formulation which models the uncertainty with a tri-vector [�; urL ; urH ] by assuming
the REM�s unit cost be urL with probability � and urH with probability (1� �). We
obtain the closed-form Bayesian Nash equilibrium solution for this static game with
incomplete information which is tractable and easy for sensitivity analysis and exam-
ine the impact of such incomplete information on the OEM-REM remanufacturing
competition.

4.3 Remanufacturing Competition with Complete
Information

As a prelude to the illustration of our model for the remanufacturing competition
problem with incomplete information, we �rst introduce the model for the reman-
ufacturing competition problem with complete information. We consider an OEM
and a REM who compete with each other on remanufacturing business. We know
that regular production or manufacturing of brand new products is an OEM�s major
business. Since in this chapter we mainly focus on the e¤ect of the incomplete in-
formation on remanufacturing competition, in our models with complete information
and incomplete information, we consider the OEM�s remanufacturing business and ig-
nore his regular manufacturing business. We do the formulation based on Majumder
and Groenevelt�s model in [58]. Also we assign the male gender to the OEM and the
female gender to the REM when we refer to them.

4.3.1 Notations

Table 4.1 lists the notations that we use in the remanufacturing competition problem
with complete information. We use superscript �c�throughout this section (Section
4.3), in case of need, to label notations for the formulation with complete information.

4.3.2 Demand Functions

In order to achieve tractable analytic results, we adopt the linear demand functions
in Majumder and Groenevelt [58] as well. The OEM and REM�s demand functions
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Symbol Description

Parameters
uo The OEM�s unit remanufacturing cost;
ur The REM�s unit remanufacturing cost;

(Ao; Bo; Co) The OEM�s demand parameters;
(Ar; Br; Cr) The REM�s demand parameters which are the same for all types;
Do (po; pr) The OEM�s demand function;
Dr (po; pr) The REM�s demand function;
Dm
o (pr) = 1

2
Do(uo; pr), the OEM�s median demand, given pr;

Dm
r (po) = 1

2
Dr(po; ur), the REM�s median demand, given po;

S The total number of available returned shells in the market;
So The number of returned shells accessible to the OEM;
Sr The number of returned shells accessible to the REM
�co The OEM�s optimization problem;
�cr The REM�s optimization problem;

Po or Po (pr) The upper bound of the OEM�s price, given pr;
Pr or Pr (po) The upper bound of the REM�s price, given po;

Decision Variables
qo The OEM�s remanufacturing quantity;
qr The REM�s remanufacturing quantity;
po The OEM�s unit sale price;
pr The REM�s unit sale price;

Table 4.1: Summary of notations for the remanufacturing competition problem with
complete information.

are in the form of

Do (po; pr) = Ao �Bopo + Copr;
Dr (po; pr) = Ar �Brpr + Crpo:

All demand parameters in Ao; Bo; Co; Ar; Br and Cr are assumed positive. Also both
players should set their own prices so that their demand will not be negative, i.e.,
Do (po; pr) � 0 and Dr (po; pr) � 0 for any valid value of po and pr. Therefore, their
price lower bounds are their respective unit remanufacturing cost (uo for the OEM ur
for the REM) and their upper bounds are

Po (pr) = argpo [Do (po; pr) = 0] = (Ao + Copr) =Bo,

Pr (po) = argpr [Dr (po; pr) = 0] = (Ar + Crpo) =Br.
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Moreover, same as in Majumder and Groenevelt [58], we assume Bo > Cr and Br > Co
so that the total demand

D (po; pr) = (Ao + Ar)� (Bo � Cr) po � (Br � Co) pr

is a decreasing function of both po and pr.

4.3.3 The Optimization Problems

The two players�optimization problems in our model with complete information are
similar to the ones in Majumder and Groenevelt [58], too.

The OEM�s Optimization Problem

By applying our symbols and notations to the OEM�s remanufacturing activity, we
present his optimization problem with complete information as:

�co (po; qo j pr; So) : max �co = qo (po � uo) ; (4.1)

s.t. qo � So; (4.2)

qo � Do (po; pr) ; (4.3)

qo � 0; po � uo: (4.4)

That is, given the OEM�s accessible shells So and the REM�s sale price pr, the OEM
is to maximize his pro�t by choosing his remanufacturing quantity qo and sale price
po. Constraint (4.2) guarantees that the remanufacturing quantity qo won�t exceed
the number of accessible shells So; constraint (4.3) keeps the quantity qo no more
than his market demand under price po; constraint (4.4) is for the nonnegativity of
the remanufacturing quantity qo and the price po be no lower than the unit cost uo.
According to Lemma 1 in Majumder and Groenevelt [58], the OEM prefers to sell
the quantity demanded if only he can make a positive pro�t. Hence, the OEM�s
optimization problem can be simpli�ed to

�co (po; qo j pr; So) : max �co = [min (So; Do (po; pr))] (po � uo) ; (4.5)

�co (po; qo j pr; So) is a nonlinear optimization problem of sale price po. The closed-
form optimal solution (p�o; q

�
o)
c, given the REM�s price pr and the OEM�s accessible

shells So, can be summarized as:

(p�o; q
�
o)
c =

( �
Po (pr)� So

Bo
; So

�
; if So < Dm

o (pr) ;�
1
2
(uo + Po (pr)) ; D

m
o (pr)

�
; if So � Dm

o (pr) :
(4.6)

where Dm
o (pr) is the medium of the OEM�s demand, given the REM�s price pr and

it equals to half of the OEM�s maximum demand Do (uo; pr) � the demand when
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the OEM sets his price po as his remanufacturing unit cost uo. We illustrate in
detail the optimal solution (p�o; q

�
o)
c in (4.6) in Appendix B.1.1. In particular, when

So < D
m
o (pr) = (Ao�Bouo+Copr)=2, we are supposed to have po = Po (pr)�So=Bo =

(Ao+Copr)=Bo�So=Bo > (Ao +Bouo + Copr) =2Bo = [uo + (Ao + Copr)=Bo] =2 which
is de�nitely greater than uo since (Ao+Copr)=Bo = Po (pr) is the OEM�s highest price
given the REM�s price pr and it must be greater than his remanufacturing unit cost
uo.

The REM�s Optimization Problem

The REM�s optimization problem is symmetrically structured with the OEM�s, i.e.,
it is in the form of,

�cr (pr; qr j po; Sr) : max �cr = qr (pr � ur) ; (4.7)

s.t. qr � Sr; (4.8)

qr � Dr (po; pr) ; (4.9)

qr � 0; pr � ur: (4.10)

Given accessible shells Sr and the OEM�s price po, the REM is to maximize her
pro�t by determining production quantity qr and sale price pr,The constraints (4.8),
(4.9), and (4.10) here are counter parts of the constraints (4.2), (4.3) and (4.4) in
�co (po; qo j pr; So). Similarly, the REM�s optimization problem can be simpli�ed to

�cr (pr; qr j po; Sr) : max �cr = [min (Sr; Dr (po; pr))] (pr � ur) ; (4.11)

and its optimal solution (p�r; q
�
r)
c, given Sr and po, is:

(p�r; q
�
r)
c =

( �
Pr (po)� Sr

Br
; Sr

�
; if Sr < Dm

r (po) ;�
1
2
(ur + Pr (po)) ; D

m
r (po)

�
; if Sr � Dm

r (po) :
(4.12)

The optimal solution (p�r; q
�
r)
c in (4.12) is actually a simpli�ed version of the optimal

solution that Majumder and Groenevelt presented in the Proposition 1 in [58].

4.3.4 Shell Accessibility Scenarios

In the above two optimization problems, the numbers of shells accessible to each
player, So for the OEM and Sr for the REM, are all exogenously given parameters.
We use S to denote the total number of available shells in the market. Both So
and Sr should be portions of S and be dependent on each other. Similar to the
�rst two shell allocation mechanisms in Majumder and Groenevelt [58], we consider
two shell accessibility scenarios (SAS1 and SAS2) for the competition with complete
information which we display in Table 4.2.
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SAS Priority So Sr
SAS1 OEM S S � qo
SAS2 REM S � qr S

Table 4.2: Shell accessibility scenarios for the remanufacturing competition with com-
plete information.

In scenario 1 (SAS1), the OEM is assumed to be accessible to the total available
shells (i.e., So = S) and the REM can only access to the shells that are left over by
OEM (i.e. Sr = S � qo). This scenario is applicable to the case when the OEM has
a higher priority on shell accessibility. Similarly, scenario 2 (SAS2) assumes that the
REM can access all available shells S (i.e., Sr = S) and the OEM is allowed to access
to the left over (i.e., So = S � qr). Similarly, this scenario is applicable to the case
when the priority of shell accessibility is with the REM.

4.3.5 The NE Solutions

Having looked at the players�optimization problems �co(po,qo j pr,So) in (4.5) and
�cr(pr,qr j po,Sr) in (4.11) respectively, we need to identify the proper solution con-
cept. We assume that the OEM and the REM make decisions independently and
simultaneously. Therefore, having the total number of accessible shells S as an
exogenously-given parameter, we are to solve �co (po; qo j pr; So) and �cr (pr; qr j po; Sr)
simultaneously under each shell accessibility scenario. That is, (�co;�

c
r) constitutes a

static game with complete information so the Nash Equilibrium (NE) applies. The
following theorem applies to (�co;�

c
r) under both shell accessibility scenarios and we

provide the proof of the existence and uniqueness of the NE in Appendix B.1.2.

Theorem 4.1 A unique pure strategy Nash Equilibrium exists for (�co;�
c
r) with each

shell accessibility scenario.

Furthermore, we solve (�co;�
c
r) to obtain the unique Nash Equilibrium in closed

form. Based on the derivation process that is provided in Appendix B.1.3, we present
[p�o; q

�
o ; p

�
r; q

�
r ]
c
1 � the NE for (�co;�

c
r) under SAS1 � as:

[p�o; q
�
o ; p

�
r; q

�
r ]
c
1 =

8<:
[p�o; q

�
o ; p

�
r; q

�
r ]
c
11 , if S 2 [0; �Sc11);

[p�o; q
�
o ; p

�
r; q

�
r ]
c
12 , if S 2 [ �Sc11; �Sc12);

[p�o; q
�
o ; p

�
r; q

�
r ]
c
13 , if S 2 [ �Sc12;1):

(4.13)

We omit the derivation process for the NE in (�co;�
c
r) under SAS2 for it duplicates

the one under SAS1 in Appendix B.1.3 except that Sr = S and So = S � qr.
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4.4 Remanufacturing Competition with Incomplete
Information

After presenting the remanufacturing competition problem with complete informa-
tion, we are now ready to formulate the remanufacturing competition problem with
incomplete information with the OEM�s uncertainty on the REM�s unit cost taken
into consideration.

4.4.1 Notations

Table 4.3 lists the notations we use in the remanufacturing competition problem with
incomplete information. For the sake of consistency, we retain the notations in the
competition problem with complete information as much as we can and only make
changes out of necessity in the setting of incomplete information.

4.4.2 Incomplete Information

We are interested in the e¤ect of incomplete information on the competition in re-
manufacturing. Speci�cally, we assume the uncertainty lie in a player�s information
on his/her competitor�s production cost. We consider the case when the OEM is
uncertain with the REM�s unit remanufacturing cost ur. To model this uncertainty,
rather than assuming the REM�s unit cost as a random variable following a contin-
uous probability distribution, we choose to apply the type III game in Section 3.3,
Chapter 3. To describe in detail, we assume that the OEM is still of a single type with
unit remanufacturing cost uo and this is common knowledge to both players. This
is the same as our assumption in the setting with complete information. Meanwhile,
we assume that there are two possible types of REM, namely, REM of type L and
REM of type H. The type-L REM is featured with a lower production cost urL and
the type-H REM is featured with a higher production cost urH . The REM is either
of type L or of type H and is assumed to know her own type exactly, i.e., she knows
her own unit remanufacturing cost. Then the OEM�s incomplete information on the
REM is re�ected by our assumption that he knows his competitor be of type L with
probability � and of type H with probability (1� �). We also assume that the REM
knows the OEM�s incomplete information about her types, i.e., the probabilities �
and (1� �) are common knowledge to the REM as well. Brie�y summarize, we use a
tri-vector [�; urL ; urH ] to present the OEM�s incomplete information on the REM.

4.4.3 Demand Functions

With the above setting of incomplete information, we need to re-de�ne each player�s
demand function. The REM, who is either of type L or of type H, knows her own
production cost and the OEM�s production cost clearly, so her demand functions, DrL
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Symbol Description
Parameters

uo The OEM�s unit remanufacturing cost;
urL and urH The type-L and type-H REM�s unit remanufacturing cost;
�and 1� � The probability that the REM is of type L and type H respectively;
(Ao; Bo; Co) The OEM�s demand parameters;
(Ar; Br; Cr) The REM�s demand parameters which are the same for both types;

Do (po; prL ; prH ) The OEM�s demand function;
DrL (po; prL) The type-L REM�s demand function;
DrH (po; prH ) The type-H REM�s demand function;
Dm
o (prL ; prH ) = 1

2
Do(uo; prL ; prH ),

the median of the OEM�s demand, given prLand prH ;
Dm
rL
(po) = 1

2
DrL(po; urL),the median of the type-L REM�s demand, given po;

Dm
rH
(po) = 1

2
DrH (po; urH ),the median of the type-H REM�s demand, given po;

S The total number of available returned shells in the market;
So The number of returned shells accessible to the OEM;
Sr The number of returned shells accessible to the REM;
�o The OEM�s optimization problem;

�rLand �rH The type-L and type H REM�s optimization problem;
Poor Po (prL ; prH ) The upper bound of the OEM�s price po, given prLand prH ;
PrLor PrL (po) The upper bound of the type-L REM�s price prL , given po;
PrHor PrH (po) The upper bound of the type-H REM�s price prH , given po;

Decision Variables
qo The OEM�s remanufacturing quantity;

qrLand qrH The type-L and type-H REM�s remanufacturing quantity;
po The OEM�s unit sale price;

prL and prH The type-L and type-H REM�s unit sale prices;

Table 4.3: Summary of notations for the remanufacturing competition problem with
incomplete information.

88



Ph.D. Thesis �Sandy H. Wu McMaster University �Management Science

for the type-L REM and DrH for the type-H one, are in the form of

DrL (po; prL) = Ar �BrprL + Crpo;
DrH (po; prH ) = Ar �BrprH + Crpo:

The demand parameters (Ar; Br; Cr) here are the same as the ones in the formulation
with complete information.
Regarding the OEM, his uncertainty on the REM�s type is projected onto his

uncertainty on the REM�s sale price which is either prL (if the REM is of type L) or
prH (if the REM is of type H). Given the OEM�s sale price po and the REM�s sale
price, which is either prL or prH , the OEM�s expected demand function Do should be
in the form of

Do (po; prL ; prH ) = Ao �Bopo + Co [�prL + (1� �) prH ] :

where his demand parameters (Ao; Bo; Co) are identical with the ones in the formu-
lation with complete information, too. All demands are assumed non-negative, i.e.,
DrL (po; prL) � 0; DrH (po; prH ) � 0; and Do (po; prL ; prH ) � 0. Correspondingly, their
price lower bounds are the unit remanufacturing costs urL ; urH ; and uo respectively
and their price upper bounds are

PrL (po) = argprL [DrL (po; prL) = 0] = [Ar + Crpo] =Br;

PrH (po) = argprH [DrH (po; prH ) = 0] = [Ar + Crpo] =Br;

Po (prL ; prH ) = argpo [Do (po; prL ; prH ) = 0] = [Ao + Co (�prL + (1� �) prH )] =Bo:

Note that PrL (po) = PrH (po), i.e., the two types of REM share the same upper bound.
Hence, we simply use Pr (po) in the setting with incomplete information to denote both
PrL (po) and PrH (po), i.e., PrL (po) = PrH (po) , Pr (po). Moreover, we still assuming
Bo > Cr and Br > Co so that the expected total demand

D (po; prL ; prH ) = (Ao + Ar)� (Bo � Cr) po � (Br � Co) [�prL + (1� �) prH ]

be a decreasing function of all players�prices.

4.4.4 Shell Accessibility Scenarios

Same as in the setting with complete information, we assume the numbers of shells
accessible to each player � So for the OEM and Sr for the REM of either type � are
all exogenously given parameters. We continue to use S to denote the total number of
shells available in the market and consider the shell accessibility scenario SAS1 which
has the priority with the OEM. We notice that, the SAS1 in the setting of incomplete
information is identical with the SAS1 in the setting of complete information, i.e., as
shown in Table 4.2, we have So = S and Sr = S � qo. It implies that the existence of
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incomplete information has no e¤ect on shell accessibility scenario when the priority
is with the OEM.

4.4.5 The Optimization Problems

Now we are ready to introduce the two players�optimization problems in the existence
of incomplete information as described in Section 4.4.2. Since the REM still has
complete information (about herself and the OEM), her optimization problems are
relatively easy to describe. Hence, we start with the REM�s optimization problems.

The REM�s Optimization Problems

Having accessible shells Sr and the OEM�s price po as parameters, the REM, knowing
her own type (type L or type H) with certainty, is to maximize her pro�t (�rL or �rH )
by determining production quantity (qrL or qrH ) and sale price (prL or prH ) respec-
tively. Her optimization problem, �rL(prL ; qrL j po; Sr) for type L and �rH (prH ; qrH j
po; Sr) for type H, are:

�rL (prL ; qrL j po; Sr) : max �rL = qrL (prL � urL) ; (4.14)

s.t. qrL � Sr; (4.15)

qrL � DrL (po; prL) ; (4.16)

qrL � 0; prL � urL : (4.17)

�rH (prH ; qrH j po; Sr) : max �rH = qrH (prH � urH ) ; (4.18)

s.t. qrH � Sr; (4.19)

qrH � DrH (po; prH ) ; (4.20)

qrH � 0; prH � urH : (4.21)

Here, �rL(prL ; qrL j po; Sr) and �rH (prH ; qrH j po; Sr) are formulated identically with
the optimization problem�cr in Section 4.3.3. Constraints (4.15) and (4.19), (4.16) and
(4.20), and (4.17) and (4.21) are counterparts of constraints (4.8), (4.9), and (4.10),
respectively. Similar to (4.11), we can re-write �rL(prL ; qrL j po; Sr) and �rH (prH ; qrH j
po; Sr) as

�rL (prL ; qrL j po; Sr) : max [min (Sr; DrL (po; prL))] (prL � urL) ; (4.22)

�rH (prH ; qrH j po; Sr) : max [min (Sr; DrH (po; prH ))] (prH � urH ) ; (4.23)
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and their optimal solutions
�
p�rT ; q

�
rT

�
; T 2 fL;Hg ; are:

�
p�rT ; q

�
rT

�
T2fL;Hg =

( �
Pr (po)� Sr

Br
; Sr

�
; if Sr < Dm

rT
(po) ;�

1
2
(urT + Pr (po)) ;

1
2
DrT (po; urT )

�
; if Sr � Dm

rT
(po) :

(4.24)
Furthermore, we claim that the following results apply to the REM in the setting of
incomplete information as de�ned in Section 4.4.2.

Lemma 4.1 Given po and p�o, it is true that DrL (po; urL) > DrH (po; urH ) and DrL(p
�
o;

urL) > DrH (p
�
o; urH ).

Lemma 4.2 Given po and Sr, it is true that (a) p�rL � p�rH and q�rL � q�rH ; (b)
p�rL = p

�
rH
= Pr � Sr

Br
and q�rL = q

�
rH
= Sr if only Sr � Dm

rH
(po).

Lemma 4.1 states that, given the OEM�s price po, the demand of the type-L REM
is always greater than the demand of the type-H REM. This statement holds true
when it is given the OEM�s optimal price p�o in Bayesian Nash Equilibrium which we
will illustrate later. Lemma 4.2 says that, given the OEM�s price po and accessible
shells Sr, (a) the type-L REM would set price no higher than the type-H REM and
it is the opposite as to their optimal quantities; (b) both type-L and type-H REM
would share the same optimal price and optimal quantity if only the accessible shells
is no more than the type-H REM�s median demand. The proof of these two lemmas
are provided in Appendix B.2.1 and B.2.2 separately.

The OEM�s Optimization Problem

Knowing the REM be of type L or of type H with probabilities � and (1� �) respec-
tively, the OEMwould face�co (po; qo j prL ; So) with probability � and�co (po; qo j prH ; So)
with probability (1� �). Hence, we present his optimization problem as

�o (po; qo j prL ; prH ; �; So) : ��co (po; qo j prL ; So (urL))+(1� �)�co (po; qo j prH ; So (urH )) ;

and transform it into

max�o = f� [min(S;Dc
o(po; prL))] + (1� �) [min (S;Dc

o(po; prH ))]g(po � uo), (4.25)

or
max�o = min(S;Do(po; prL ; prH ))(po � uo).

because under SAS1, we have So (urL) = So (urH ) = S. We use Dc
o here to de-

note the OEM�s demand if he know the REM�s type with certainty. Accordingly,
min(S;Dc

o (po; prL)) in (4.25) is the OEM�s remanufacturing quantity at price po if the
REM is of type L and min(S;Dc

o (po; prH )) is his remanufacturing quantity if he knows
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Cases prL vs. prH S (p�o; q
�
o)1

1 prL = prH 0 � S < Dm
o (�pr) +D

m
rH
(�po) (Po (�pr)� S=Bo; S)

2 prL = prH Dm
o (�pr) +D

m
rH
(�po) � S <1 (�po; D

m
o (�pr))

3 prL < prH 0 � S < Dm
o (�pr) +D

m
rH
(�po) Invalid case.

4 prL < prH Dm
o (�pr) +D

m
rH
(�po) � S <1 (�po; D

m
o (�pr))

Table 4.4: The optimal solution to the OEM�s optimization problem with incomplete
information under SAS1.

that the REM is of type H. Note that, when � = 0, (4.25) becomes

max�o = min (S;Dc
o(po; prH )) (po � uo); (4.26)

and, when � = 1, the maximization problem in (4.25) becomes

max�o = min(S;Dc
o(po; prL))(po � uo): (4.27)

We note that the optimization problems in (4.26) and (4.27) are identical with the
OEM�s optimization problem with complete information in (4.5). This is consistent
with our intuition that the remanufacturing competition problem with complete in-
formation should be a special case of the remanufacturing competition problem with
incomplete information.
We claim that the following lemma applies to the OEM in the formulation with

incomplete information.

Lemma 4.3 Given the REM�s optimal solution
�
p�rL ; p

�
rH

�
, it is true thatDc

o(po,p
�
rL
) �

Dc
o(po,p

�
rH
) and Dc

o(uo,p
�
rL
) � Dc

o(uo,p
�
rH
).

Lemma 4.3 states that, given the REM�s optimal solution
�
p�rL ; p

�
rH

�
, the OEM�s

demand under his price po if the REM is of type-H is no less than his demand when
the REM is of type-L and this relation holds true as about the OEM�s maximum
demand. The proof to this lemma is provided in Appendix B.2.3. Then we provide
further investigation on the OEM�s optimization problem �o (po; qo j prL ; prH ; �; So)
under SAS1 in Appendix B.2.4 and, given S and the REM�s prL and prH , the OEM�s
optimal solution (p�o; q

�
o)1 can be summarized in Table 4.4.

Note that for each case in Table 4.4, we have �pr = �prL + (1 � �)prH and �po =
(uo + Po(�pr))=2 = (uo + [Ao + Co(�prL + (1� �)prH )]=Bo)=2.

4.4.6 The BNE Solutions

Having looked at all players�optimization problems �rL , �rH , and �o in (4.22), (4.23),
and (4.25) respectively, we are to solve them simultaneously and this constitutes a
static game with incomplete information so the Bayesian Nash equilibrium (BNE)
applies. (More information about the static game with incomplete information and
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the Bayesian Nash equilibrium can be found in Section 3.3.) We will present the BNE
in the form of

�
p�o; q

�
o ; ; p

�
rL
; q�rL ; p

�
rH
; q�rH

�
. In addition, we will use subscript �1� to

label the BNE under SAS1 and subscript �2� to label the BNE under SAS2 which
will be worked out in the future:
Regarding the BNE, we claim that the following results applies to both SAS1 and

SAS2.

Lemma 4.4 In the BNE of (�o; (�rL ;�rH )), it is true that p
�
rL
� p�rH and q

�
rL
� q�rH .

Lemma 4.4 states that, in the BNE of (�o; (�rL ;�rH )), the type-L REM�s price
is no more than the type-H�s price and the type-L�s remanufacturing quantity is no
less than the type-H�s quantity. It is actually an application of Lemma 4.2 on the
BNE. Moreover, we claim that the result below applies to the BNE with SAS1 and
the proof is provided in B.2.5.

Theorem 4.2 There exists a pure strategy Bayesian Nash equilibrium for (�o; (�rL ;
�rH ) ) under SAS1.

Then we solve (�o; (�rL ;�rH )) to obtain the BNE in closed form. Based on
the derivation process that is provided in Appendix B.2.6, we summarize the BNE
for (�o; (�rL ;�rH )) � the remanufacturing competition problem with incomplete
information under SAS1 � as:

�
p�o; q

�
o ; p

�
rL
; q�rL ; p

�
rH
; q�rH

�
1
=

8>><>>:
�
p�o; q

�
o ; p

�
rL
; q�rL ; p

�
rH
; q�rH

�
11
, if S 2 [0; �S11);�

p�o; q
�
o ; p

�
rL
; q�rL ; p

�
rH
; q�rH

�
12
, if S 2 [ �S11; �S12);�

p�o; q
�
o ; p

�
rL
; q�rL ; p

�
rH
; q�rH

�
13
, if S 2 [ �S12; �S13);�

p�o; q
�
o ; p

�
rL
; q�rL ; p

�
rH
; q�rH

�
14
; if S 2 [ �S13;1):

(4.28)

4.4.7 Consistency Between the BNE and NE

It is apparent that, when � = 0 or 1, the OEM is certain about the type of REM
which is type H when � = 0 and type L when � = 1 respectively. Hence, we expect
the BNE for (�o; (�rL ;�rH )) and the NE for (�o;�r) are consistent with each other.
In detail, we expect to see that the BNE with � = 0 would be identical with the NE
with the REM being of type H and the BNE with � = 1 would be identical with the
NE with the REM being of type L. In order to verify such consistency, we insert � = 0
and � = 1 into the BNE [p�o; q

�
o ; p

�
rL
; q�rL ; p

�
rH
; q�rH ]1 in (4.28) separately and compare the

resulted BNEs with the NE [p�o; q
�
o ; p

�
r; q

�
r ]
c
1 in (4.13). The comparison, as presented in

Table 4.5, shows that the closed-form BNEs with � = 0 and 1 are identical with the
NE with the REM being of type H and type L respectively.
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BNE with � = 0 (the REM is surely of type H) NE with type-H REM
[ �S11; �S12] = [ �Sc11; �S

c
12]�

p�o; q
�
o ; p

�
rH
; q�rH

�
11

= [p�o; q
�
o ; p

�
r; q

�
r ]
c
11�

p�o; q
�
o ; p

�
rH
; q�rH

�
12

= [p�o; q
�
o ; p

�
r; q

�
r ]
c
12�

p�o; q
�
o ; p

�
rH
; q�rH

�
13

= [p�o; q
�
o ; p

�
r; q

�
r ]
c
13�

p�o; q
�
o ; p

�
rH
; q�rH

�
14

= [p�o; q
�
o ; p

�
r; q

�
r ]
c
13

BNE with � = 1 (the REM is surely of type L) NE with type-L REM
[ �S11; �S13] = [ �Sc11;

�Sc12]�
p�o; q

�
o ; p

�
rL
; q�rL

�
11

= [p�o; q
�
o ; p

�
r; q

�
r ]
c
11�

p�o; q
�
o ; p

�
rL
; q�rL

�
12

= [p�o; q
�
o ; p

�
r; q

�
r ]
c
12�

p�o; q
�
o ; p

�
rL
; q�rL

�
13

= [p�o; q
�
o ; p

�
r; q

�
r ]
c
12�

p�o; q
�
o ; p

�
rL
; q�rL

�
14

= [p�o; q
�
o ; p

�
r; q

�
r ]
c
13

Table 4.5: The comparison between the BNE for (�o; (�rL ;�rH )) with � = 0 and
� = 1 respectively and the NE for (�o;�r) with type-H REM and type-L REM
respectively.

4.5 Sensitivity Analysis (SA)

In the above, we have presented the closed-form NE solution for the remanufacturing
competition problem with complete information under both SAS1 and SAS2 as well
as the closed-form BNE solution for the remanufacturing competition problem with
incomplete information under SAS1. In the following we will do sensitivity analysis
in two parts � analytical results based on closed-form solutions and numerical study
based on numerical examples.

4.5.1 Analytical Results

We will do this part of sensitivity analysis for the BNE thresholds, optimal prices,
and optimal quantities.

BNE Thresholds
�
�S11; �S12; �S13

�
As a preparation for the analysis, we list the two players�optimal remanufacturing
quantities q�o ; q

�
rL
; and q�rH given di¤erent number of available shells S in Table 4.6.

�S11, �S12 and �S13 are the critical values of S for the OEM, type-H REM and type-L
REM respectively, each of which �ags the starting point when the relevant player�s
optimal quantity reaches his/her median demand.
Then we obtain the �rst derivative of �S1i; i 2 f1; 2; 3g with respect to the com-

petitors�remanufacturing costs uo, urH , urL and the uncertainty factor � and display
the results in Table 4.7.
From Table 4.7, we have several observations:
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S 2
�
0; �S11

� �
�S11; �S12

� �
�S12; �S13

� �
�S13;1

�
q�o = S ) Dm

o Dm
o Dm

o

q�rH = 0 S �Dm
o ) Dm

rH
Dm
rH

q�rL = 0 S �Dm
o S �Dm

o ) Dm
rL

Table 4.6: The optimal quantities q�o ; q
�
rL
; q�rH vs the available shells S.

�S11 �S12 �S13
@ �S1�=@uo � � �
@ �S1�=@urH 0 � +
@ �S1�=@urL 0 0 �
@ �S1�=@� 0 0 �

Table 4.7: Sensitivity Analysis of the BNE Thresolds S1i; i 2 f1; 2; 3; 4g.

1) �S1i=@uo < 0, i 2 f1; 2; 3g
The �rst row shows that, when the OEM�s remanufacturing unit cost increases,

�S1i, i 2 f1; 2; 3g, decreases. We know from Table 4.6 that �S11 �ags the number of
available shells with which 1): the OEM�s optimal quantity q�o reaches his median
demand Dm

o , and 2) the REM, regardless of her type, starts her remanufacturing
production because q�rH and q

�
rL
become nonzero after q�o reaches median demand D

m
o .

Hence, a smaller �S11 implies an earlier entrance of the REM into her remanufacturing
production. Similarly, a smaller �S12 and a smaller �S13, which are also resulted from a
larger uo, imply that both type-H REM and type-L REM would reach their optimal
quantities q�rH and q

�
rL
at a smaller S value. Therefore, we claim that the OEM could

consider to keep his unit remanufacturing cost uo at a lower level as a competitive
strategy to hold back or to slow down the REM�s remanufacturing production.
2) As shown in the �rst column, only @ �S11=@uo < 0 and the partial derivative of

�S11 w.r.t. the other three parameters are all zero. This indicates that �S11 is more
sensitive to the OEM�s unit cost than to the REM�s unit cost and is independent
with the uncertainty factor �. A further implication is that the OEM�s uncertainty
about the REM�s unit cost has no e¤ect on the REM�s entrance of remanufacturing
production.
3) @ �S12=@urH < 0 and @ �S13=@urL < 0
Mathematically, @ �S12=@urH < 0 means that the higher the type-H REM�s reman-

ufacturing cost urH is, the lower the value of �S12 would be, and @ �S13=@urL can be
interpreted in the similar way. We know that �S12 is the critical value �agging the
type-H REM�s optimal quantity q�rH reaching her median demand D

m
rH
and �S13 �ag-

ging the type-L REM�s q�rL reaching her median demand D
m
rL
. We understand that

either a larger urH or a larger urL implies a less competitive REM. Being less competi-
tive means that the REM of either type would end up with a smaller median demand,
i.e., a smaller �S12 for type-H REM or a smaller �S13 for a type-L REM. Hence, it is
reasonable to have @ �S12=@urH < 0 and @ �S13=@urL < 0.
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4) @ �S13=@urH > 0
It is the cell on the second row and third column. With �S13 marking the type-

L REM�s reaching her median demand Dm
rL
as her optimal quantity q�rL , having

@ �S13=@urH > 0 seems counter-intuitive to us in the beginning, because, we have
thought that �S13 is irrelevant to urH . In order to make it clear we look into further
detail of it as

@ �S13=@urH =
BrCoCr (1� �) + 2BoBrCo (1� �)

2 (4BoBr � CoCr)
: (4.29)

From (4.29) we see that, when � = 1, i.e., when the REM is of type L for sure,
@ �S13=@urH becomes zero. This is rational, for, when the OEM knows the REM be
of type L with certainty, it amounts to have the type-H REM excluded from this
competition. Meanwhile, when � < 1, or in other words, if only there is any non-
zero possibility that the REM is of type H, we still shave @ �S13=@urH > 0. Then
we realize that the proper explanation of this counter-intuitive phenomenon lies in
our formulation. Remember that in our formulation we have only one OEM and one
REM. The type-L REM and type-H REM are not two real-existing competitors. But
rather, they should be properly understood as two parallel-existing features of the
REM. Hence, any change of either feature is also a change of the REM. So it becomes
reasonable to have a nonzero @ �S13=@urH . Even so, we would still expect @ �S13=@urH to
be negative rather than positive, for a higher urH implies a less competitive REM and
relevantly its value of �S13 should be smaller. The only possible argument we can �nd
to make it right is that, when the REM is considered less competitive with a higher
urH , it bene�ts the OEM with a higher median demand Dm

o and weaken the REM
herself with a smaller median demand Dm

rH
. The resulted �S13 would be larger if only

the increase of Dm
o is greater than the reduction of D

m
rH
.

5) As the last row shows, @ �S11=@� = @ �S12=@� = 0 and @ �S13=@� < 0. It tells that
the OEM�s uncertainty on the REM�s unit remanufacturing cost has no e¤ect on the
competition when the available shells are not su¢ cient to cover the median demand
for both the OEM and the type-H REM. What the uncertainty factor � a¤ects is
the amount of available shells at which the type-L REM�s median demand could be
satis�ed. We know that, with @ �S13=@� < 0, a higher � implies a smaller �S13. At the
same time, we know that a higher � value means that the REM is more likely to be
a type-L one. Although it is not quite clear to us yet why the type-L REM would
end up with a smaller median demand when the OEM is more likely to believe she is
a type-L one, we could still use this result to give a rough evaluation for the REM�s
payo¤s.

BNE Prices
�
p�o; p

�
rH
; p�rL

�
In Table 4.8 we display the partial derivatives of the two players�optimal prices w.r.t.
their remanufacturing costs and the uncertainty factor individually and make a few
interesting observations:
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S 2
�
0; �S11

� �
�S11; �S12

� �
�S12; �S13

� �
�S13;1

�
@p�o=@uo 0 + + +
@p�rH=@uo 0 � + +
@p�rL=@uo 0 � + +
@p�o=@urH 0 0 + �
@p�rH=@urH 0 0 + +
@p�rL=@urH 0 0 + +
@p�o=@urL 0 0 0 +
@p�rH=@urL 0 0 0 +
@p�rL=@urL 0 0 0 +
@p�o=@� 0 0 +=� �
@p�rH=@� 0 0 +=� �
@p�rL=@� 0 0 +=� �

Table 4.8: Sensitivity Analysis of the BNE Prices [po; prH ; prL ].

i) The OEM�s optimal price p�o increases when his own unit cost uo increases and
it is the same to the optimal price of REM, regardless of her type, if only the
available shells S can satisfy both the OEM and type-H REM�s median demand;

ii) When the OEM�s unit cost increases, the REM�s optimal prices (both p�rH and
p�rL) decrease when the quantity of available shell S is not quite large and changes
to increase when S is larger. Similarly, when the type-H REM�s cost increases,
the OEM�s optimal price is not a¤ected when S is small, starts to increase when
S gets larger, and becomes to decrease when S becomes larger further;

iii) The type-H REM�s unit cost starts to a¤ect both players�optimal prices with
an S value larger than the S value for the OEM�s unit cost. Compared with the
OEM and type-H REM�s unit costs, the type-L REM�s unit cost starts to make
e¤ect with an even larger S value;

iv) When the available shells are enough to satisfy all players�median demand, their
optimal prices increase as the type-L REM�s unit cost increases;

v) The uncertainty factor � makes no impact on all players�prices when S � �S12,
i.e., the available shells are not enough to meet both the OEM and type-H
REM�s median demand. When S 2

�
�S12; �S13

�
, i.e., when the available shells

are enough to meet both the OEM and type-H REM�s median demand but not
enough to meet both the OEM and type-L REM�s median demand, the impact
of the uncertainty factor � on the players�prices is unclear;

vi) When the available shells can meet all players�median demands, regardless
of the REM�s type, both the OEM and REM�s optimal prices decrease as �
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increases, and the type-L REM and type-H REM share the same change rate.
To put in detail, when S �

�
�S13;1

�
, we have

@p�o=@� = �
BrCo(urH � urL)
(�CoCr + 4BoBr) ;

@p�rH=@� = @p
�
rL
=@� = �1

2

CoCr(urH � urL)
(�CoCr + 4BoBr) :

BNE Quantities
�
q�o ; q

�
rH
; q�rL

�
In Table 4.9 we present the partial derivatives of the two players�optimal quantities
w.r.t. their remanufacturing costs and the uncertainty factor respectively and make
a few interesting observations as follows:

S 2
�
0; �S11

� �
�S11; �S12

� �
�S12; �S13

� �
�S13;1

�
@q�o=@uo 0 � � �
@q�rH=@uo 0 + + +
@q�rL=@uo 0 + + +
@q�o=@urH 0 0 + +
@q�rH=@urH 0 0 � �
@q�rL=@urH 0 0 � +
@q�o=@urL 0 0 0 +
@q�rH=@urL 0 0 0 +
@q�rL=@urL 0 0 0 �
@q�o=@� 0 0 +=� �
@q�rH=@� 0 0 +=� �
@q�o=@� 0 0 +=� �

Table 4.9: Sensitivity Analysis of the BNE Quantities [qo; qrH ; qrL ].

i) The OEM�s unit cost uo, the type-H REM�s unit cost urH and the type-L REM�s
unit cost urL start to make e¤ect on the players�optimal quantities when the
available shells S is greater than �S11, �S12, and �S13 respectively;

ii) When S � �S11 and the OEM�s unit cost increases, his own optimal quantity
keeps decreasing and the REM�s optimal quantities, for both type-L and type-H,
keep increasing;

iii) When S � �S12 and the type-H REM�s unit cost increases, her optimal quantity
keeps decreasing, the OEM�s optimal quantity increases, and the type-L REM�s
optimal quantity decreases �rst and changes to increase when more shells be-
comes available;
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iv) When S � �S13 and the type-L REM�s unit cost increases, her own optimal
quantity decreases, the type-H REM and OEM�s optimal quantities increase;

v) The impact of the uncertainty factor � on the players�optimal quantities shares
the same pattern with its impact on the players�optimal prices as we have just
discussed above, i.e., no impact when S � �S12, unclear impact for S 2

�
�S12; �S13

�
,

and, when S �
�
�S13;1

�
, all optimal quantities decrease as � increases and the

two types of REM share the same changing rate as

@q�rH=@� = @q
�
rH
=@� = �1

2

BrCoCr(urL � urH )
(CoCr � 4BoBr) :

BNE Pro�ts
�
��o ; �

�
rH
; ��rL

�
Based on the above analysis on optimal prices and quantities, we present the partial
derivatives of the two players�optimal pro�ts w.r.t. their remanufacturing costs and
the uncertainty factor individually in Table 4.10.

S 2
�
0; �S11

� �
�S11; �S12

� �
�S12; �S13

� �
�S13;1

�
@��o=@uo 0 +=� +=� +=�
@��rH=@uo 0 +=� + +
@��rL=@uo 0 +=� + +
@��o=@urH 0 0 + +=�
@��rH=@urH 0 0 +=� +=�
@��rL=@urH 0 0 +=� +
@��o=@urL 0 0 0 +
@��rH=@urL 0 0 0 +
@��rL=@urL 0 0 0 +=�
@��o=@� 0 0 +=� �
@��rH=@� 0 0 +=� �
@��rL=@� 0 0 +=� �

Table 4.10: Sensitivity Analysis of BNE Pro�ts [po; prH ; prL ].

Although not all the signs are clearly observable in Table 4.10, we can still see
that:

i) When S � �S12, the REM�s pro�ts increase as the OEM�s unit cost increases;

ii) When S � �S13, the OEM and type-H REM�s pro�ts increase as the type-L unit
cost increases and all players�pro�ts decrease as � increases.
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4.5.2 Numerical Study

In the above, we have given analytical results based on the closed-form BNE solutions
under SAS1. In the following we conduct numerical study using Maple 12. Following
Majumder and Groenevelt [58], we set both the OEM and REM�s demand functions
Do, DrH and DrL in three market preference scenarios. For example, when we say the
market prefers the OEM to the REM, we mean that: 1) when the OEM and the REM
price identically, i.e., po = prL or po = prH or po = prL = prH , the market demand for
the OEM�s product is higher than the REM�s product; and 2) when the OEM and the
REM increase each own price by one unit, the reduction of OEM�s market demand
is less than the reduction of the REM�s market demand. In detail, the three market
preference scenarios are:
(1) The market prefers the OEM to the REM and the OEM and the REM�s

demand functions are:8<:
Do = 10� 2po + [�prL + (1� �) prH ] ;
DrH = 5� 3prH + po;
DrL = 5� 3prL + po;

(2) The market prefers the REM to the OEM and their demand functions are:8<:
Do = 5� 3po + [�prL + (1� �) prH ] ;
DrH = 10� 2prH + po;
DrL = 10� 2prL + po;

(3) The market prefers the OEM and the REM symmetrically and their demand
functions are: 8<:

Do = 10� 2po + [�prL + (1� �) prH ] ;
DrH = 10� 2prH + po;
DrL = 10� 2prL + po:

We also consider �ve possible values for each player�s unit remanufacturing cost.
They are: uo 2 f0:2; 0:4; 0:6; 0:8; 1:0g for the OEM, urH 2 f0:3; 0:5; 0:7; 0:9; 1:1g for
the type-H REM and urL 2 f0:1; 0:3; 0:5; 0:7; 0:9g for the type-L REM. In addition
to that, we use eleven values for the uncertainty factor which are � 2{0, 0.1, 0.2,
0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0}. To facilitate our description, we use subscripts
�SYM�, �REM�, and �OEM�to denote symmetric market, REM preferred market
and OEM preferred market, respectively. We provide the numerical results in Table
B.1-B.4 in Appendix B.2.7. Observations obtained from the numerical results are as
following:

i) The OEM�s optimal quantity reaches his median demand with a larger amount
of available shells in a symmetric market than in an either REM-preferred or
OEM-preferred market, i.e., S1_SYM > max(S1_OEM ; S1_REM);
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ii) When the REM�s expected unit cost � which we calculated as �urL+(1��)urH
� is lower than the OEM�s unit cost, the type-H REM�s optimal quantity
reaches her median demand in a REM-preferred market with a smaller amount
of available shells than in an OEM-preferred market, i.e., S2_REM < S2_OEM ,
but it is the opposite, i.e., S2_REM > S2_OEM , when the REM�s expected unit
cost is very close to or even higher than the OEM�s unit cost;

iii) The OEM�s expected pro�t is higher if he believes the REM is more likely to
have a high unit cost rather than a low unit cost, i.e., �o (�1) > �o (�2) if �1 6 �2;

iv) As the REM�s expected unit cost increases, the impact of the uncertainty on the
OEM�s expected pro�t is weakened but the impact on the REM�s pro�t, of either
type-H or type-L, becomes more signi�cant. In Figure 4.1 we present the fraction
of changes in players�(expected) pro�ts when the uncertainty factor � changes
from 0 to 1 when uo = 0:8 and (urH ; urL) = (0:3; 0:1), (0:5; 0:3), (0:7; 0:5) and
(0:9; 0:1) respectively. We use this �gure to illustrate the impact of the OEM�s
uncertainty on each player�s (expected) pro�t given di¤erent market preference
settings.

Each legend in Figure 4.1 is composed of two parts. The �SYM�, �REM�, and
�OEM�before the underline are for symmetric market, REM preferred market and
OEM preferred market respectively; the �o�, �rH�, and �rL�following the underline
denote the OEM, type-H REM and type-L REM respectively. For example, �SYM_o�
denotes the OEM�s data points in a symmetric market. As shown in the right-side
�gure, the change of the REM�s pro�t, for both type-L and type-H REM, increases
most signi�cantly when the OEM is preferred in the market, becomes weaker in a
symmetric market and even further weaker in a market that prefers the REM. More-
over, the di¤erence between the changes of type-H REM�s pro�t and the changes of
type-L REM�s pro�t is most obvious when the market prefers the OEM, too (see data
groups �OEM_rH�and �OEM_rL�), is not quite obvious in a symmetric market (see
data groups �SYM_rH�and �SYM_rL�), and even shrink to zero when the market
prefers REM herself (see data groups �REM_rH�and �REM_rL�). On the other
hand, the change of OEM�s pro�t drops most signi�cantly when the market prefers
the REM (see data group �REM_o�), less signi�cantly when the market prefers the
OEM himself (see data group �OEM_o�), and even further weak in a symmetric
market (see data group �SYM_o�) and even further weak . This observation implies
that the impact of the OEM�s uncertainty on either the OEM himself or the REM his
competitor is most signi�cant when the market prefers his/her competitor, while the
OEM is the least impacted in a symmetric market but the REM is the least impacted
in a market preferring herself.
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Figure 4.1: Comparison of the impact of the OEM�s uncertainty (with uo = 0:8) on
both OEM and REM�s (expected) pro�t given di¤erent market preference settings
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4.5.3 Another Observation

Before closing up this section, we would like to bring forward a special observation
we obtained in the process of sensitivity analysis.
To model the OEM�s uncertainty, we know that ideally we should assume the

REM�s unit remanufacturing cost as a random variable following a continuous dis-
tribution. But modelling the uncertainty in this way requires integral operations to
obtain a closed-form BNE solution and it often becomes intractable when the ran-
dom variable�s probability distribution is not as simple as a uniform distribution. In
this chapter, we use a tri-vector [�; urL ; urH ] to describe the OEM�s uncertainty on
the REM�s unit cost. Actually, this type of tri-vector is also the feature of type-III
game models (see Section 3.3, Chapter 3). In this way, we successfully mitigates the
di¢ culty of integral operations which are necessary for modelling with a continuous
probability distribution. However, the weakness of using this tri-vector method for
uncertainty lies in its limitation on variance analysis, because, when we were doing
the sensitivity analysis, we �nd it incapable to carry out variance analysis with this
tri-vector method. Taking a further look at this tri-vector [�; urL ; urH ], we realize
that this tri-vector is actually a discrete distribution with two possible values for the
REM�s unit cost ur 2 furL ; urHg and relevant probabilities as P (u = urL) = � and
P (u = urH ) = 1� �. This discrete distribution is even simpler than uniform distrib-
ution � the simplest continuous distribution. With this in mind, we think that this
tri-vector method achieves tractable or closed-form optimal solutions by sacri�cing
the complicacy of the probability distribution of the REM�s unit cost as the price.

4.6 Conclusion and Future Work

4.6.1 Conclusion

In this chapter, we study a remanufacturing competition problem between an OEM
and a pure REM where the OEM has uncertainty about the REM�s unit cost. We �rst
formulate a static game with complete information for the OEM-REM remanufactur-
ing competition problem with no uncertainty involved and prove the existence and
uniqueness of the Nash Equilibrium solution. Then we extend to the static game with
incomplete information to formulate the OEM-REM remanufacturing competition
problem with the OEM�s uncertainty on the REM�s unit cost considered. We prove
the existence of Bayesian Nash equilibrium to this model and obtain the closed-form
BNE solution. By conducting sensitivity analysis with analytical results if possible
and numerical study otherwise, we study the impact of such incomplete information,
as well as both OEM and REM�s remanufacturing unit costs, on their strategic deci-
sions which include optimal prices, optimal remanufacturing quantities, and optimal
pro�ts. The results from sensitivity analysis reveal that the existence of such incom-
plete information won�t a¤ect both OEM and REM�s strategic decisions when the
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number of available shells is not su¢ cient or, to put it in detail, is not large enough
to cover both the OEM and type-H REM�s median demand. Although the OEM�s
uncertainty about the REM�s unit cost has no e¤ect on the REM�s entrance of reman-
ufacturing production, the OEM could consider to keep his unit remanufacturing cost
uo at a lower level as a competitive strategy to hold back or to slow down the REM�s
entrance of remanufacturing production. When the number of available shells is large
enough to meet both players�median demands (regardless of the REM�s type), both
players�optimal prices decrease as � increases and the two types of REM share the
same change rate. Another interesting insight we obtain is that such uncertainty�s
impact on either the OEM or REM is the most signi�cant when his/her competitor is
preferred in the market and the least when himself/herself is preferred in the market.
We also realize that the tri-vector method we use for modelling uncertainty in this
chapter, which is also the feature of type-III model in Chapter 3, actually achieves
tractable or closed-form optimal solutions at the cost of sacri�cing, to a certain degree,
the appropriateness and complicacy of uncertainty modelling.

4.6.2 Future Work

The content of this chapter is near to the end, but our research work on the impact
of incomplete information on remanufacturing competition needs to be carried on. In
the following we list out the research work we plan to do in the future:

1) BNE uniqueness

We have proved the existence of BNE solution under SAS1 and leave its unique-
ness open. It would be better if we could prove the uniqueness of the BNE. We
have a sense that the uniqueness can be proved by applying �xed-point theorem.
We will work it out later.

2) BNE under SAS2

We have done analysis on the BNE under SAS1, i.e., with the OEM has priority
to access available shells. As we have discussed in Section 4.1, remanufacturing
of a product often starts at smaller-sized local remanufacturing �rms. Hence,
it would be valuable to conduct BNE analysis under SAS2, i.e., with the REM
has priority to access available shells. However, when the REM has the priority,
the existence of incomplete information makes di¤erence under SAS2. That is,
we have So = S � [�qrL + (1� �)qrH ] in the setting of incomplete information
while in the setting of complete information, we have So = S � qr.

3) Extension to a two-stage game

We have embedded the OEM�s uncertainty on the REM�s unit cost in a static
game in which both the OEM and REM carry pure remanufacturing activity
and the number of available shells S is set as a exogenously given parameter.
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However, it is more practical to consider both original manufacturing and re-
manufacturing activities for the OEM. As Majumder and Groenevelt have done
in [58], we can have the OEM do pure original manufacturing activity in the
�rst stage, the OEM-REM competition in the second stage, and have the avail-
able shells for the second stage relevant with the OEM�s original manufacturing
activity in the �rst stage. With the closed-form BNE solution we have obtained
in this chapter, we believe that embedding the OEM�s uncertainty on the REM
into a two-stage game, such as a Stackelberg game, would be a feasible and
interesting research work to do.

4) Uncertainty in market information

We have assumed that the OEM�s uncertainty lies on the REM�s unit reman-
ufacturing cost ur and from the numerical results we have noticed the e¤ect of
market preference on the remanufacturing competition. This has inspired us
with a new thought. That is, it may also be both interesting and feasible to
study the impact of the OEM�s uncertainty on the REM�s market information
by similar formulation. To put it in other words, we should consider the situ-
ation where the OEM may not know the REM�s demand function parameters
(Ar; Br; Cr) with certainty. It will be interesting to know how such uncertainty
may impact the competition behavior between the OEM and REM. Moreover,
we notice that with the setting of uncertainty on (Ar; Br; Cr), the market prefer-
ence, which has been assumed in this chapter as exogenously given parameters,
will become an endogenously given information. We believe the formulation and
discussion will be very interesting.

5) Other extensions

We could also consider to apply the same modelling strategy to study the con-
tracting behavior between OEMs and local remanufacturers. To do this we need
to consider to apply cooperative game models (Shapley [82]).
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Chapter 5

Concluding Remarks

5.1 Thesis Summary

Reverse logistics (RL) has been drawing increasing attention from both industrial
practitioners and academic researchers. Industrial practitioners expect to obtain ben-
e�cial managerial insights to improve business performance. Academic researchers
endeavor to reveal valuable insights by using proper modelling tools to open prob-
lems in RL. In this thesis, we have made contributions to RL with focus on customer
returns, remanufacturing competition, and game theoretic applications.
In Chapter 2 we addressed a newsvendor problem with resalable customer returns

and investigated the timing e¤ect of both customer demand and customer returns on
the newsvendor�s inventory management. We �rst developed a basic model for a three-
subperiod newsvendor problem with customer returns in which we have order quantity
Q as the unique decision variable. With this basic model we investigated the concavity
of the retailer�s total expected pro�t in regards of order quantity Q. Then we further
developed a general model in which, in addition to the order quantity Q, we have also
two inventory thresholds Y2 and Y3 as decision variables. These two thresholds can be
considered as an easy-to-follow reference for inventory control by a retailer who would
like to have the option to return certain inventory to the supplier during the single
period. With this general model, we conducted simulation and studied the timing
e¤ect of the portions of demand [�1; �2; �3] and customer returns � on the retailer�s
inventory policy and obtained three major observations. Firstly, we observed that,
in general, the earlier the major demand occurs, the lower the order quantity Q�

would be though the reduction is not quite signi�cant. Also, for earlier and large
demand, the expected total pro�t P � is higher and the inventory level thresholds Y �2
and Y �3 are lower. This observation implies that, if there is opportunity for a retailer
to manipulate the demand pattern, it�s better to move major demand to an earlier
subperiod so that the expected total pro�t can be improved accordingly. Secondly,
we observed that, if the portions of demand [�1; �2; �3] are �V� shaped, the order
quantity Q� won�t be much di¤erent from the case with portions of demand evenly
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distributed but the total expected pro�t P � decreases as the �V�valley goes deeper.
From this observation we claimed that, if the portions of demand are estimated to be
in a �V�shape, e¤orts to lessen the valley would bene�t a retailer with a higher pro�t
in case the cost of such an e¤ort can be well balanced. Thirdly and also lastly in this
chapter, regarding customer return pattern �, we found: 1) the expected total pro�t
P � drops signi�cantly as the total return rate for sale in each subperiod increases,
so we encouraged retailers to make e¤ort to reduce customer returns; 2) since earlier
customer returns result in a higher total expected pro�t, it would be better for the
retailer to encourage customer to return, if they want to, as early as possible.
In Chapter 3 we explored the application of game theoretic models with incom-

plete information in inventory management, an essential operations management facet
playing an important role in both supply chain management (SCM) and RL. We �rst
presented a brief review of the static and dynamic games under complete information
and illustrated the application of these two games in inventory management by using
a single-period stochastic inventory problem with two competing newsvendors. Then
we illustrated the Bayesian Nash equilibrium (BNE) solution concept for the static
games under incomplete information with two competing newsvendors. In particular,
we made the extension to a situation where both competitors have incomplete infor-
mation on each other and obtained the BNE accordingly. At last, we illustrated the
perfect Bayesian equilibrium (PBE) solution concept for the dynamic games under
incomplete information with two competing newsvendors where the decision made by
a newsvendor in the �rst stage is assumed as a discrete variable while the decision
made by the other newsvendor in the second stage is continuous. We believe that the
expository nature of this chapter may help researchers in inventory/SCM/RL gain
easy access to the complicated notions related to the games played under incomplete
information.
In Chapter 4, regarding remanufacturing � another important aspect in RL, we

investigated the e¤ect of uncertainty in remanufacturing competition between an orig-
inal equipment manufacturer (OEM) and a pure remanufacturer (REM) in which the
uncertainty lies in the OEM�s information as to the REM�s unit remanufacturing
cost. We �rst formulated a static game with complete information for the OEM-
REM remanufacturing competition problem with no uncertainty involved and prove
the existence and uniqueness of the Nash equilibrium solution. Then we applied the
type-III model in Chapter 3 to formulate the OEM-REM remanufacturing competition
problem in which the OEM has uncertainty on the REM�s unit cost. We proved the
existence of BNE for this type-III game and obtained the closed-form BNE solution
to this model. We conducted sensitivity analysis analytically, if possible, and numeri-
cally otherwise. The results reveal that the existence of such uncertainty won�t a¤ect
both the OEM and REM�s strategic decisions when the number of available shells is
not large enough to cover both the OEM and type-H REM�s median demand. Also
we found that, although the OEM�s uncertainty has no e¤ect on the REM�s entrance
of remanufacturing production, the OEM could consider to keep his unit remanufac-
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turing cost uo at a lower level as a competitive strategy to hold back or to slow down
the REM�s entrance of remanufacturing production. Meanwhile, when the number of
available shells is large enough to meet both players�median demands (regardless of
the REM�s type), both players�optimal prices decrease as � increases and the REM�s
decreasing rate is independent with her type. Another interesting insight we obtained
is that such uncertainty�s impact on either the OEM or REM is the most signi�cant
when his/her competitor is preferred in the market and the least when himself/herself
is preferred in the market.

5.2 Our Contributions

Here we would like to brie�y summarize the major contributions we have made to the
literature of RL in this thesis:
Regarding the �eld of RL, we bring forward a proper ordering of RL and a few

other new terms related with SCM per their research scope.
Regarding a retailer�s inventory management with resalable returns, we: (1) make

the �rst e¤ort investigating timing e¤ects of customer demand and returns on a re-
tailer�s inventory management; (2) take both customer returns and return-to-supplier
into consideration; (3) provide an easy-to-follow inter-period inventory management
strategy for a retailer facing high volume of customer returns; and (4) obtain a few
interesting managerial insights as to the pro�t performance of the retailer facing high
volume of customer returns. Speci�cally, the retailer may obtain higher pro�ts by
having portions of demand (�) evenly distributed, decreasing customer return rates,
or encouraging customers for early rather than late returns.
Regarding (non-cooperative) games with incomplete information, we: (1) provide

a simpli�ed exposition of applications of games of incomplete information to stochastic
inventory management; and (2) present explicit methods for modelling games with
incomplete information and computing corresponding equilibriums.
Regarding competition in remanufacturing with incomplete information, we: (1)

study the competition in remanufacturing by considering the competitor�s incomplete
information on each other�s feature information; (2) obtain the closed-form of Bayesian
Nash equilibrium for the game model we construct; and (3) we provide a few crucial
insights on the impact of incomplete information on remanufacturing competition. In
detail, they are: (a) such incomplete information makes no impact when accessible
shells are not su¢ cient; (b) the impact of such incomplete information on the REM is
most signi�cant in an OEM-preferred market and least in a REM-preferred market;
and (c) the impact of such incomplete information on the OEM is most signi�cant in
an REM-preferred market but least in a symmetric market.
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5.3 Thoughts for Future Work

Our thesis focuses on customer returns and remanufacturing � two important aspects
in RL � with application of non-cooperative game theoretic models. As we have
presented some future work regarding customer returns and remanufacturing at the
end of Chapters 2 and 4 respectively, here we give a general direction for potential
research regarding the application of non-cooperative game theoretic models with
incomplete information in RL.
As discussed in Chapter 3, static and dynamic games with complete information

are two game models widely applied in SCM and Nash equilibrium and Stackelberg
equilibrium are the two corresponding solution concepts. Applications of static games
with incomplete information in SCM are relatively limited. It becomes even scarce as
to the application of dynamic games with incomplete information.
It has been well known that high degree of uncertainty is a particularity existing

in multiple stages RL involves. As discussed in Chapter 2, retailers in the upstream
directly face uncertainty in customer demand, quantity and quality of used prod-
ucts returned by customers, and ratio and pattern of customer returns. Furthermore,
along with the increasing application of return policy between retailers and suppliers,
the uncertainties faced by retailers are passed down to distributors or suppliers in
the midstream. Also as discussed in Chapter 4, remanufacturing operations in the
downstream experience high variability, too. Such uncertainty backward chain e¤ect
is similar to the well-known �bullwhip e¤ect�in a forecast-driven distribution channel
which refers to a trend of increasingly large swings in inventory in response to de-
mand uncertainty as one looks backward at �rms along the supply chain of a product.
In summary, RL involves intensive interactions, either non-cooperative or coopera-
tive, between actors scattered along the backward material �ow in the presence of
uncertainty.
We believe that static and dynamic games with incomplete information would �nd

broader applications in RL analysis because of the intensive interactions as well as
the high degree of uncertainty. The static game with incomplete information would
be su¢ cient for cases when acting sequence between players is not an important issue.
Otherwise, the dynamic game (with incomplete information) would be more appro-
priate to be applied. Since the complicacy of �nding a PBE for a continuous game is
equivalent to obtain solution to a decision variable which is a function of a variable
rather than a numerical value, the space for applications of dynamic games would
be limited though. However, there is still hope. As we have shown in Section 3.4,
Chapter 3, �nding a PBE for a dynamic game with incomplete information becomes
possible if only the decision(s) to be made in the �rst stage can be described with a
discrete variable, such as a limited set of marketing strategies or a limited number of
possible costs or payo¤s. Hence, as a general direction for potential research in the
future, we believe that game theoretic models with incomplete information should
�nd more extensive applications in the domain of RL.
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Appendix A

Proofs for Chapter 2

In this Appendix, we provide proofs to the Lemmas in Chapter 2, the Newsvendor
problem with resalable returns.

A.1 Proof of Lemma 2.1

Given the detail expressions of the �rst subperiod pro�t �1 in (2.2), we obtain the
expected subperiod pro�t J1 as

J1 = E (�1) = �1s

Z z1

0

xf (x) dx� �1p
Z 1

z1

xf (x) dx+ (s+ p)Q

Z 1

z1

f (x) dx� cQ;

where z1 = Q=�1. It follows that the �rst derivative of J1 is

dJ1
dQ

= (s+ p) [1� F (z1)]� c: (A.1)

The values of the �rst derivative dJ1=dQ at two ending points, one at Q = 0 and the
other at Q =1, are respectively

dJ1
dQ

����
Q=0

= s+ p� c > 0 and dJ1
dQ

����
Q=1

= �c < 0:

Furthermore, the second derivative of J1 is

d2J1
dQ2

= �s+ p
�1

f (z1) < 0:

Therefore, Lemma 2.1 is proved. �
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A.2 Proof of Lemma 2.2

Given the detail expressions of the second subperiod pro�t �2 in (2.3), we �rst obtain
the relevant expected pro�t J2 as

J2 = E (�2) =

Z I2=�2

0

[s�2x� (s+ b)R2] f (x) dx

+

Z 1

I2=�2

[sI2 � p (�2x� I2)� (s+ b)R2] f (x) dx,

where I2 and R2 (as shown in (2.1)) are dependent on the relationship between Q and
�1x. From (2.1), for x 2 [0; Q=�1) we have intermediate variables as8<:

R2 = �12�1x;
I2 = Q� (1� �12)�1x;
S2 = min (�2x;Q� (1� �12)�1x) ;

and the subperiod pro�t as

�2 =

�
s (�2 � �1�12)x; x 2 [0; Q= (�1 + �2 � �1�12))
(s+ p) (Q� �1x) + p (�1�12 � �2)x; x 2 [Q= (�1 + �2 � �1�12) ;1) :

Similarly, for x 2 [Q=�1;1) we have intermediate variables as8<:
R2 = �12Q;
I2 = �12Q;
S2 = min (�2x; �12Q) ;

and the subperiod pro�t as

�2 =

�
s (�2 � �1�12)x; x 2 [0; Q= (�1 + �2 � �1�12))
(s+ p) (Q� �1x) + p (�1�12 � �2)x; x 2 [Q= (�1 + �2 � �1�12) ;1) :

Also we know that when �1�12 � �2, we have

�1 + �2 � �1�12 � �1 and
Q

�1 + �2 � �1�12
� Q

�1
,

and when �1�12 � �2, we have

�1 � �2=�12 and Q=�1 � �12Q=�2.
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Therefore, we reorganize the above expressions and rewrite the second subperiod pro�t
as:

If �1�12 � �2; then

�2=

8<:
s (�2��1�12)x; x 2 [0; Q= (�1+�2��1�12))
(s+ p) (Q� �1x)+p (�1�12��2)x; x 2 [Q= (�1+�2��1�12) ; Q=�1)
p (�12Q� �2x) ; x 2 [Q=�1;1) ;

and if �1�12 � �2; then

�2=

8<:
s (�2 � �12�1)x; x 2 [0; Q=�1)
s (�2x� �12Q) ; x 2 [Q=�1; �12Q=�2)
p (�12Q� �2x) ; x 2 [�12Q=�2;1) :

Correspondingly, the two possible expressions of the second subperiod expected pro�t
(which we denote respectively as J12 and J

2
2 ) are

J12 =
R z2
0
s (�2 � �1�12)xf (x) dx+

R1
z1
p (�12Q� �2x) f (x) dx

+
R z1
z2
[(s+ p)Q� s�1x� p (�1 + �2 � �1�12)x] f (x) dx; (�1�12 � �2)

J22 =
R z1
0
s (�2 � �1�12)xf (x) dx+

R z3
z1
s (�2x� �12Q) f (x) dx

+
R1
z3
p (�12Q� �2x) f (x) dx; (�1�12 � �2)

where z1 = Q=�1, z2 = Q= (�1 + �2 � �1�12), and z3 = �12Q=�2. The �rst derivatives
of J12 and J

2
2 are

dJ12
dQ

= (s+ p) (F (z1)� F (z2)) + p�12 (1� F (z1)) ; (�1�12 � �2); and (A.2)

dJ22
dQ

= �s�12 (F (z3)� F (z1)) + p�12 (1� F (z3)) ; (�1�12 � �2): (A.3)

Then the values of dJ12=dQ and dJ
2
2=dQ at two ending points, one at Q = 0 and the

other at Q =1, can be found as:

dJ2
dQ

����
Q=0

=
dJ12
dQ

����
Q=0

=
dJ22
dQ

����
Q=0

= p�12 > 0;

dJ2
dQ

����
Q=1

=
dJ12
dQ

����
Q=1

=
dJ22
dQ

����
Q=1

= 0:

Lemma 2.2 is thus proved. �
To prepare for the proof of Lemma 2.4, we also obtain the second derivative of J12
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and J22 as

d2J12
dQ2

=
s+ p (1� �12)

�1
f (z1)�

s+ p

�1 + �2 � �1�12
f (z2) ; (�1�12 � �2); and (A.4)

d2J22
dQ2

=
s�12
�1
f (z1)�

(s+ p) �212
�2

f (z3) ; (�1�12 � �2): (A.5)

A.3 Proof to Lemma 2.3

By applying the same method as we have used for the second subperiod expected
pro�t J2, we can yield the third subperiod expected pro�t J3. We have seen that J2
has two possible expressions J12 and J

2
2 (J

1
2 for �1�12 � �2 and J22 for �1�12 � �2).

Having more complicated parameter settings for the third subperiod, we �nd six
possible expressions for J3 � the third subperiod expected pro�t. We denote them
as Jk3 (k = 1; � � � ; 6) and present as follows.
First we need to de�ne a group of intermediate parameters �k; k = 1; � � � ; 5; and

three groups of intermediate variables, y` ` = 1; � � � ; 4, zm, m = 1; 2; 3, and an,
n = 1; � � � ; 10. Each �k; k = 1; � � � ; 5; is a combination of portion of demand �i and
customer return rates �ij; each y`; ` = 1; � � � ; 4, and zm, m = 1; 2; 3, is a function of
the decision variable Q; and each an, n = 1; � � � ; 10, is a function of both the order
quantity Q and the random demand X. In detail they are:

�1 = �1�12 � �2; (A.6)

�2 = �1�13 + �2�23 � �3;
�3 = �1 (�13 + �12�23)� �3;
�4 = �13 + �12�23 � �23;
�5 = �2 (�13 + �12�23)� �3�12;

y1 =
Q

1� �1 (�12 + �13)� �2�23
;

y2 =
�23Q

�3 � �1 (�13 + �12�23 � �23)
;

y3 =
(�12�23 + �13)Q

�3
;

y4 =
(�12 + �23)Q

�2 (1� �23) + �3
;
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Case Condition J3 Notation

1 �1 � 0; �2 � 0
R y1
0
a1f (x) dx+

R z2
y1
a2f (x) dx

+
R z1
z2
a4f (x) dx+

R1
z1
a6f (x) dx

J13

2 �1 � 0; �2 � 0; �3 � 0
R z2
0
a1f (x) dx+

R z1
z2
a3f (x) dx

+
R y3
z1
a5f (x) dx+

R1
y3
a6f (x) dx

J23

3 �1 � 0; �2 � 0; �3 � 0
R z2
0
a1f (x) dx+

R y2
z2
a3f (x) dx

+
R z1
y2
a4f (x) dx+

R1
z1
a6f (x) dx

J33

4 �1 � 0; �5 � 0
R z1
0
a7f (x) dx+

R z3
z1
a9f (x) dx

+
R y3
z3
a5f (x) dx+

R1
y3
a6f (x) dx

J43

5 �1 � 0; �5 � 0; �1 + �2 � 0
R y1
0
a7f (x) dx+

R z1
y1
a8f (x) dx

+
R z3
z1
a10f (x) dx+

R1
z3
a6f (x) dx

J53

6 �1 � 0; �5 � 0; �1 + �2 � 0
R z1
0
a7f (x) dx+

R y4
z1
a9f (x) dx

+
R z3
y4
a10f (x) dx+

R1
z3
a6f (x) dx

J63

Table A.1: The six possible expressions of J3 �the third subperiod expected pro�t.

z1 =
Q

�1
;

z2 =
Q

�1 + �2 � �1�12
;

z3 =
�12Q

�1
;

and

a1 = vQ+ v [�1 (�12 + �13) + �2�23 � 1] + s (�3 � �1�13 � �2�23)x;
a2 = (s+ p)Q+ s [�1 (�12 � 1)� �2]x+ p [�1 (�12 + �13) + �2�23 � 1]x;
a3 = (v � s) �23Q+ (v � s) [�1 (�13 + �12�23 � �23)� �3]x;
a4 = p�23Q+ p [�1 (�13 + �12�23 � �23)� �3]x;
a5 = (v � s) (�12�23 + �13)Q� (v � s)�3x;
a6 = p (�12�23 + �13)Q� p�3x;
a7 = (v � s�13)Q+ s (�3 � �2�23)x+ v [�1 (�12 + �13) + �2�23 � 1]x;
a8 = [s (1� �13) + p]Q+ s [�1 (�12 + �13 � 1)� �2]x+ p [�1 (�12 + �13) + �2�23 � 1]x;
a9 = [v (�12 + �13)� s�13]Q+ s (�3 � �2�23)x+ v [�2 (�23 � 1)� �3]x;
a10 = [s�12 + p (�12 + �13)]Q� s�2x+ p [�2 (�23 � 1)� �3]x:

Given the above intermediate parameters and variables, we present the six possible
expressions of J3 � the expected pro�t of the third subperiod � in Table A.1.
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Correspondingly, the six possible expressions for the �rst derivative of J3 are

dJ13
dQ

= vF (y1) + (s+ p) (F (z2)� F (y1))

+ p�23 (F (z1)� F (z2)) + p (�12�23 + �13) (1� F (z1)) ; (A.7)

dJ23
dQ

= vF (z2) + (v � s) �23 (F (z1)� F (z2))

+
v � s

�12�23 + �13
(F (y3)� F (z1)) + p (�12�23 + �13) (1� F (y3)) ; (A.8)

dJ33
dQ

= vF (z2) + (v � s) �23 (F (y2)� F (z2))

+ p�23 (F (z1)� F (y2)) + p (�12�23 + �13) (1� F (z1)) ; (A.9)

dJ43
dQ

= (v � s�13)F (z1) + [v (�12 + �23)� s�13] (F (z3)� F (z1))

+ (v � s) (�12�23 + �13) (F (y3)� F (z3)) + p (�12�23 + �13) (1� F (y3)) ;
(A.10)

dJ53
dQ

= (v � s�13)F (y1) + [s (1� �13) + p] (F (z1)� F (y1))

+ [(s+ p) �12 + p�13] (F (z3)� F (z1)) + p (�12�23 + �13) (1� F (z3)) ; (A.11)

dJ63
dQ

= (v � s�13)F (z1) + [v (�12 + �23)� s�13] (F (y4)� F (z1))

+ [s�12 + p (�12 + �13)] (F (z3)� F (y4)) + p (�12�23 + �13) (1� F (z3)) : (A.12)

Then it follows that the possible values of dJ3=dQ at two ending points, one at Q = 0
and the other at Q =1, are:
When Q = 0,

dJ3
dQ

����
Q=0

=
dJ13
dQ

����
Q=0

=
dJ23
dQ

����
Q=0

= � � � = dJ63
dQ

����
Q=0

= p (�12�23 + �13) > 0

and when Q =1,

dJ3
dQ

����
Q=1

=
dJ13
dQ

����
Q=1

=
dJ23
dQ

����
Q=1

=
dJ33
dQ

����
Q=1

= v > 0, (�1 � 0), and

dJ3
dQ

����
Q=1

=
dJ43
dQ

����
Q=1

=
dJ53
dQ

����
Q=1

=
dJ63
dQ

����
Q=1

= v � s�13, (�1 � 0).

We have v � s�13 � 0 if v=s � �13 and �1�12 � �2: Therefore, the proof to Lemma
2.3 is completed. �
Also to prepare for the proof of Lemma 2.4, we obtain the six possible expressions
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for the second derivative of J3 as

d2J13
dQ2

=
p (�23 � �12�23 � �13)

�1
f (z1) +

s+ p (1� �23)
�1 + �2 � �1�12

f (z2)

+
(v � s� p)

1� �1 (�12 + �13)� �2�23
f (y1) ; (A.13)

d2J23
dQ2

=
(v � s) (�23 � �12�23 + �13)

�1
f (z1) +

v (1� �23) + s�23
�1 + �2 � �1�12

f (z2)

+
(�12�23 + �13) (v � s� p)

�3
f (y3) ; (A.14)

d2J33
dQ2

=
p (�23 � �12�23 � �13)

�1
f (z1) +

v (1� �23) + s�23
�1 + �2 � �1�12

f (z2)

+
(v � s� p) �223

�3 � � (�13 + �12�23 � �23)
f (y2) ; (A.15)

d2J43
dQ2

=
v (1� �12 � �23)

�1
f (z1) +

(s�12�23 � v�13) �12
�1

f (z3)

+
(v � s� p) (�12�23 + �13)2

�1
f (y3) ; (A.16)

d2J53
dQ2

=
(s+ p) (1� �12 � �13)

�1
f (z1) +

(s+ p� p�23) �212
�1

f (z3)

+
v � s� p

1� �1 (�12 + �13)� �2�23
f (y1) ; (A.17)

d2J63
dQ2

=
v (1� �12 � �23)

�1
f (z1) +

(s+ p� p�23) �212
�1

f (z3)

+
(v � s� p) (�13 + �23)

[�2 (1� �23) + �3] = (�12 + �23)
f (y4) : (A.18)

A.4 Proof to Lemma 2.4

The total expected pro�t J is the sum of the three subperiods�expected pro�ts Ji,
i = 1; 2; 3. The �rst derivative of the total expected pro�t dJ=dQ is simply the sum
of the �rst derivative of each subperiod�s expected pro�t dJi=dQ, i = 1; 2; 3, i.e.,

dJ=dQ =

3X
i=1

dJi=dQ:

We then have the value of dJ=dQ at Q = 0 as

dJ

dQ

����
Q=0

=

3X
i=1

dJi
dQ

����
Q=0

= s+ p� c+ p�12 + p (�12�23 + �13) > 0
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and the value at Q =1 as

dJ

dQ

����
Q=1

=

3X
i=1

dJi
dQ

����
Q=1

=

�
�c+ v < 0, if �1 � 0
�c+ v � s�13 < 0, if �1 � 0:

It is clear that dJ=dQ is positive at Q = 0 and negative at Q = 1. This indicates
that there should exist at least one point of Q at which the value of dJ=dQ would be
zero. We denote this point as ~Q, then we have dJ=dQjQ= ~Q = 0.
Also as shown from (A.13) to (A.18), we have six possible expressions (cases) for

the second derivative of the total expected pro�t d2J=dQ2 and the condition of each
case are identical with that of the counterpart in Table A.1. We need to examine one
by one the su¢ cient condition for the negativity of each possible expression.
We �rst look at Case 1. The condition of Case 1 is �1 � 0 and �2 � 0 (See Case 1

in Table A.1). Under that condition, we have d2J=dQ2 as

Case 1:
d2J

dQ2
=
d2 (J1 + J

1
2 + J

1
3 )

dQ2

=

�
�s+ p
�1

f (z1)

�
+

�
s+ p (1� �12)

�1
f (z1)�

s+ p

�1 + �2 � �1�12
f (z2)

�
+

�
p (�23 � �12�23 � �13)

�1
f (z1) +

s+ p (1� �23)
�1 + �2 � �1�12

f (z2)

+
(v � s� p)

1� �1 (�12 + �13)� �2�23
f (y1)

�
=
(�23 � �12�23 � �13 � �12) p

�1
f (z1) +

��23p
�1 + �2 � �1�12

f (z2)

+
v � s� p

1� �1 (�12 + �13)� �2�23
f (y1) :

Since ��23p < 0 and v � s� p < 0, it is obvious that the last two terms in the above
expression are negative, one including f (z2) and the other including f (y1). It follows
that if only the �rst term (which includes f (z1)) is negative, we will have d2J=dQ2 be
negative. Therefore, the su¢ cient condition for d2J=dQ2 being negative in condition
of Case 1 is:

�23 � �12�23 � �13 � �12 < 0: (A.19)

Here we need to point out that (A.19) is a su¢ cient but not necessary condition for
the strict concavity of the total expected pro�t in condition of Case 1. The reason is
that d2J=dQ2, as the sum of one positive term and two negative terms, is very likely
to be negative even when �23 � �12�23 � �13 � �12 is positive.
Similarly, we can �nd the expressions of d2J=dQ2 in condition of Case 2 and Case
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3 as, in respective,

Case 2:
d2J

dQ2
=
d2 (J1 + J

1
2 + J

2
3 )

dQ2
; (�1 � 0; �2 � 0 & �3 � 0)

Case 3:
d2J

dQ2
=
d2 (J1 + J

1
2 + J

3
3 )

dQ2
; (�1 � 0; �2 � 0 & �3 � 0)

and the su¢ cient conditions for the strict concavity in condition of each case as,
respectively,

Case 2: (v � s) (�23 � �12�23 � �13)� p < 0;
Case 3: �23 � �12�23 � �13 � �12 < 0:

We now turn to Case 4. We know that, in condition of Case 4 (�1 � 0 & �5 � 0),
d2J=dQ2 in detail is:

Case 4:
d2J

dQ2
=
d2 (J1 + J

2
2 + J

4
3 )

dQ2

=

�
�s+ p
�1

f (z1)

�
+

�
�s�12
�1
f (z1)�

(s+ p) �212
�1

f (z3)

�
+

�
v (1� �12 � �23)

�1
f (z1) +

(s�12�23 � v�13) �12
�1

f (z3)

+
(v � s� p) (�12�23 + �13)2

�1
f (y3)

#

=
(v � s) (1� �12)� p� v�23

�1
f (z1) +

s (�23 � 1) �12 � v�13 � p�12
�1=�12

f (z3)

+
(v � s� p) (�12�23 + �13)2

�1
f (y3)

The coe¢ cients in front of f (z3) and f (y3) are both negative. For example, as to the
one in front of f (z1), we see that (v � s) (1� �12)� p� v�23 is less than (v � s)� p
which is apparently negative. Therefore we conclude that, in condition of Case 4,
the expected total pro�t is strictly concave with no other condition than the case
condition (i.e., �1 � 0 & �5 � 0).
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Similarly, we obtain d2J=dQ2 in condition of Case 5 and Case 6, respectively, as

Case 5:
d2J

dQ2
=
d2 (J1 + J

2
2 + J

5
3 )

dQ2

=
�s�13 � p (�12 + �13)

�1
f (z1) +

�p�212�23
�1

f (z3)

+
v � s� p

1� �1 (�12 + �13)� �2�23
f (y1) ,

Case 6:
d2J

dQ2
=
d2 (J1 + J

2
2 + J

6
3 )

dQ2

=
(v + s) (�12 � 1)� p� v�23

�1
f (z1) +

�p�212�23
�1

f (z3)

+
(v � s� p) (�12 + �13)2

�2 (1� �23) + �3
f (y4) .

By applying the same approach as we have used for Case 4, we �nd that the expected
total pro�t is strictly concave in condition of Case 5 and Case 6 as well. The proof
to Lemma 2.4 is thus completed. �

119



Appendix B

Proofs and Solutions in Chapter 4

In this Appendix, we provide proofs and solution derivations in Chapter 4.

B.1 Regarding the Remanufacturing Competition
Problem with Complete Information

B.1.1 Illustrating the OEM�s optimal solution (p�o; q
�
o)
c in (4.6)

We use Figure B.1 to illustrate the optimal solution in (p�o; q
�
o)
c in (4.6).

There are two planes in Figure B.1. The lower plane shows the relation between the
OEM�s remanufacturing quantity qo and sale price po, so we call it the q-p plane; the
upper sub-�gure shows the relation between his pro�t �o and sale price po so we call it
the �-p plane. As the q-p plane shows, the demand function Do (uo; pr) is valid in the
domain [uo; Po (pr)], i.e., given the REM�s price pr, the OEM�s max and min (or zero)
demand occurs at uo and Po (pr) respectively and Po (pr) = argpo [Do (po; pr) = 0] =
(Ao + Copr) =Bo. So, without limitation of shell accessibility, i.e., when So = 1, the
OEM�s pro�t would be maximized at TM in the �-p plane and the optimal solution
is (p�o; q

�
o)
c jSo=1 = ((uo + Po) =2; Dm

o ).
The OEM�s optimization problem with limitation of shell accessibility is a bit more

complex. When accessible shells So is less than Dm
o , as So = S1 in the q-p plane, the

OEM�s remanufacturing quantity is a piecewise function composed of two pieces: the
horizontal line qo = S1 and the portion of the demand function that is below the
level qo = S1. Correspondingly, his pro�t line is a piecewise curve composed of two
pieces as well: the curve between points T0 and T1 and the straight line between
points T1 and TF in the �-p plane. So the maximum pro�t is realized at point T1 and
the optimal solution is correspondingly located at (p�o; q

�
o)
c jSo=S1. When accessible

shells So is higher than Dm
o , as So = S2 in the q-p plane, the OEM�s remanufacturing

quantity is again a piecewise function composed of the horizontal line qo = S2 and
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Figure B.1: The optimal solutions to optimization problem �co when So = S1 and
So = S2.
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the portion of the demand function that is below the level qo = S2. Correspondingly,
his pro�t curve is a piecewise function composed of the curve between points T0 and
T2 and the straight line between points T2 and TF in the �-p plane. In this case, the
maximum pro�t is realized at the point TM and the optimal solution is located at the
point of median demand which is marked as (p�o; q

�
o)
c jSo=S2 in the q-p plane. This is

also the optimal solution with no limitation of shell accessibility. Hence, the OEM�s
optimal solution will be �xed at (p�o; q

�
o)
c jSo=S2 for any So that is greater or equal to

Dm
o .

B.1.2 Proof of Theorem 4.1

Proof of existence

Assume that the OEM chooses a price po within domain [0; Po] where Po is upper
bound of po, given pr. Let pr = f1 (po) and qr = f2 (po) be the REM�s best response to
po. Both f1 (po) and f2 (po) are functions of po whose detailed expression are available
in (4.12). Also let g1 (pr; qr) be the OEM�s price as his best response to pr and qr.
The detailed expression of g1 (pr; qr) is identical with the expression of po available
in (4.6). As shown in (4.12) and (4.6), f1 (po) and f2 (po) are continuous functions
mapping po to pr and qr respectively and g1 (pr; qr) is a continuous function mapping
(pr; qr) to po. Therefore, g1 [f1 (po) ; f2 (po)] is a continuous function mapping from the
domain of po to itself. By applying Brouwer�s �xed-point theorem [35, page 45], there
must exist a �xed point p̂o which satis�es g1 [f1 (p̂o) ; f2 (p̂o)] = p̂o.
Then we de�ne p̂r = f1 (p̂o) and q̂r = f2 (p̂o). If it is under SAS1, let (p̂o; q̂o; p̂r; q̂r)

solve �co (p̂o; q̂o j p̂r; S) and �cr (p̂r; q̂r j p̂o; S � q̂o) together; if it is under SAS2, let
(p̂o; q̂o; p̂r; q̂r) solve �cr (p̂r; q̂r j p̂o; S) and �co (p̂o; q̂o j p̂r; S � q̂r) together. Thus, (p̂o;
q̂o; p̂r; q̂r) forms a NE.
The proof of the existence of the NE in Theorem 4.1 is thus completed. This proof

is similar to the proof of existence for the Theorem 1 in [58]. �

Proof of uniqueness

The uniqueness of the Nash Equilibrium is equivalent to the uniqueness of the �xed
point p̂o as mentioned above. We proof the uniqueness of the �xed point p̂o by
contradiction.
We assume that p̂o 2 [0; Po] is a �xed point. So we have g1 [f1 (p̂o) ; f2 (p̂o)] = p̂o.

Now we assume there is another point �po 2 [0; Po] and �po = p̂o + ", " > 0. If �po is
also a �xed point, we should be able to verify g1 [f1 (�po) ; f2 (�po)] = �po as well. In the
following we will verify this with SAS2.
Firstly, we look at the di¤erence of the REM�s best responses to the two points �po

and p̂o. According to (4.12), it is not di¢ cult to get �f1 and �f2 � the di¤erence of
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the REM�s best responses f1 (�) and f2 (�) � as:

�f1 = f1 (�po)� f1 (p̂o)

=

8>><>>:
Ar+Cr�po�S

Br
� Ar+Cr p̂o�S

Br
= Cr

Br
"; if 0 � S < Dm

r (p̂o) ;
Ar+Cr�po�S

Br
� 1

2

�
ur +

Ar+Cr p̂o
Br

�
; if Dm

r (p̂o) � S < Dm
r (�po) ;

1
2

�
ur +

Ar+Cr�po
Br

�
� 1

2

�
ur +

Ar+Cr p̂o
Br

�
= Cr

2Br
"; if S > Dm

r (�po) ;

and

�f2 = f2 (�po)� f2 (p̂o) =

8<:
S � S = 0; if 0 � S < Dm

r (p̂o) ;
S �Dm

r (p̂o) ; if Dm
r (p̂o) � S < Dm

r (�po) ;
Dm
r (�po)�Dm

r (p̂o) =
1
2
Cr" if S > Dm

r (�po) :

Therefore, given p̂o and �po as we have just de�ned, the range of the di¤erence between
the REM�s best responses can be yielded as:

Cr
2Br

" � �f1 �
Cr
Br
" (B.1)

and
0 � �f2 �

1

2
Cr": (B.2)

Secondly, we look at the di¤erence of the OEM�s best response g1 (�) to the REM�s
best responses (f1 (p̂o) ; f2 (p̂o)) and (f1 (�po) ; f2 (�po)). For the convenience of illustra-
tion, we let p̂r = f1 (p̂o), q̂r = f2 (p̂o), �pr = f1 (�po) and �qr = f2 (�po). According to the
results in the �rst step, given p̂o < �po, we have p̂r < �pr, q̂r � �qr. Correspondingly,
S � q̂r � S ��qr. Again, to facilitate our discussion, we denote S � q̂r and S ��qr as
Ŝo and �So respectively. Hence, we have Ŝo � �So.
According to (4.6), we yield �g1 � the di¤erence of the OEM�s best responses �

as

�g1 = g1 (f1 (�po) ; f2 (�po))� g1 (f1 (p̂o) ; f2 (p̂o))

=

8><>:
Ao+Co�pr�(S��qr)

Bo
� Ao+Cop̂r�(S�q̂r)

Bo
, if �So2 [0; Dm

o (�pr) ) & Ŝo2 [0; D
m
o (p̂r))

Ao+Co�pr�(S��qr)
Bo

� 1
2

�
uo +

Ao+Cop̂r
Bo

�
, if �So2 [0; Dm

o (�pr) ) & Ŝo2 [D
m
o (p̂r) ;1)

1
2
(uo+

Ao+Co�pr
Bo

)�1
2
(uo+

Ao+Cop̂r
Bo

), if �So2 [Dm
o (�pr) ;1) & Ŝo2 [D

m
o (p̂r) ;1)

=

8><>:
Co
Bo
�f1 � 1

Bo
�f2, if �So2 [0; Dm

o (�pr) ) & Ŝo2 [0; D
m
o (p̂r) );

Ao+Co�pr�(S��qr)
Bo

� 1
2

�
uo +

Ao+Cop̂r
Bo

�
, if �So2 [0; Dm

o (�pr) ) & Ŝo2 [D
m
o (p̂r) ;1);

Co
2Bo
�f1, if �So2 [Dm

o (�pr) ;1) & Ŝo2 [D
m
o (p̂r) ;1):
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It follows that �g1 would be ranged within

�g1 2
�
�g1;�g1

�
,
�
Co
2Bo

�f1;
Co
Bo
�f1 �

1

Bo
�f2

�
:

Given (B.1) and (B.2), we yield

1

2

�
Cr
Br
� Cr
Bo

�
" � �g1 �

CoCr
BoBr

"

and
1

4

CoCr
BoBr

" � �g1 �
1

2

CoCr
BoBr

":

To put the above together, we get

1

4

CoCr
BoBr

" � �g1 � �g1 � �g1 �
CoCr
BoBr

";

which can be further simpli�ed as

1

4

CoCr
BoBr

" � �g1 �
CoCr
BoBr

": (B.3)

In Section 4.3.2, we have assumed Bo > Cr > 0 and Br > Co > 0. Therefore it is
obvious that CoCr=BoBr < 1 and �g1 < ". Based on that and by the de�nition of
�g1, we can evaluate g1 (f1 (�po) ; f2 (�po)) as

g1 (f1 (�po) ; f2 (�po)) = g1 (f1 (p̂o) ; f2 (p̂o)) + �g1 = p̂o +�g1 < p̂o + " = �po;

i.e.,
g1 (f1 (�po) ; f2 (�po)) < �po or g1 (f1 (�po) ; f2 (�po)) 6= �po

This is contradict with our assumption that g1 (f1 (�po) ; f2 (�po)) = �po if �po is another
�xed point.
The proof of the uniqueness of the NE under SAS2 is thus completed. The unique-

ness of the NE under SAS1 can be proofed in the same way by starting with assuming
two �xed points for the REM�s price pr. �

B.1.3 Derivation of the NE

We �rst solve (�co;�
c
r) with SAS1 in which the OEM has the priority to access available

shells. With SAS1, we have So = S and Sr = S � qo. Hence, under each possible
value of S, we solve (4.5) with So = S and (4.11) with Sr = S � qo simultaneously.
Having optimal solutions to (4.5) and (4.11) in (4.6) and (4.12) respectively, we can
obtain the Nash equilibrium for each valid value of S.
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(1) When 0 � S < Dm
o ;

When the value of S drops within this range, we have So < Dm
o =

1
2
Do (uo; pr) as

well since So = S with SAS1. Referring to the OEM�s optimal solution in (4.6), we
have

qo = S and po = Po � So=Bo = (Ao + Copr � S) =Bo: (B.4)

With qo = S, we yield Sr = S�qo = 0. Then, referring to the REM�s optimal solution
in (4.12), we obtain

qr = 0 and pr = Pr = (Ar + Crpo) =Br: (B.5)

The expressions of po; qo; pr; and qr in (B.4) and (B.5) are all functions of each other.
Hence, by solving them as a set of linear equations, we obtain the NE as

[p�o; q
�
o ; p

�
r; q

�
r ]
c
11 =

2664
AoBr+ArCo�BrS
BoBr�CoCr

S
ArBo+AoCr�CrS
BoBr�CoCr

0

3775
T

:

(B.6)

Note that this NE expression applies to any value of S until it exceeds �Sc11 = D
m
o =

(1=2)Do (uo; pr) which is a function of the REM�s price pr. By applying the expression
of pr in (B.6) to the expression of �Sc11, we yield

�Sc11 =
Bo (AoBr �BouoBr + CouoCr + ArCo)

2BoBr � CoCr
: (B.7)

That is, when S 2
�
0; �Sc11

�
, the NE for the remanufacturing competition problem with

complete information is in the form of (B.6).

(2) When �Sc11 � S < Dm
o +D

m
r

When the available shells S is greater than �Sc11, by referring to (4.6) we see that
the OEM will maximize his pro�t at

qo =
1

2
Do (uo; pr) and po =

1

2
(uo + Po) (B.8)

and, correspondingly, the REM will take over the leftover shells and optimizes her
pro�t at

qr = S � qo and pr =
Ar + Crpo

Br
� S � qo

Br
: (B.9)
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Solving po; qo; pr; and qr in (B.8) and (B.9) altogether, we obtain the NE as

[p�o; q
�
o ; p

�
r; q

�
r ]
c
12 =

26664
AoBr+ArCo+BouoBr�BouoCo�CoS

2BoBr�CoCr�BoCo
Bo(AoBr+ArCo�BouoBr+CouoCr�CoS)

2BoBr�CoCr�BoCo
AoBo+AoCr+2ArBo�B2ouo+BouoCr�2BoS

2BoBr�CoCr�BoCo
�AoBoBr�ArBoCo+B2ouoBr�BouoCoCr+2BoBrS�CoCrS

2BoBr�CoCr�BoCo

37775
T

:

(B.10)

Again, this NE expression applies to any value of S that is higher than �Sc11 until it
exceeds �Sc12 = D

m
o +D

m
r = (1=2)Do (uo; pr) + (1=2)Dr (po; ur), which is a function of

both players�price po and pr. By applying the expressions of po and pr in (B.10) to
the expression of �Sc12, we obtain

�Sc12 =
2AoBoBr+AoBrCr+2ArBoBr+ArBoCo�2BoB2rur�2B2oBruo

4BoBr�CoCr
++BoBrCour+BoBrCruo+BoCoCruo+BrCoCrur

4BoBr�CoCr :
(B.11)

(3) When S > �Sc12

When S is greater than �Sc12, we see that the OEM will still maximize his pro�t at

qo =
1

2
Do (uo; pr) and po =

1

2
(uo + Po) ; (B.12)

and the REM will maximize her pro�t at

qr =
1

2
Dr (po; ur) and pr =

1

2
(ur + Pr) : (B.13)

Solving po; qo; pr; and qr in (B.12) and (B.13), we can obtain the NE as

[p�o; q
�
o ; p

�
r; q

�
r ]
c
13 =

26664
2AoBr+ArCo+2BoBruo+BrCour

4BoBr�CoCr
Bo(2AoBr+ArCo�2BoBruo+BrCour+CoCruo)

4BoBr�CoCr
AoCr+2ArBo+2BoBrur+BoCruo

4BoBr�CoCr
Br(AoCr+2ArBo�2BoBrur+BoCruo+CoCrur)

4BoBr�CoCr

37775
T

:

(B.14)

This NE expression applies to any value of S that is greater than �Sc12:

B.2 Regarding the Remanufacturing Competition
Problem with Incomplete Information

B.2.1 Proof of Lemma 4.1

By the de�nition of demand functions in Section 4.4.3, it is easy to yieldDrH (po; urH ) <
DrL (po; urL) for any valid po because urL < urH . In the same way, we haveDrH (p

�
o; urH ) <
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DrL (p
�
o; urL) as well since p

�
o is a valid value of po.

The proof of Lemma 4.1 is completed. �

B.2.2 Proof of Lemma 4.2

According to (4.24), we �nd that, given po:
(i) If Sr < 1

2
DrH (po; urH ) ; then�

p�rL = p
�
rH
= Pr � Sr

Br
;

q�rL = q
�
rH
= Sr;

(ii) If 1
2
DrH (po; urH ) < Sr <

1
2
DrL (po; urL) ; then�

p�rL =
Ar�Sr+Crpo

Br
; p�rH =

1
2
(urH + Pr) ;

q�rL = Sr; q
�
rH
= 1

2
DrH (po; urH ) ;

)
�
p�rL < p

�
rH

q�rL > q
�
rH

(iii) If Sr > 1
2
DrL (po; urL), then�

p�rL =
1
2
(urL + Pr) ; p

�
rH
= 1

2
(urH + Pr) ;

q�rL =
1
2
DrL (po; urL) ; q

�
rH
= 1

2
DrH (po; urH ) ;

)
�
p�rL < p

�
rH

q�rL > q
�
rH

We also know that Sr = S � q�o in SAS1 and Sr = S in SAS2. That is, the type-L
REM and type-H REM always share the same Sr. Hence, given po, both (a) and (b)
in Lemma 4.2 hold true under both SAS1 and SAS2.
The proof of Lemma 4.2 is completed. �

B.2.3 Proof of Lemma 4.3

By the de�nition of demand functions in Section 4.3.2, Do (po; pr) = Ao�Bopo+Copr
is a linear function of pr. Since by assumption Co > 0 and by Lemma 4.2, p�rL � p

�
rH
,

then it is straightforward to yield Do

�
po; p

�
rL

�
� Do

�
po; p

�
rH

�
and Do

�
uo; p

�
rL

�
�

Do

�
uo; p

�
rH

�
. The proof of Lemma 4.3 is completed. �

B.2.4 Illustrating the OEM�s Optimal Solution (p�o; q
�
o)1 under

SAS1

We have So = S under SAS1, so here �o (po; qo j prL ; prH ; �; So) can be re-written as

max�o = f� [min(S;Dc
o(po; prL))] + (1� �) [min (S;Dc

o(po; prH ))]g(po � uo). (B.15)

As Lemma 4.2 states, we have p�rL � p
�
rH
given po and Sr. Hence, we need to move

forward our investigation of �o (po; qo j prL ; prH ; �; So) by assuming prL = prH and
prL < prH individually.
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In case that prL = prH � pr, then by de�nition we haveDc
o(po; prL) = D

c
o(po; prH ) �

Do(po; pr), so �o (po; qo j prL ; prH ; �; So) in (B.15) can be further simpli�ed into

max�o = [min(S;Dc
o(po; pr))] (po � uo)

which is exactly identical with (4.5) � the OEM�s optimization problem in the for-
mulation with complete information. Therefore, in case that prL = prH � pr, the
optimal solution to �o (po; qo j prL ; prH ; �; So) can be found in (4.6).
In case that prL < prH , by Lemma 4.2 we have D

c
o(po; prL) < D

c
o(po; prH ) so we use

Figure B.2 to facilitate our illustration. Similar to Figure B.1, there are two planes
Figure B.2, the �-p plane in the above and the q-p plane in the below.
When there is no limitation of shell accessibility, i.e., S =1, (B.15) becomes

max �o = f� Dc
o (po; prL) + (1� �)Dc

o (po; prH )g (po � uo) ;

which is equivalent to

max �o = [Do (po; �prL + (1� �) prH )] (po � uo) : (B.16)

Referring to Figure B.2, the demand function Do (po; �prL + (1� �) prH ) in (B.16) is
shown as the bold straight line in the q-p plane and the pro�t curve �o in (B.16) is
shown as the bold curve in the �-p plane. It is obvious that without limitation of
shell accessibility, the OEM�s pro�t �o is maximized at TM in the �-p plane and the
optimal solution is marked as (p�o; q

�
o) jS=1 in the q-p plane. This optimal solution

actually applies to both shell accessibility scenarios. It is reasonable because, when
S = 1, both players can access as many shells as they need no matter who has the
higher priority for shell accessibility, i.e., in this case, there is no di¤erence between
the two shell accessibility schemes.
With limitation of shell accessibility, i.e., when S < 1, the optimal solution to

(4.25) under SAS1 is a bit more complex.
As the q-p plane in Figure B.2 shows, given each valid value of accessible shells S,

the OEM�s remanufacturing quantity is a piecewise function composed of three pieces.
For example, when S = S1, the remanufacturing quantity line is composed of three
pieces � T0-T11, T11-T12 and T12-T1F in the q-p plane. T0-T11 maps to the price
range within which the OEM�s demand is less than the accessible shells S regardless
of the type of REM he is competing with; T11-T12 maps to the price range within
which the OEM�s demand has gone beyond the accessible shells if the REM is of type
H while his demand is still lower than S if the REM is of type L; T12-T1F maps to
the price range in which the OEM�s demand has gone beyond the accessible shells
regardless of the REM�s type. Correspondingly, the OEM�s pro�t given each value of
S is a piecewise curve composed of three pieces, too. For example, as shown in the
�-p plane, when S = S1 , the pro�t curve goes through T0-T11-T12-TF, the maximal
pro�t occurs between T11 and T12, and the optimal solution locates at (p�o; q

�
o)1 jS=S1
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Figure B.2: The optimal solutions to the OEM�s optimization problem with SAS1.
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in the q-p plane; when S = S2, the pro�t curve goes through T0-T21-T22-TF, the
maximal pro�t occurs at T21, and the optimal solution locates at (p�o; q

�
o)1 jS=S2; when

S = S3, the pro�t curve goes through T0-T31(TM)-T32-TF, the maximal pro�t occurs
at T31(TM), and the optimal solution locates at (p�o; q

�
o)1 jS=S3 or 1. Actually, we notice

that the maximal pro�t occurs at T31(TM) for any S � S3 in the q-p plane.
Fortunately, the OEM�s real situation under SAS1 is a bit simpler than the illustra-

tion in Figure B.2 if we take the REM�s response into account. As stated in Lemma
4.2 part (b), the two types of REM would take the same price and same quantity
when her accessible shells Sr is not high enough. Meanwhile, the OEM under SAS1
won�t leave any accessible shells to the REM if only using up all available shells can
maximize his pro�t. Accordingly, the cases when S = S1 or S2, as shown in the q-p
plane of Figure B.2, won�t occur at all since the OEM would use up all available shells
and, as a result of that, the two types of REM would take prL = prH = Pr (po) and
qrL = qrH = 0, their demand function will overlap with each other, and the OEM�s
optimization problem would be in the form of (4.5). This case will hold true if only
S 2 [0; Dm

o ].
Furthermore, still by Lemma 4.2 part (b), we have p�rL = p�rH = Pr � Sr

Br
and

q�rL = q
�
rH
= Sr if only Sr � Dm

rH
(po). This implies that the two types of REM will

still share the same demand function and result the OEM with the optimal solution
in the form of (4.5) again when S 2 [Dm

o ; D
m
o +D

m
rH
(po)]. Therefore, what Figure B.2

describes is actually the case when S 2 [Dm
o +D

m
rH
(po) ;1) for it is in this range of

S that the two types of REM would take di¤erent prices and their demand functions
and pro�t curves won�t no longer duplicate. It would be as S = S3 in the q-p plane,
the OEM�s pro�t would maximize at TM in the �-p plane and his optimal solution
would be (p�o; q

�
o)1 jS=S3 as shown in the q-p plane.

B.2.5 Proof of Theorem 4.2

The proof of BNE existence with SAS1 is similar to the proof of NE existence in B.1.2.
Assume that the OEM chooses a price po within domain [0; Po] where Po = [Ao +

Co (�prL + (1� �) prH )]=Bo is the upper bound of po given prL and prH . Let prL =
f1L (po) and qrL = f2L (po) be the type-L REM�s best response to po and prH = f1H (po)
and qrH = f2H (po) be the type-H REM�s best response to po. f1L (po), f2L (po),
f1H (po), and f2H (po) are all functions of po whose detailed expressions are available in
(4.24). Let g1 (prL ; qrL ; prH ; qrH ) be the OEM�s price as his best response to prL ; qrL ; prH
and qrH . The detailed expression of g1 (prL ; qrL ; prH ; qrH ) is available as the expression
of po in Table 4.4. As shown in (4.24) and Table 4.4, f1L (po) ; f2L (po) ; f1H (po) and
f2H (po) are continuous functions mapping po to prL , qrL , prH , and qrH respectively
and g1 (prL ; qrL ; prH ; qrH ) is a continuous function mapping (prL ; qrL ; prH ; qrH ) to po.
Therefore, g1 [f1L (po) ; f2L (po) ; f1H (po) ; f2H (po)] is a continuous function mapping
from the domain of po to itself. Still by applying Brouwer�s �xed-point theorem [35,
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page 45], there must exist a �xed point p̂o which satis�es

g1[f1L (p̂o) ; f2L (p̂o) ; f1H (p̂o) ; f2H (p̂o)] = p̂o:

Then we de�ne p̂rL = f1L (p̂o), q̂rL = f2L (p̂o), p̂rH = f1H (p̂o), and q̂rH = f2H (p̂o).
Under SAS1 we let (p̂o; q̂o; p̂rL ; q̂rL ; p̂rH ; q̂rH ) solve �o(p̂o; q̂o j p̂rL ; p̂rH ; S), �rL( p̂rL ;
q̂rL j p̂o; S � q̂o ), and �rH (p̂rH ; q̂rH j p̂o; S � q̂o) together. The solution (p̂o; q̂o; p̂rL ;
q̂rL ; p̂rH ; q̂rH ) forms a BNE.
The proof of the existence of the BNE in Theorem 4.2 is thus completed.

B.2.6 Derivation of the BNE under SAS1

To solve (�o; (�rL ;�rH )) with SAS1, we will solve (4.25) with So = S and (4.22) and
(4.23) with Sr = S � qo simultaneously for each possible and valid value of S. The
closed-form optimal solution to (4.25) is available in Table 4.4 and the closed-form
optimal solution to (4.22) and (4.23) are available in (4.24). In the following, we will
illustrate in detail how to solve (4.25) with (4.22) and (4.23) simultaneously to obtain
the BNE for each possible amount of S under SAS1.

(1) When the accessible shells S is less than half of the OEM�s maximum demand
given the REM�s price prL if she is type L or prH if she is type H, i.e.,

0 � S < 1

2
Do (uo; (prL ; prH )) ;

the OEM will use up all the accessible shells and leave no shell to either type of
REM. That means, in this case,

qrL = qrH = 0 and prL = prH = Pr. (B.17)

Having the two types of REM sharing the same quantity and price in (B.17),
the OEM�s optimization problem in (4.25) becomes

max [min (S;Do (po; Pr))] (po � uo)

which is exactly the optimization problem in (4.5) with pr = Pr and its optimal
solution is available in (4.6). Since S < 1

2
Do (uo; (prL ; prH )) =

1
2
Do (uo; Pr), the

OEM will take

q�o = S and p
�
o = Po �

S

Bo
(B.18)

Therefore, solve (po; qo) ; (prL ; qrL) ; and (prH ; qrH ) in (B.17) and (B.18), the
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closed-form BNE of (�o; (�rL ;�rH )) in this case can be found as

�
p�o; q

�
o ; p

�
rL
; q�rL ; p

�
rH
; q�rH

�
11
=

266666664

AoBr+ArCo�BrS
BoBr�CoCr

S
AoCr+ArBo�CrS
BoBr�CoCr

0
AoCr+ArBo�CrS
BoBr�CoCr

0

377777775

T

(B.19)

This BNE applies to any value of S until it exceeds �S11 = (1=2)Do (uo; (prL ; prH ))
where prL = prH = Pr. By applying the expression of prL and prH in (B.19) to
the expression of �S11, we yield

�S11 =
Bo (AoBr + ArCo �BoBruo + CoCruo)

2BoBr � CoCr
: (B.20)

That is, when 0 � S < �S11, the BNE for the remanufacturing competition
problem with in complete information under SAS1 is in the form of (B.19).

(2) When the accessible shells S is greater than �S11 but less than the sum of half of
the OEM�s max demand and half of the type-H REM�s max demand, i.e.,

1

2
Do (uo; (prL ; prH )) � S <

1

2
Do (uo; (prL ; prH )) +

1

2
DrH (po; urH )

by Lemma 4.1 we get S < 1
2
Do (uo; (prL ; prH )) +

1
2
DrL (po; urL) as well. So the

two types of REM would maximize her pro�t at

qrL = qrH = S � qo and prL = prH = Pr �
S � qo
Br

: (B.21)

Similar to the above, the OEM�s optimization problem in this case is transformed
to the one in (4.5) again. Referring to its optimal solution in (4.6), we have the
OEM maximize his pro�t at

qo =
1

2
Do (uo; (prL ; prH )) and po =

1

2
(uo + Po) (B.22)

Solving (po; qo) ; (prL ; qrL) ; and (prH ; qrH ) in (B.22) and (B.21) altogether, we
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can obtain the BNE in this case as�
p�o; q

�
o ; p

�
rL
; q�rL ; p

�
rH
; q�rH

�
12
= (B.23)2666666664

AoBr+ArCo+BoBruo�BoCouo�CoS
2BoBr�BoCo�CoCr

Bo(AoBr+ArCo�BoBruo+CoCruo�CoS)
2BoBr�BoCo�CoCr

AoBo+AoCr+2ArBo�B2ouo+BoCRuo�2BoS
2BoBr�BoCo�CoCr

�AoBoBr�ArBoCo+B2oBruo+2BoBrS�BoCoCruo�CoCrS
2BoBr�BoCo�CoCr

AoBo+AoCr+2ArBo�B2ouo+BoCRuo�2BoS
2BoBr�BoCo�CoCr

�AoBoBr�ArBoCo+B2oBruo+2BoBrS�BoCoCruo�CoCrS
2BoBr�BoCo�CoCr

3777777775

T

:

Again, this BNE expression applies to any value of S that is higher than �S11
until it exceeds �S12 = 1

2
Do (uo; (prL ; prH )) +

1
2
DrH (po; urH ). By inserting the

expressions of p�o, p
�
rL
, and p�rH in (B.23) to the expression of

�S2, we yield

�S12 =
2AoBoBr+AoBrCr+2ArBoBr+ArBoCo�2BoB2rur�2B2oBruo

4BoBr�CoCr
++BoBrCour+BoBrCruo+BoCoCruo+BrCoCrur

4BoBr�CoCr :
(B.24)

It means that when �S11 � S < �S12, the BNE in (B.23) applies.

(3) When S is greater than �S12 but less than the sum of half of the OEM�s max
demand and half of the type-L REM�s max demand, i.e.,

�S12 � S <
1

2
Do (uo; (prL ; prH )) +

1

2
DrL (po; urL) ;

the two types of REM would response di¤erently. That is, the type-L REM and
the type-H REM will take, respectively,

qrL = S � qo and prL = Pr �
S � qo
Br

; (B.25)

and
qrH =

1

2
DrH (po; urH ) and prH =

1

2
(urH + Pr) : (B.26)

Moreover, we can see that, in this case of S, the OEM�s pro�t is maximized at

qo =
1

2
Do (uo; (prL ; prH )) and po =

1

2
[uo + �Po (prL) + (1� �)Po (prH )] :

(B.27)
Solving (B.25), (B.26), and (B.27) together, we can obtain the BNE in this case
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as well. Due to the lengthy expression of these BNE solutions, we write it as:�
p�o; q

�
o ; p

�
rL
; q�rL ; p

�
rH
; q�rH

�
13
= (B.28)266666666666666666666664

�
2AoBr+2BrBouo�2BouoCo��BrurHCo��2SCo�+ArCo+ArCo�+BrrrHCo

4BoBr�2BoCo��CoCr(1+�)

�
;�

Bo(2AoBr+ArCo(1+�)�2BoBruo+BrCo(1��)urH+CoCr(1+�)uo�2Co�S)
4BoBr�2BoCo��CoCr(1+�)

�
; 

2AoBoBr+2AoBrCr+4ArBoBr+ArBoCo(1��)�2B2oBruo�4BoBrS+BoBrCo(1��)urH
Br[4BoBr�2BoCo��CoCr(1+�)]

+
2BoBrCruO+BoCoCr(1��)uo+BrCoCr(1��)urH+CoCr(1��)S

Br[4BoBr�2BoCo��CoCr(1+�)]

!
; �2AoBoBr�ArBoCo(1+�)+2B2oBruO�BoBrCo(1��)urH

4BoBr�2BoCo��CoCr(1+�)
+4BoBrS�BoCoCr(1+�)uo�CoCr(1+�)S

4BoBr�2BoCo��CoCr(1+�)

!
; 

AoBrCr+2ArBoBr�ArBoCo�+2BoB2rurH
Br[4BoBr�2BoCo��CoCr(1+�)]

+
BoBrCruo�BoBrCo�urH�BoCoCr�uo�BrCoCr�urH�CoCr�S

Br[4BoBr�2BoCo��CoCr(1+�)]

!
; 

AoBrCr+2ArBoBr�ArBoCo��2BoB2rurH
4BoBr�2BoCo��CoCr(1+�)

+
BoBrCruo+BoBrCo�urH�BoCoCr�uo+BrCoCrurH�CoCr�S

4BoBr�2BoCo��CoCr(1+�)

!
:

377777777777777777777775

T

:

Similarly, this BNE expression applies to any value of S that is higher than
�S12 until it exceeds �S13 = 1

2
Do (uo; (prL ; prH )) +

1
2
DrL (po; urL). By inserting the

expressions of p�o, p
�
rL
, and p�rH in (B.28) to the expression of

�S13, we yield

�S13 =
4AOBOBR+2AOBRCR+4ARBOBR+2ARBOCO�4B2OBRrO�4BOB2RrRL

4BOBR�COCR
+ 2BOBRCO[�rRL+(1��)rRH ]+2BOBRCRrO+2BOCOCRrO+BRCOCR[(1+�)rRL+(1��)rRH ]

4BOBR�COCR
:

(B.29)
That is, when �S12 < S < �S13, the BNE in (B.28) applies.

(4) When S is greater than �S13, the two types of REM would take

qrL =
1

2
DrL (po; urL) and prL =

1

2
(urH + Pr) (B.30)

and
qrH =

1

2
DrH (po; urH ) and prH =

1

2
(urH + Pr) (B.31)

respectively and the OEM would take

qo =
1

2
Do (uo; prL ; prH ) and po =

1

2
[uo + �Po (prL) + (1� �)Po (prH )] : (B.32)
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Solving (B.31), (B.30) and (B.32), we can obtain the BNE as�
p�o; q

�
o ; p

�
rL
; q�rL ; p

�
rH
; q�rH

�
14
= (B.33)26666666666664

2AoBr+ArCo+2BoBruo+BrCo[�urL+(1��)urH ]
4BoBr�CoCr

Bof2AoBr+ArCo�2BoBruo+BrCo[�urL+(1��)urH ]+CoCruog
4BoBr�CoCr

2AoCr+4ArBo+4BoBrurL+2BoCruo+CoCr[(1��)urH�(1��)urL ]
2(4BoBr�CoCr)

Br(2AoCr+4ArBo�4BoBrurL+2BoCruo+CoCr[(1+�)urL+(1��)urH ]
2(4BoBr�CoCr)

2AoCr+4ArBo+4BoBrurH+2BoCruo+CoCr�(urL�urH )
2(4BoBr�CoCr)

Brf2AoCr+4ArBo�4BoBrurH+2BoCruo+CoCr[2urH+�(urL�urH )]g
2(4BoBr�CoCr)

37777777777775

T

:

This BNE expression applies to any value of S that is greater than �S13:

B.2.7 Numerical Results for Sensitivity Analysis
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