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Abstract

In design of large scale optical devices and circuits, it is important to do simulation by aid of modern computation techniques before fabrication to significantly reduce total costs and development cycles. Several numerical methods, such as the Finite-Difference Time-Domain (FDTD) method, the Beam Propagating Method (BPM), the Mode Matching Method (MMM), and the Couple Mode Theory (CMT), have been widely adopted in academic fields and commercial software packages for different applications. Among all these numerical methods, the FDTD method is the most popular one in device simulation and design verification. The main reason relies on the fact that the FDTD method is a rigorous numerical model for simulating of electromagnetic field in a variety of materials with high accuracy and feasibility. However, the FDTD method is extremely memory and time consuming when employed to simulate large scale structures. This thesis mainly focuses on improving the efficiency of the FDTD method in modeling optical devices of different materials including dispersive, nonlinear and gain materials. A circuit model based on the complex mode theory is proposed for analysis of large scale compact optical devices and high density integrated circuits using the improved FDTD method. With the aid of the proposed method, the computing resources required for Computer-Aided Design (CAD) of large scale optical devices and circuits could be dramatically reduced.

In this thesis, a new model, referred to as the Rational Dispersion Model (RDM) is proposed for modeling of dispersive materials in wide wavelength range using the FDTD
method with high efficiency. A parameter estimation method is introduced for the RDM to fit material permittivity functions fast and accurately. The improved FDTD method with the RDM model is implemented and verified in simulation of the nano-wires. The cross-section spectrum characteristics of different nano-particles are systematically studies by employing the implemented method.

For the nonlinear materials, the second and third order nonlinearities including the Kerr and Raman effects are considered and implemented in the improved FDTD method with the RDM serving as a powerful tool in simulation of optical devices with nonlinear effects.

The RDM is then employed in modeling of optical gain profiles of semiconductor materials. The FDTD method with the RDM and a rate equation model are proposed to accurately simulate semiconductor lasers with arbitrary cavity geometries.

In waveguide modal analysis, a hardware-accelerated FDTD method combined with the matrix pencil method is proposed to solve both guided and leaky modes with high efficiency.

In the last part of this thesis, a circuit model based on the complex mode theory is proposed for analysis of large scale structures with non-negligible radiation effects. Firstly, a large scale structure is partitioned in to small building blocks. Each of these building blocks is then to be analyzed through the improved FDTD method. The generated results are then cascaded to produce the final result of the entire structure. This model is verified through analysis of different optical structures.
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Chapter 1 Introduction

1.1 Motivation

Benefiting from rapid growth of computing capabilities, the Computer-Aided Design (CAD) becomes more and more popular in the development of optical devices and circuits. The photonic CAD technology [1, 2] offers a great opportunity for people to design and optimize a prototype quickly and accurately by simulating the behavior of lightwave in an optical component. It dramatically shortens the development cycle of products and reduces the overall cost. Several lightwave simulation methods, such as the Beam Propagating Method (BPM) [3-5], the Mode Matching Method (MMM) [6, 7], and the Couple Mode Theory (CMT) [8-10], the Finite-Difference Time-Domain (FDTD) method [11-13] and the Finite-difference Frequency-Domain (FDFD) method [14-16] have been widely adopted in academic researches and commercial software packages [17, 18]. The two semi-analytical methods of CMT and MMM are quite computationally efficient, but they can only be applied to devices with particular geometries or refractive index profiles. The BPM based on a reduced form of Maxwell’s equations is only accurate in solving paraxial propagation problems. The FDFD method is a rigorous numerical method for the simulation of electromagnetic field in frequency-domain. However, its demanding of computer memory increases extremely fast with the increase of the simulation domain size. This prevents its practical use in three-dimensional (3D) or large scale problems.
The FDTD method is one of the most frequently and widely used method in photonic simulation and verification. It is rigorous, generally applicable and versatile in simulation of both 2D and 3D structures of various materials. It has the ability to simulate the optical characteristics in multi-wavelength in one run, which is very efficient in a lot of applications [19, 20]. However, the FDTD method is quite memory and time consuming when employed to simulate large scale structures. It is hard for a single modern personal computer to afford such a task, because it requires too much computing resources. Although the FDTD method can be implemented to execute on multiple computers in parallel [21, 22], there is a big burden on computing resources used for exchanging data between the corresponding computers involved in the computation. Therefore, it is strongly desirable to improve the computational efficiency of the FDTD method in simulation of various materials for optical devices.

Circuit theory [23-26] is a good way to dramatically reduce the requirement of computing resources in analysis of large scale structures. It avoids dealing with an entire large scale structure by partitioning it into small building blocks. In the conventional circuit theory, only guided modes [27] in the waveguides connecting each building block are considered, while radiation effects in the connecting waveguides are neglected. Nowadays, the compact optical devices and high density integrated optical circuits are more and more widely used [28-31]. It is highly desirable to have a new circuit theory that carefully takes the radiation effects into account to significantly increase the accuracy in analysis of theses optical devices and circuits.
1.2 Overview of the Thesis and Contributions of the Research

This thesis consists of seven chapters and a bibliography. The first chapter is introduction and the last chapter is about conclusion and future work. The main body of this thesis is from Chapter 2 to 6. The contributions corresponding to the work in each chapter are described as follows.

In Chapter 2, a novel rational dispersion model, referred to as the Rational Dispersion Model (RDM) with a parameter estimation method is proposed for the simulation of optical properties of arbitrary linear dispersive media over a wide wavelength range. The conventional Debye, Drude and Lorentz models are derivable from this more general model. The time domain properties of the proposed model are analyzed. It is demonstrated that the rational model can fit the relative permittivity data of a material accurately and efficiently in a wide wavelength range and the parameters of this model can be estimated requiring no initial guess. The new model is implemented in the FDTD method as a powerful and computationally efficient tool for simulating nano-particles of dispersive materials in a wide wavelength range of light. By employing this model, a systematic study of the optical properties of different nano-particles gives a good reference for designs of optical devices utilizing the cross-section spectra characteristics of nano-particles, such as optical sensors, optical filters, heat sinks, etc.

In Chapter 3, the second-order nonlinearity and the third-order nonlinearity including Raman effect and Kerr effect are studied and implemented in the FDTD method. The RDM is integrated into the nonlinear FDTD scheme to handle the linear polarization part. The implemented FDTD method is verified by simulating of a 1D-temporal soliton.
It is useful for simulating of optical devices consisting of nonlinear materials such as poled glasses with the second-order nonlinearity and silicon materials with nonlinear effects resulting from the third-order susceptibility.

In Chapter 4, the FDTD method and the rate equation model are employed to simulate the semiconductor lasers having arbitrary cavity geometries. The RDM is proposed to model the gain materials for efficiency and feasibility. A new method based on Newton iteration is proposed to discretize the carrier rate equation. It serves as an efficient and accurate tool for the simulation of semiconductor laser. The proposed model is proved to be an efficient and accurate method in design of semiconductor lasers having arbitrary cavity geometries.

In Chapter 5, a two-dimensional (2D) compact FDTD mode solver is developed based on wave equation formalism in combination with the matrix pencil method (MPM). The method is validated by calculation of both real guided and complex leaky modes of typical optical waveguides against the bench-mark Finite-Difference (FD) eigen mode solver. Taking advantage of the inherent parallel nature of the FDTD algorithm, the mode solver is implemented on graphics processing units (GPUs) using the compute unified device architecture (CUDA). It is demonstrated that the high-performance computing technique leads to significant acceleration of the FDTD mode solver. The computational efficiency of the accelerated FDTD method is in the same order of magnitude of the standard FD eigen mode solver but requires much less memory.

In Chapter 6, a circuit theory based on the complex mode expansion is proposed for analysis of large scale optical devices and circuits. The new circuit theory was verified
by a two-ditch band-pass filter. It shows that the new circuit theory significantly improves the accuracy due to consideration of the radiation effects using the complex mode expansion of fields at the ports of interconnections. This theory even works for the building blocks whose ports located at an open space where only complex radiation modes exist. The proposed circuit theory is a powerful and versatile tool for analysis of large scale optical devices and circuits.
Chapter 2 FDTD Method for Dispersive Materials

2.1 Introduction

Dispersive materials, such as semiconductors and metals, are widely used in optical devices. The Finite-Difference Time-Domain (FDTD) method [11] is one of the most common choices for simulating such devices in a wide frequency range. One of the most important advantages of the FDTD method is that the broadband response can be accurately obtained in only one simulation run [32]. Several simple phenomenological models, such as multi-pole Debye, Drude, and Lorentz models, have been widely adopted for modeling dispersive materials using the FDTD method [33-37]. To fit permittivity function of a given material accurately in a wide frequency range, a large number of poles are required in these models. Rakic and Djurisic used the Durde model with up to five Lorentzian terms to fit the permittivity functions of eleven metals [38]. Hao and Nordlander proposed an improved model consisting of four Lorentzian terms to fit dielectric data of gold and silver [19]. All the proposed multi-pole models archived good fit to the measure data. However, using a dispersion model with a large number of poles not only requires a lot of efforts for modal parameter estimation but also dramatically increases the memory and computational costs of the FDTD method [39]. Han, Dutton and Fan proposed a complex-conjugate pole-residue pair model and implemented it in the FDTD method to increase the modeling efficiency [40, 41]. However, these authors did not propose an efficient method for the parameters estimation. Etchegoin, Ru and Meyer proposed an analytical model with one Drude term and two critical points to model the
optical properties of gold [42]. However, these authors did not show how to estimate the eleven parameters of this model.

A new model, referred to as the Rational Dispersion Model (RDM) is proposed in this chapter for efficiently modeling of arbitrary linear dispersive materials. The proposed model is much more efficient than the conventional Debye, Drude, and Lorentz models, because it offers more degrees of freedom in parameter estimation. In addition, a generally applicable parameter estimation method is proposed for this model to efficiently and accurately fit the permittivity function. The rational dispersion model is implemented in the FDTD method. Both the memory and computational costs of the FDTD method for broadband dispersive material simulation are dramatically reduced.

This chapter is organized as follows. The RDM and its numerical implementation in the FDTD method are described in sections 2 and 3, respectively. The parameter estimation method is demonstrated in section 4. The implemented FDTD method is verified by simulating a metal nanowire in section 5. The application of the proposed method to analyze optical properties of nano-particles is demonstrated in section 6.

2.2 Rational Dispersion Model

2.2.1 Introduction

Assuming the time harmonic dependence $\exp(j\omega)$, the RDM is proposed to describe the dispersive material’s relative permittivity expressed by the rational fraction form as
where \( a_k \) and \( b_k \) are real numbers. The rational fraction form is the ratio of two polynomials \( \sum_{k=1}^{N} a_k (j\omega)^k \) and \( \sum_{k=1}^{N} b_k (j\omega)^k \), where the highest order of the denominator is the same as that of the numerator. The parameters \( a_k \) and \( b_k \) of the two polynomials can be estimated accurately and quickly by a rational approximation method and employed as a good initial guess for the material permittivity curve fitting method proposed in the later section of this chapter. To be conveniently adopted by the FDTD method, the RDM model is represented by its partial fraction expansion described by

\[
\varepsilon_r(\omega) = \varepsilon_\infty + \sum_{k=1}^{L} \chi_k(\omega)
\]

\[
\chi_k(\omega) = \begin{cases} \frac{r_k}{j\omega - p_k} : & \text{if } p_k \text{ is real} \\ \frac{r_k}{j\omega - p_k} + \frac{r_k^*}{j\omega - p_k^*} : & \text{if } p_k \text{ is complex} \\ \sum_{r=1}^{m} \frac{r_r}{j\omega - p_k} : & \text{if } p_k \text{ is a multiple root} \end{cases}
\]

where \( \varepsilon_\infty, r_k, \) and \( p_k \) are the direct coefficient, residue, and pole, respectively. The partial fraction term \( \chi_k(\omega) \) is the frequency domain susceptibility function. It has three forms depending on the properties of the pole \( p_k \): 1) a real fraction term with a real residue and a real pole, when \( p_k \) is a real number; 2) two complex fraction terms consist of complex conjugate residue and pole pairs, when \( p_k \) is a complex number; and 3) a summation of fraction terms which contains high order (>1) of \( j\omega \), when \( p_k \) is a multiple root of the
denominator $\sum_{k=1}^{N} b_k (j\omega)^k$. It is observed that the third expression of $P_k$ should be avoided in the parameter estimation procedure because the high order (the order of $j\omega$ is higher than one) partial fraction terms make it difficult to implement this model in the FDTD method. If there are $L_r$ real poles and $L_c$ complex conjugate pole pairs, the upper bound of the summation in equation (2.2) is $L = L_r + L_c$, and the total pole number is $N = L_r + 2L_c$.

Table 2.1 shows relationships of the RDM with other dispersion models.

Table 2.1 Coefficients of dispersion models

<table>
<thead>
<tr>
<th>$\varepsilon_r (\omega)$</th>
<th>$L$</th>
<th>$p_k$</th>
<th>$r_k$</th>
<th>$p_{k+1}$</th>
<th>$r_{k+1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Debye model</td>
<td>$N_p$</td>
<td>$-1/\gamma_k$</td>
<td>$\Delta\varepsilon_k$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Drude model</td>
<td>$2N_p$</td>
<td>0</td>
<td>$\omega_r^2/\gamma_p$</td>
<td>$-\gamma_p$</td>
<td>$\omega_r^2/\gamma_p$</td>
</tr>
<tr>
<td>Lorentz model</td>
<td>$N_p$</td>
<td>$-\gamma_p - j\sqrt{\omega_p^2 - \gamma_p^2}$</td>
<td>$r_k = j\frac{\Delta\varepsilon_k \omega_p^2}{2\sqrt{\omega_p^2 - \gamma_p^2}}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Complex-conjugate pole-residue pair model</td>
<td>$N_p$</td>
<td>Complex number</td>
<td>Complex number</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Critical points model</td>
<td>$N_p$</td>
<td>$\gamma_p + j\omega_p$</td>
<td>$-jA_p \omega_p e^{i\delta_p}$</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

It shows that Debye, Drude, and Lorentz models are all special cases of RDM with specified parameters. The RDM treats the Debye, Drude, and Lorentz materials in a
unified formulation, which simplifies the implementation of dispersion models in numerical simulation algorithms such as the FDTD method. It also shows that when $p_i$ is a complex number, the partial fraction form of the RDM is the same as the complex-conjugate pole-residue pair model. The RDM can also be converted to the critical points model through parameter substitution. The advantages of the RDM, including its easy implementation in the FDTD method and the generally applicable parameter estimation process, will be demonstrated in the later sections.

2.2.2 The RDM Oscillator

Similar to the conventional phenomenological dispersion models, the RDM describes the macroscopic susceptibility of a material. It is also very interesting to study the mechanism of the RDM from the microscopic view. When $p_i$ is a real number, the susceptibility function has the same form as the Debye model. Therefore, in this case, the RDM susceptibility has the same physical meaning as that of the Debye model which is the medium relaxation response of an ideal and non-interacting group of dipoles to an applied varying electric field. When $p_i$ is a complex number, each term of the susceptibility function can be reformed as

$$\chi_i(\omega) = \frac{(r_i + r_i') j\omega + (-r_i p_i' - r_i' p_i)}{-\omega^2 - (p_i + p_i') j\omega + p_i p_i'}$$

(2.3)

The corresponding polarization $\hat{P}_i(\omega)$ of this medium due to an applied electric field $\hat{E}(\omega)$ is described by

$$\hat{P}_i = \chi_i(\omega)\hat{E} = \frac{(r_i + r_i') j\omega + (-r_i p_i' - r_i' p_i)}{-\omega^2 - (p_i + p_i') j\omega + p_i p_i'}\hat{E}$$

(2.4)
The macroscopic polarization \( \mathbf{\hat{P}}(\omega) \) of the medium is given by the summation over all dipole moments as

\[
\mathbf{\hat{P}} = \frac{N}{V} (-e \mathbf{\hat{x}})
\]  

(2.5)

where \( e, N, V \), and \( \mathbf{\hat{x}} \) are the elementary charge, the number of dipoles, the volume of all the dipoles, and the displacement vector, respectively. Substituting equation (2.5) into (2.4) and after an obvious rearrangement, a new equation of the displacement vector is expressed as

\[
[-\omega^2 - (p_x + p_x^*) j \omega + p_x p_x^*] \mathbf{\hat{x}} = -\frac{V}{eN} \left[ (r_x + r_x^*) j \omega + (-r_x p_x^* - r_x^* p_x) \right] \mathbf{\hat{E}}
\]  

(2.6)

The corresponding time domain equation is obtained by inverse Fourier transforming and rearranging equation(2.6), yielding

\[
\beta (-e) \frac{dE}{dt} + \alpha (-e) \mathbf{\hat{E}} + \delta \frac{d\mathbf{\hat{x}}}{dt} - k \mathbf{\hat{x}} = m_0 \frac{d^2 \mathbf{\hat{x}}}{dt^2}
\]  

(2.7)

where

\[
\alpha = \frac{m_0 V}{e^2 N} (-r_x p_x^* - r_x^* p_x)
\]

\[
\beta = \frac{m_0 V}{e^2 N} (r_x + r_x^*)
\]

\[
\delta = m_0 \left( p_x + p_x^* \right)
\]

\[
k = m_0 \left( p_x p_x^* \right)
\]

This formula is the motion equation of a system referred to as the “RDM oscillator”. It is noticed that this equation is very similar to the motion equation of a Lorentz oscillator of the Lorentz medium which describes the dispersive medium as a population of spring bounded electrons on nucleus. The motion equation of the Lorentz oscillator is given by
\[
\alpha(-e)E + \delta \frac{dx}{dt} - kx = m_0 \frac{d^2x}{dt^2}
\] (2.8)

where

\[
\alpha = \frac{\Delta e, \omega^2 \sqrt{m_0}}{e^2 N} = 1
\]
\[
\delta = -2m_0\gamma_p
\]
\[
k = m_0\omega_p^2
\]

Comparing equation (2.7) with (2.8), it is easy to find that the only difference of the two equations is that equation (2.7) has an extra term \( \beta(-e) \frac{dE}{dt} \) while equation (2.8) does not.

Therefore, in this case when \( \rho \) is a complex number, the RDM describes a population of RDM oscillators moving under the action of the instantaneous electric field \( E \), as well as its derivative \( \frac{dE}{dt} \). From the mathematical point of view, the RDM oscillator offers more degrees of freedom compared with the Lorentz oscillator. If the RDM’s parameter \( \rho \) is purely imaginary, the coefficient \( \beta \) in equation (2.7) becomes zero. Correspondingly, the RDM oscillator degenerates to the Lorentz oscillator.

### 2.2.3 Analysis of the RDM in Time Domain

To study properties of the RDM in time domain, the inverse Fourier transformation is performed on the frequency domain susceptibility function \( \chi_i(\omega) \) defined in equation (2.2). If \( \rho \) is a real number, the time domain susceptibility is expressed by

\[
\chi_i(t) = \rho e^{\beta t} U(t)
\] (2.9)

where \( U(t) \) is the unit step function. It shows that when \( \rho > 0 \), the susceptibility is exponentially growing with time, which contradicts the phenomenon that the lightwave is
decaying when propagating in lossy materials, such as metals and semiconductors. Thus, the parameter $p_i$ should not be greater than zero when modeling lossy materials in this model. If $p_i$ is a complex number, the frequency domain susceptibility can be reformed as

$$
\chi_k(\omega) = \frac{(-r_i p_i^* - r_i^* p_i)}{-\omega^2 - (p_i + p_i^*) j \omega + p_i p_i^*} + j \omega \frac{(r_i + r_i^*)}{-\omega^2 - (p_i + p_i^*) j \omega + p_i p_i^*}
$$

(2.10)

The time domain susceptibility is obtained by taking the inverse Fourier transformation, as expressed by

$$
\chi_k(t) = \zeta_i e^{-\alpha_i t} \sin(\kappa_i t) U(t) + \frac{d}{dt} \left[ \zeta_i e^{-\alpha_i t} \sin(\kappa_i t) U(t) \right]
$$

(2.11)

where

$$
\alpha_i = -\frac{p_i + p_i^*}{2} = -\text{Re}(p_i)
$$

$$
\kappa_i = \sqrt{p_i p_i^* - \alpha_i^2}
$$

$$
\zeta_i = \frac{-r_i p_i^* - r_i^* p_i}{\kappa_i}
$$

$$
\xi_i = \frac{r_i + r_i^*}{\kappa_i}
$$

It is noteworthy that when the real part of $p_i$ is positive ($\text{Re}(p_i) > 0$), the parameter $\alpha_i$ is negative ($\alpha_i < 0$). The time domain susceptibility $\chi_k(t)$ will grow exponentially with time, which contradicts the property of the lossy materials. The above analysis comes out a natural conclusion that the real part of the pole parameter $p_i$ must be no bigger than zero ($\text{Re}(p_i) \leq 0$) when using the RDM to model lossy dispersive materials.
2.3 Implementation of the RDM in the FDTD Method

The RDM can be easily and efficiently implemented in the FDTD method with an auxiliary differential equation (ADE) scheme. In Maxwell’s equations, Ampere’s law in frequency domain is expressed by

\[ j \omega \varepsilon_0 \mathbf{E} + \sigma \mathbf{E} + \sum_{k=1}^{L} \mathbf{J}_k = \nabla \times \mathbf{H} \]  \hspace{1cm} (2.12)

where \( \mathbf{J}_k \) is the polarization current related with each term in the summation of the RDM, defined by

\[ \mathbf{J}_k = j \omega \varepsilon_0 \mathbf{E} \left\{ \begin{array}{ll}
\frac{r_k}{j \omega - p_k} & \text{if } p_k \text{ is real} \\
\frac{r_k}{j \omega - p_k} + \frac{r'_k}{j \omega - p'_k} & \text{if } p_k \text{ is complex}
\end{array} \right. \]  \hspace{1cm} (2.13)

As mentioned previously, the multiple-root \( p_k \) should be avoided in the parameter estimation procedure, so that it would not be concerned with the difficult implementation of polarization current in the multiple-root \( p_k \) case.

If \( p_k \) is real, \( r_k \) is also real. Then the time-domain polarization current is real and given by

\[ \frac{\partial \mathbf{J}_k}{\partial t} - p_k \mathbf{J}_k = r_k \varepsilon_0 \frac{\partial \mathbf{E}}{\partial t} \]  \hspace{1cm} (2.14)

If \( p_k \) is complex, \( r_k \) is also complex. The time-domain polarization current has two parts \( \mathbf{J}_k \) and \( \mathbf{J}_k' \), corresponding to the two complex poles in equation(2.13). The two polarization currents are all complex and given by

\[ \frac{\partial \mathbf{J}_k}{\partial t} - p_k \mathbf{J}_k = r_k \varepsilon_0 \frac{\partial \mathbf{E}}{\partial t} \]  \hspace{1cm} (2.15)

\[ \frac{\partial \mathbf{J}_k'}{\partial t} - p_k' \mathbf{J}_k' = r_k' \varepsilon_0 \frac{\partial \mathbf{E}}{\partial t} \]  \hspace{1cm} (2.16)
Because \( \mathbf{E}(t) \) is real, if the initial values for the two polarization current are the same, the two parts are mutual complex conjugate, i.e. \( \mathbf{J}_k' = \mathbf{J}_k^* \) [40]. Only one complex equation, either equation (2.15) or (2.16), needs to be computed in the FDTD calculation. In the following derivation, equation (2.15) is employed. Therefore, when \( p_k \) is complex, the real part of the time domain polarization current is \( \text{Re}[\mathcal{F}^{-1}(\mathbf{J}_k)] = 2\text{Re}(\mathbf{J}_k) \). By applying the inverse Fourier transform on both sides of equation (2.12), the time domain Ampere’s curl equation is obtained as

\[
\varepsilon_0\varepsilon_a \frac{\partial}{\partial t} \mathbf{E} + \sigma \mathbf{E} + \sum_{k=1}^{L} m \text{Re}(\mathbf{J}_k) = \nabla \times \mathbf{H}
\]  

(2.17)

where \( m = 1 \) if \( p_k \) is real; \( m = 2 \) if \( p_k \) is complex. The time domain polarization current equation and Ampere’s curl equation are combined together and discretized in the explicit FDTD scheme, yielding

\[
\mathbf{E}^{n+1/2} = C_a \mathbf{E}^{n-1/2} + C_b \left[ \nabla \times \mathbf{H}^n - \text{Re}\left( \sum_{k=1}^{L} \frac{m}{2} (1+k_{\sigma_2}) \mathbf{J}_k \right) \mathbf{E}^{n-1/2} \right] \]  

(2.18)

\[
\mathbf{J}_k^{n+1/2} = k_p \mathbf{J}_k^{n-1/2} + \beta_{\sigma_2} \left( \frac{\mathbf{E}^{n+1/2} - \mathbf{E}^{n-1/2}}{\Delta t} \right)
\]  

(2.19)

where

\[
k_p = \frac{2 + p_k \Delta t}{2 - p_k \Delta t}; \quad \beta_{\sigma_2} = \frac{2\varepsilon_0 \varepsilon_a \Delta t}{2 - p_k \Delta t}
\]

\[
C_a = \frac{2\varepsilon_0 \varepsilon_a - \sigma \Delta t + \text{Re} \sum_{k=1}^{L} (m \beta_{\sigma_2})}{2\varepsilon_0 \varepsilon_a + \sigma \Delta t + \text{Re} \sum_{k=1}^{L} (m \beta_{\sigma_2})}; \quad C_b = \frac{2\Delta t}{2\varepsilon_0 \varepsilon_a + \sigma \Delta t + \text{Re} \sum_{k=1}^{L} (m \beta_{\sigma_2})}
\]  

(2.20)

\[m = \begin{cases} 
1; \text{ if } p_k \text{ is real} \\
2; \text{ if } p_k \text{ is complex}
\end{cases}
\]
The discretization of the magnetic field $\mathbf{H}^{n+1}$ is the same as it is in the standard FDTD algorithm. This is an efficient implementation of the RDM in the FDTD method. With the same number of poles, the RDM takes no additional memory and computational costs for updating the auxiliary equations of the polarization currents compared with the conventional dispersion models such as multi-pole Lorentz-Drude model. However, the RDM offers more degrees of freedom in fitting a permittivity function in the parameter estimation process. Thus, the implementation of the RDM in the FDTD method is far more computationally efficient compared to those of Lorentz-Drude model. This implementation is much easier than the critical points model implementation of recursive convolution method [43] or ADE method [44] in which the Drude and the critical point expressions are implemented separately with different derivations.

### 2.4 Parameter Estimation of the RDM

The RDM is an analytical function that describes the relative permittivity of a dispersive material. To fit a given relative permittivity curve accurately and quickly, a parameter estimation procedure is highly demanded in obtaining a good initial guess for the starting point and locate a good approximation to the global optimum. The advantage of the rational fraction form of the RDM in equation (2.1) lies in the fact that a very good initial guess of parameters $a_i$ and $b_i$ can be quickly obtained using the rational approximation method [45, 46]. After that, the initial values of the residues $r_i$, poles $p_i$, and direct coefficient $\varepsilon_\infty$ are obtained from the parameters $a_i$ and $b_i$ by converting the RDM from the rational fraction form to the partial fraction form. Finally, the initial values
are employed in a simulated annealing algorithm [47] to find the optimized values of parameters $\varepsilon_\infty$, $p$, and $r$. The high efficiency of the RDM is demonstrated in modeling metal materials Au (gold), Ag (silver) and Cu (copper) in a wide range of wavelength from 400 to 1100 nm. The measured relative permittivity of these three metals [48] is fitted using four dispersion models: the 4-pole Lorentz-Drude model (1 Drude pole pair and 1 Lorentz pole pair), the 6-pole Lorentz-Drude model (1 Drude pole pair and 2 Lorentz pole pairs), the RDM with 4 poles, and the RDM with 6 poles. The Lorentz-Drude model is expressed in the equation

$$
\varepsilon_i(\omega) = \varepsilon_\infty + \frac{\omega_0^2}{\omega^2 + j\omega\gamma_D} + \sum_{i=1}^{N_L} \frac{\Delta\varepsilon_i\omega_i^2}{\omega^2 + 2j\omega\gamma_i + \omega_i^2}
$$

(2.21)

where the numbers of Drude, and Lorentz pole pairs are one, and $N_L$, respectively.

As it is shown in Figure 2.1, both the Lorentz-Drude model and the RDM achieve better accuracy with more number of poles. However, the RDM overwhelms the Lorentz-Drude model with significant improvement of accuracy while with the same number of poles. Moreover, for some materials such as Au and Cu, the RDM with 4 poles fits the experimental data to a higher accuracy than that of the 6-pole Lorentz-Drude model, while having much lower computational cost. The RDM with 6 poles performs a much more accurate fit than the 6-pole Lorentz-Drude model, while having the same computational cost.
Figure 2.1 (a) Real (minus) and (b) imaginary (minus) parts of the permittivity function of Au; (c) real (minus) and (d) imaginary (minus) parts of the permittivity function of Ag; (e) real (minus) and (f) imaginary (minus) parts of the permittivity function of Cu: the black circles are experimental data taken from [48]; the black dot and dash lines are fitting curves with 4-pole Lorentz-Drude model (1 Drude pole pair and 1 Lorentz pole pair) and 6-pole Lorentz-Drude model (1 Drude pole pair and 2 Lorentz pole pairs),
respectively; the solid red and blue lines are the fitting curves with 4-pole RDM and 6-pole RDM, respectively.

To demonstrate the advantages of the RDM in terms of the modeling accuracy, a convergence test of the RDM is performed on the three metal materials Au, Ag and Cu. The convergence of the RDM is studied by measuring the relative errors of the modeled permittivity with increasing the number of poles. The relative error of the modeled permittivity to the experimental data is defined by

\[ e_{rel} = \frac{\sqrt{\sum_{i=1}^{N} |\epsilon^{exp}(\omega_i) - \epsilon(\omega_i)|^2}}{\sqrt{\sum_{i=1}^{N} |\epsilon^{exp}(\omega_i)|^2}} \] (2.22)

Figure 2.2 depicts the relative errors of the RDM and the Lorentz-Drude mode in modeling the permittivity of the metal materials Au, Ag and Cu. It shows that when increasing the number of poles, both the RDM and the Lorentz-Drude model reduce the relative error. However, the RDM model converges faster than the Lorentz-Drude model. The parameters of the Lorentz-Drude model and the RDM model for modeling material Au are listed in Table 2.2 and Table 2.3, respectively.
Figure 2.2 Relative errors of modeled permittivity of (a) Au, (b) Ag, and (C) Cu versus the number of poles in the models: the black line is the relative error of the Lorentz-Drude model, and the red line is the relative error of the RDM.

Table 2.2 Values of the parameters for the Lorentz-Drude Model (Au)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>1 Drude</th>
<th>1 Drude</th>
<th>1 Drude</th>
<th>1 Drude</th>
<th>1 Drude</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_\infty$</td>
<td>6.069</td>
<td>5.035</td>
<td>2.541</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>$\omega_D$ (eV)</td>
<td>8.829</td>
<td>8.739</td>
<td>8.646</td>
<td>8.229</td>
<td>8.225</td>
</tr>
<tr>
<td>$\gamma_D$ (eV)</td>
<td>5.617e-2</td>
<td>6.274e-2</td>
<td>6.596-2</td>
<td>1.035e-7</td>
<td>3.539-8</td>
</tr>
<tr>
<td>$\Delta\varepsilon_1$</td>
<td>1.930</td>
<td>7.360e-1</td>
<td>8.834e-1</td>
<td>1.190</td>
<td>5.324e-1</td>
</tr>
<tr>
<td>$\omega_1$ (eV)</td>
<td>3.038</td>
<td>2.750</td>
<td>3.075</td>
<td>3.088</td>
<td>2.678</td>
</tr>
<tr>
<td>$\gamma_1$ (eV)</td>
<td>5.034e-1</td>
<td>2.858e-1</td>
<td>3.053e-1</td>
<td>3.870e-1</td>
<td>2.635e-1</td>
</tr>
<tr>
<td>$\Delta\varepsilon_2$</td>
<td>-</td>
<td>1.309</td>
<td>1.910</td>
<td>2.901</td>
<td>2.896</td>
</tr>
<tr>
<td>$\omega_2$ (eV)</td>
<td>-</td>
<td>3.316</td>
<td>3.932</td>
<td>4.285</td>
<td>4.280</td>
</tr>
<tr>
<td>$\gamma_2$ (eV)</td>
<td>-</td>
<td>3.494e-1</td>
<td>5.859e-9</td>
<td>1.276e-9</td>
<td>1.892e-7</td>
</tr>
<tr>
<td>$\Delta\varepsilon_3$</td>
<td>-</td>
<td>-</td>
<td>6.520e-1</td>
<td>5.288e-1</td>
<td>1.184</td>
</tr>
<tr>
<td>$\omega_3$ (eV)</td>
<td>-</td>
<td>-</td>
<td>2.688</td>
<td>2.677</td>
<td>3.088</td>
</tr>
<tr>
<td>Parameter</td>
<td>4-pole RDM</td>
<td>6-pole RDM</td>
<td>8-pole RDM</td>
<td>10-pole RDM</td>
<td>12-pole RDM</td>
</tr>
<tr>
<td>-----------</td>
<td>------------</td>
<td>------------</td>
<td>------------</td>
<td>-------------</td>
<td>-------------</td>
</tr>
<tr>
<td>$\varepsilon_v$</td>
<td>2.988</td>
<td>1.000</td>
<td>1.366</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>$p_1$ (eV)</td>
<td>-1.745e-2</td>
<td>-2.356e-2</td>
<td>-3.719e-10</td>
<td>-1.484e-9</td>
<td>-4.216e-9</td>
</tr>
<tr>
<td>$\zeta_1$ (eV)</td>
<td>1.464</td>
<td>1.533</td>
<td>2.308</td>
<td>8.279e-1</td>
<td>-2.018</td>
</tr>
<tr>
<td>$p_z$ (eV)</td>
<td>-1.745e-2</td>
<td>-2.356e-2</td>
<td>-3.719e-10</td>
<td>-1.484e-9</td>
<td>-4.216e-9</td>
</tr>
<tr>
<td>$\eta_1$ (eV)</td>
<td>1.464</td>
<td>1.533</td>
<td>2.308</td>
<td>8.279e-1</td>
<td>-2.018</td>
</tr>
<tr>
<td>$p_i$ (eV)</td>
<td>-6.805e-1</td>
<td>-2.329e-1</td>
<td>-1.716e-10</td>
<td>-9.667e-9</td>
<td>-6.634e-10</td>
</tr>
<tr>
<td>$\eta_i$ (eV)</td>
<td>3.686</td>
<td>3.873e-1</td>
<td>1.354e-1</td>
<td>5.839e-1</td>
<td>2.251</td>
</tr>
<tr>
<td>$p_\bar{z}$ (eV)</td>
<td>-6.805e-1</td>
<td>-2.329e-1</td>
<td>-1.716e-10</td>
<td>-9.667e-9</td>
<td>-6.634e-10</td>
</tr>
<tr>
<td>$\eta_\bar{z}$ (eV)</td>
<td>3.686</td>
<td>3.873e-1</td>
<td>1.354e-1</td>
<td>5.839e-1</td>
<td>2.251</td>
</tr>
<tr>
<td>$p_\bar{i}$ (eV)</td>
<td>-1.186</td>
<td>-2.127e-1</td>
<td>-1.366e-1</td>
<td>-2.254e-1</td>
<td>-2.335i</td>
</tr>
<tr>
<td>$\eta_\bar{i}$ (eV)</td>
<td>7.246</td>
<td>3.156e-1</td>
<td>8.992e-2</td>
<td>8.050e-2</td>
<td></td>
</tr>
<tr>
<td>$p_\bar{z}$ (eV)</td>
<td>-1.186</td>
<td>-2.127e-1</td>
<td>-1.366e-1</td>
<td>-2.254e-1</td>
<td>-2.335i</td>
</tr>
<tr>
<td>$\eta_\bar{z}$ (eV)</td>
<td>7.246</td>
<td>3.156e-1</td>
<td>8.992e-2</td>
<td>8.050e-2</td>
<td></td>
</tr>
<tr>
<td>$p_\bar{i}$ (eV)</td>
<td>-1.186</td>
<td>-2.127e-1</td>
<td>-1.366e-1</td>
<td>-2.254e-1</td>
<td>-2.335i</td>
</tr>
<tr>
<td>$\eta_\bar{i}$ (eV)</td>
<td>7.246</td>
<td>3.156e-1</td>
<td>8.992e-2</td>
<td>8.050e-2</td>
<td></td>
</tr>
<tr>
<td>$r_1$ (eV)</td>
<td>-1.186</td>
<td>-2.127e-1</td>
<td>-1.366e-1</td>
<td>-2.254e-1</td>
<td>-2.335i</td>
</tr>
<tr>
<td>$\eta_i$ (eV)</td>
<td>7.246</td>
<td>3.156e-1</td>
<td>8.992e-2</td>
<td>8.050e-2</td>
<td></td>
</tr>
<tr>
<td>$r_1$ (eV)</td>
<td>-1.186</td>
<td>-2.127e-1</td>
<td>-1.366e-1</td>
<td>-2.254e-1</td>
<td>-2.335i</td>
</tr>
<tr>
<td>$\eta_1$ (eV)</td>
<td>7.246</td>
<td>3.156e-1</td>
<td>8.992e-2</td>
<td>8.050e-2</td>
<td></td>
</tr>
<tr>
<td>$r_1$ (eV)</td>
<td>-1.186</td>
<td>-2.127e-1</td>
<td>-1.366e-1</td>
<td>-2.254e-1</td>
<td>-2.335i</td>
</tr>
</tbody>
</table>

Table 2.3 Values of the parameters for the RDM (Au)
### 2.5 Verification of the FDTD Method with the RDM

The FDTD method is a rigorous numerical tool for simulating nano-particle problems by solving Maxwell’s equations accurately. However, it is extremely memory and time consuming when dealing with metal nano-structures in the wavelength range of light due to two reasons: 1) the small feature size of the structure requires very fine meshes and time steps; and 2) the complicated dispersion property dramatically increases the implementation complexity and computational cost. Therefore, it is strongly desired to have a simulation tool, which can accurately model the wide band dispersion properties, yet taking an affordable computation effort. The RDM is implemented in 2D and 3D FDTD methods for simulating of nano-structures.

| p_{0} (eV) | - | - | -2.946e-1i | +1.755i | +3.928e-1i |
| r_{0} (eV) | - | - | 6.141 | 3.408 | 1.585 |
| p_{0} (eV) | - | - | -1.040 | -7.099e-1 | -3.450e-1 |
| r_{0} (eV) | - | - | +2.358i | +2.564i | +2.455i |
| p_{10} (eV) | - | - | -8.789e-10 | -3.486e-1 | -3.661i |
| r_{10} (eV) | - | - | -2.085e-1 | -9.571 | +2.662i |
| p_{1} (eV) | - | - | -8.789e-10 | +4.533i | +3.661i |
| r_{1} (eV) | - | - | -2.085e-1 | -3.024i | -2.662i |
| p_{12} (eV) | - | - | -4.312e-10 | -3.815i | -3.815i |
| r_{12} (eV) | - | - | 7.567 | +5.354i | +5.354i |
To examine the efficiency of the RDM with different numbers of poles, the light wave scattering phenomenon of an Au nano-wire with 40 nm diameter surrounded by air is simulated by the 2D FDTD method with the RDM in a wide wavelength range from 400 to 1100 nm. The CPML [49] is employed to truncate the computation window. A uniform mesh size of 0.5 nm is employed and 20,000 time steps are performed. Figure 2.3 shows the cross-section curves calculated using the analytical solution, the FDTD method with 1 Drude pole pair and 2 Lorentz pole pairs (scheme 1), the FDTD method with the 4-pole RDM (scheme 2), and the FDTD method with the 6-pole RDM (scheme 3), respectively. Table 2.4 lists the memory and computational costs of different FDTD schemes, as well as the relative errors of the extinction cross-section compared with the analytical solution. It shows that compared with the conventional Lorentz-Drude model, the FDTD method with the 4-pole RDM achieves a smaller relative error while taking much less computational effort, and the FDTD method with the 6-pole achieves even better accuracy yet maintaining a comparable computational cost.

Figure 2.3 (a) Absorption cross-section (b) Scattering cross-section: the black circles are analytical solution with experimental data [48]; the black dash line is the FDTD solution.
with 1 Drude pole pair and 2 Lorentz pole pairs; the solid red and blue lines are the FDTD solutions with 4-pole RDM and 6-pole RDM, respectively.

Table 2.4 Computational costs and relative errors of different FDTD schemes

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Memory (mega-byte)</th>
<th>Computation time (second)</th>
<th>Relative error (dB) (Extinction cross-section)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scheme 1 (1 Drude pole pair and 2 Lorentz pole pairs)</td>
<td>6.600</td>
<td>694.58</td>
<td>-23.97</td>
</tr>
<tr>
<td>Scheme 2 (4 RDM poles)</td>
<td>5.872</td>
<td>599.26</td>
<td>-25.31</td>
</tr>
<tr>
<td>Scheme 3 (6 RDM poles)</td>
<td>6.604</td>
<td>702.04</td>
<td>-26.04</td>
</tr>
</tbody>
</table>

It proves that the new model is more efficient in terms of memory and computational costs in modeling dispersive materials in comparison with conventional phenomenological models. It is a powerful and efficient tool for simulating broadband optical phenomena of nano-particles with dispersive materials.

2.6 Analysis of Metal Nano-particles

Optical properties of the nano-particles have been given a lot of attention in these years. The lightwave phenomena of nano-particles such as scattering, absorption, field enhancement, etc. have been intensively studied [50-57]. McMahon and Smajic studied the properties of the triangle and rectangular nano-wire dimers, respectively, with the 2D FDTD method [57, 58]. In paper [59], Talley and Jackson demonstrated the properties of a dimer consists of two gold nano-spheres using the Mie’s approximation and the 3D
FDTD method. Simulating of a nano-ellipsoid dimer requires extensive computing resources and is not intensively reported. A numerical algorithm is highly demanded for accurate and efficient simulation of the interactions between nano-particles and the lightwave. Mie’s theory [50, 53, 60] has been employed to efficiently solve the particle extinction problems. However it is only accurate for analyzing a single spherical or cylinder particle. The FDTD method [11, 61-63] is a powerful numerical tool for simulating nano-particle problems by solving Maxwell’s equations accurately [64, 65]. However, the FDTD method is extremely memory and time consuming when dealing with metal nano-structures. The reasons are two-folded: 1) very fine meshes both in space and time domain have to be used due to the small feature size of the structure [66]; 2) complicated dispersive material models such as the multi-pole Drude-Lorentz model are often required for precisely modeling of metal properties in the lightwave range [38]. Therefore, it is strongly desired to have a model which can accurately model the optical broadband material properties, yet maintaining an affordable computation effort. Meanwhile, it is highly demanded to significantly accelerate the simulation process without jeopardizing the simulation accuracy.

In this section, the rational dispersion model (RDM) is employed for modeling material properties of metal nano-particles in the lightwave range with the FDTD method. It improves the accuracy of material modeling while does not increase the computing cost of the FDTD method. Convolution perfectly matched layer (CPML) [67, 68] absorbing boundary conditions (ABCs) are employed in order to reduce the computation region. Since the FDTD method is an inherently data-parallel algorithm, it is implemented and
run on Graphics Processing Units (GPUs) by using Nvidia’s Compute Unified Device Architecture (CUDA)[69]. With the help of the high computing power brought by GPUs[65], the simulation time of the FDTD method is further reduced to less than 10% of that used for the implementation on a standard desktop CPU. The optical properties such as distinction cross-section and electric field enhancement of nano-ellipses are simulated by the accelerated 2D FDTD method and those of nano-ellipsoids are simulated by the accelerated 3D FDTD method. The parameters employed for modeling the gold material with RDM in the FDTD method are the same as it is listed in Table 2.3. 6 poles are used in the RDM for all the simulations.

2.6.1 Simulation of Single Nano-ellipsoid

The simulation results of the optical scattering properties of a gold nano-ellipsoid with different radii surrounding by air are produced by the three-dimensional (3D) FDTD method combined with the RDM. In the 3D FDTD simulation, a uniform mesh size of 1.0 nm is employed and 30,000 time steps are performed. Figure 2.4 shows the scattering, absorption and extinction cross-section spectra of a gold nano-ellipsoid with a longer radius r2=20nm and two shorter radii r1=20nm surrounded by air. It is illuminated by a plane wave propagating perpendicular to the longer radius and electric field polarized parallel to the longer radius. Figure 2.5 gives the cross-section spectra of the same nano-ellipsoid illuminated. However, at this time, the magnetic field of the incident plane wave is polarized parallel to the longer radius, thus the electric field is polarized parallel to the shorter radius. The cross-section spectra of a gold nano-sphere with 20nm radius and a gold nano-sphere with 10nm radius are depicted in Figure 2.6 and 2.7, respectively.
Figure 2.4 Cross-section spectra of a gold nano-ellipsoid with a longer radius $r_2=20\text{nm}$ and two shorter radii $r_1=10\text{nm}$: the green, red and blue lines are scattering, absorption and extinction cross-section, respectively. The electric field is polarized parallel to the longer radius.

Figure 2.5 Cross-section spectra of a gold nano-ellipsoid with a longer radius $r_2=20\text{nm}$ and two shorter radii $r_1=10\text{nm}$: the green, red and blue lines are scattering, absorption and extinction cross-section, respectively. The magnetic field is polarized parallel to the longer radius.
Figure 2.6 Cross-section spectra of a gold nano-ellipsoid with all three radii equal to 20nm: the green, red and blue lines are scattering, absorption and extinction cross-section, respectively.

Figure 2.7 Cross-section spectra of a gold nano-ellipsoid with all three radii equal to 10nm: the green, red and blue lines are scattering, absorption and extinction cross-section, respectively.
Figure 2.8 Cross-section spectra of gold nano-ellipsoids with different radii and incident wave polarizations: (a) extinction, (b) scattering, (c) absorption.

In Figure 2.8 the extinction, scattering and absorption cross-section spectra of nano-ellipsoids with above four different configurations are compared and depicted in Figure (a), (b) and (c), respectively. Figure 2.8 (b) shows that the scattering effect is enhanced by the volume of the nano-particle. Comparing the blue dots and the red dot-line in Figure 2.8 (c), one can realize that although the radius of the nano-particle parallel to the magnetic field polarization is doubled, the absorption cross-section is not enlarged very much. However, when the radius parallel to the electric field polarization is doubled, the absorption is dramatically enhanced as shown by the blue triangle-line in Figure 2.8 (c).
From the comparison of Figure 2.8 (c) one can conclude that the absorption effect is mainly affected by the length of the radius which is parallel to the direction of the electric field polarization.

### 2.6.2 Simulation of Nano-ellipsoid Dimer

The 3D FDTD method accelerated by the high performance GPU hardware with parallel computing techniques is used to analyze the optical properties such as the extinction cross-section and the electric field enhancement of a gold nano-ellipsoid dimer. The configuration of the nano-ellipsoid dimer is shown in Figure 2.9. It consists of two nano-ellipsoids aligned at the same axis along the longer radius $r_2$. The other two radii are the same, named $r_1$. The distance between nearest points of the two ellipsoids is marked as $d$. The incident plane wave is propagating toward the direction perpendicular to the shared axis of $r_2$.

![Figure 2.9 Structure of nano-ellipsoid dimer](image)

The optical properties of this dimer with different values of distance are first studied by the 3D FDTD simulation. The radius $r_1$ and $r_2$ of the dimer in this simulation are 10nm and 20nm, respectively. The dimer is surrounded by air (refraction index=1.0). A
uniform mesh size of 1nm is employed and 30,000 time steps are performed. Two cases are considered regarding the polarization direction of the incident wave. In the first case, the plane wave is propagating towards the dimer with electric field parallel to the longer radius $r_2$ and magnetic field perpendicular to $r_2$. The extinction, scattering and absorption cross-sections are depicted in Figure 2.10 (a), (b) and (c), respectively. It shows that with the decrease of distance $d$, the peaks of the three cross-sections all increase. The peak positions are blue shifted with the increase of the distance, which means the plasmonic resonance frequency of the dimer moves to shorter wavelengths with the increase of the two particles distance. In the other case, the magnetic field is polarized along the common axis and electric field is polarized perpendicular to it. Figure 2.11 (a), (b) and (c) depict the extinction, scattering and absorption cross-sections, respectively. It shows all the cross-sections do not change along with the change of the distance between the two ellipsoids. From the comparison of the two cases, one comes to a conclude that the plasmonic resonant phenomenon of a dimer is affected dramatically by changing the distance between the two ellipsoids only when a significant portion of electric field is polarized along the common axis of the two particles.
Figure 2.10 (a) Extinction, (b) scattering and (c) absorption cross-section spectra of the nano-ellipsoid dimer with different values of distance $d$ from 0nm to 6nm. The electric field is polarized parallel to the aligned axis.
Figure 2.11 (a) Extinction, (b) scattering and (c) absorption cross-section spectra of the nano-ellipsoid dimer with difference values of distance d from 0nm to 6nm. The magnetic field is polarized parallel to the aligned axis.

The optical properties of this dimer surrounded by different background materials are also studied in the 3D FDTD method. The radius r1 and r2 of the dimer in this simulation are 10nm and 20nm, respectively. The background materials are air, water, silica and polymer with refraction index of 1.00, 1.33, 1.40, and 1.49, respectively. The incident plane wave is propagating towards the dimer with electric field parallel to the longer radius r2. A uniform mesh size of 1nm is employed and 30,000 time steps are performed. The absorption, scattering and extinction cross-sections are shown in Figure 2.12 (a), (b) and (c), respectively. It shows that with the increase of the background index, the peaks of the three cross-sections all increase and the peak positions are red shifted. It means the plasmonic resonance frequency of this dimer moves to the long wavelengths with the increase of the surrounded material index. The peak positions are located in the visible light range when surrounded by the other four low refraction index materials in the simulation. From the trends showing in Figure 2.12, one can predict that the resonance peak is located in the infrared range if it is surrounded by silicon with refractive index value around 3.2.
Figure 2.12 (a) Extinction, (b) scattering and (c) absorption cross-section spectra of the nano-ellipsoid dimer with different background materials. The electric field is polarized parallel to the aligned axis.

2.6.3 Simulation of Single Nano-ellipse

The optical properties such as the extinction cross-section of a gold nano-ellipse with different configurations regarding the differences of sizes, incident wave angle and background materials are simulated using the 2D FDTD method accelerated by the high performance GPU hardware with parallel computing technique. The TM polarization is used in the 2D FDTD simulations. The structure of the nano-ellipse is showed in Figure
2.13. It has a longer radius r2 and a shorter radius r1. The nano-ellipse is illuminated by an incident plane wave propagating toward it with an angle of alpha to the r2 axis.

Figure 2.13 Structure of a single nano-ellipse illuminated by an incident plane wave

The optical properties of this particle are studied in three cases. In the first case, the nano-ellipse with a longer radius r2=20nm and a shorter radius r1=10nm is surrounded by air. The plane wave propagates toward it from different directions, which means the angle alpha changes to different values. Figure 2.14 (a), (b) and (c) depict the extinction, scattering and absorption cross-section, respectively, with angle alpha varying from 0 degree to 90 degree. It shows that the peaks of all the three cross-sections increase with angle size changing from 0 to 90 degrees. When the longer axis of the nano-ellipse aligns with electric field polarization direction (alpha=90 degrees), the peaks reach the maximum. However, the peak positions in the spectra do not change in the simulations.
Figure 2.14 (a) Extinction, (b) scattering and (c) absorption cross-section spectra of a nano-ellipse with incident wave illuminating from different directions.

In the second case, the nano-ellipse has the same size as that in the first case and the electric field of the incident wave is polarized to the direction in the longer radius axis (alpha=90 degrees). However, different surrounded materials such as air (index=1.0), water (index=1.33), silica (index=1.42), Polymethyl Methacrylate (index=1.49) and silicon (index=3.2) are used in the simulations. The extinction, scattering and absorption cross-sections are depicted in Figure 2.15 (a), (b) and (c), respectively. It shows that peaks of the cross-sections increase along with the increase of the background material refractive index. The only one exception is absorption spectrum when the particle is
surrounded by silicon with refractive index as 3.2. Its peak is no larger than those of all the other spectra with lower surrounded material refractive indices. With the increase of the background refractive index, the peak positions in the spectra are shifted to the long wavelengths (red shift).

Figure 2.15 (a) Extinction, (b) scattering and (c) absorption cross-section spectra of a nano-ellipse surrounded by different materials.

In the third case, one radius of the nano-ellipse is r1=10nm. The other radius r2 varies from 10nm to 30nm. The particle is surrounded by air. The angle alpha is 90 degrees. The extinction, scattering and absorption cross-sections are depicted in Figure 2.16 (a), (b)
and (c), respectively. It shows clearly that the peaks of the cross-sections increase with the increase of the radius size r2, but the peak positions are not sensitive.

![Graphs of extinction, scattering, and absorption cross-section spectra](image)

Figure 2.16 (a) Extinction, (b) scattering and (c) absorption cross-section spectra of a nano-ellipse with different radius r2.

### 2.6.4 Simulation of Nano-ellipse Dimer

The optical properties of a gold nano-ellipse dimer shown in Figure 2.17 are simulated using the 2D FDTD method with TM polarization. The dimer consists of two identical nano-ellipses with a longer radius r2 and a shorter radius r1. The two nano-ellipses are aligned in the same axis of the radius r2. The incident plane wave propagates
toward the dimer with an angle of alpha to the common axis. The distance between the nearest points on the two nano-ellipses is d.

Figure 2.17 Structure of a nano-ellipse dimer illuminated by an incident plane wave

The optical properties of this nano-ellipse dimer are demonstrated in four cases. In the first case, the incident angle alpha is scanned from 0 degree to 90 degrees. The dimmer is surrounded by air with r1=10nm and r2=20nm. The distance between the two nano-ellipses is d=2nm. Figure 2.18 gives the extinction, scattering and absorption cross-section spectra for different incident angles in (a), (b) and (c), respectively. It shows that the peaks of the cross-section spectra keep increasing when alpha varies from 0 to 90 degrees but the peak positions do not change accordingly. This trend is the same as that we observed in Figure 2.14 of the single nano-ellipse simulation.
Figure 2.18 (a) Extinction, (b) scattering and (c) absorption cross-section spectra of a nano-ellipse dimer illuminated by incident wave from different angles.

In the second case, the distance $d$ between the two nano-ellipse in the dimer varies from 2nm to 6nm. The dimer is surrounded by air with $r_1=10$nm and $r_2=20$nm. Figure 2.19 shows the cross-section spectra for different values of $d$ from 2nm to 6nm when the incident wave propagating along the common axis ($\alpha=0$ degree). Figure 2.20 shows the corresponding cross-section spectra when the incident wave propagating along the direction perpendicular to the common axis ($\alpha=90$ degrees). It shows the cross-section spectra are much more sensitive to the change of the distance $d$ in the situation where the electric field polarization is parallel to the common axis ($\alpha=90$ degrees).
than that in the situation where the electric field polarization is perpendicular to the common axis (alpha=0 degree). Figure 2.20 shows that the peaks of the extinction, scattering and absorption cross-section spectra all increase with the shrink of the distance d and the peak positions are red shifted accordingly.

Figure 2.19 (a) Extinction, (b) scattering and (c) absorption cross-section spectra of a nano-ellipse dimer with different values of distance between its two nano-ellipses. The angle alpha of the incident wave is 0 degree.
Figure 2.20 (a) Extinction, (b) scattering and (c) absorption cross-section spectra of a nano-ellipse dimer with different values of distance between its two nano-ellipses. The angle alpha of the incident wave is 90 degrees.

In the third case, the length of the align radius r2 of the two nano-ellipses changes from 10nm to 30nm. The other radius r1 keeps 10nm. The distance d is 2nm. The dimer is surrounded by air and the incident wave is propagating along the direction perpendicular to the common axis (alpha=90 degree). The extinction, scattering and absorption cross-section spectra are depicted in Figure 2.21 (a), (b) and (c), respectively. It shows as the radius r2 increasing, the cross-sections are dramatically enhanced and the plasmonic resonance frequency is red shifted.
Figure 2.21 (a) Extinction, (b) scattering and (c) absorption cross-section spectra of a nano-ellipse dimer with different length of radius r2. The angle alpha of the incident wave is 90 degrees.

in the fourth case, the background refractive index of the dimer is changed to 1.00, 1.33, 1.42, 1.49 and 3.20 corresponding the materials air, water, silica, Polymethyl Methacrylate and silicon, respectively. The distance d is 2nm and the length of the radius r1 and r2 is 10nm and 20nm, respectively. The incident angle alpha=90 degrees. Figure 2.22 shows that with the increase of the background index, the peak of extinction cross-section spectrum increases and the peak position moves from the visible lightwave range to the infrared range.
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Figure 2.22 (a) Extinction, (b) scattering and (c) absorption cross-section spectra of a nano-ellipse dimer surrounded by different background materials. The angle alpha of the incident wave is 90 degrees.

2.6.5 Simulation of Nano-ellipse Trimer

The structure of a gold nano-ellipse trimer is shown in Figure 2.23. The trimer consists of three identical nano-ellipses with a longer radius r2 and a shorter radius r1. The three nano-ellipses are evenly distributed in a plane and their axes along the longer radius r2 have a common point of intersection. The distances from the three nano-ellipses to the common point of intersection are all equal to d. The incident plane wave propagates toward the trimer with an angle of alpha to the axis along the radius r2 of one nano-ellipse.
The optical properties of the nano-ellipse trimer are studied using the 2D FDTD method with TM polarization.

![Diagram of a nano-ellipse trimer](image)

**Figure 2.23 Structure of a nano-ellipse trimer.**

The extinction, scattering and absorption cross-sections spectra of the trimer are studied in four cases where the incident wave angle, the value of d, the length of the radius r2 and the refractive index of the background material is changed, respectively. In the first case, the propagating angle of the incident wave is changed from 0 degree to 60 degrees. The trimer is surrounded by air with r1=10nm, r2=20nm and d=2nm. Figure 2.24 shows that the cross-section spectra of this trimer are very insensitive to the incident wave angle. It also means the cross-section spectra of the nano-ellipse trimer are not sensitivity to the polarization direction of electric field. This property is quite different from those of the single nano-ellipse and nano-ellipse dimer shown in Figure 2.14 and Figure 2.18, respectively, where the incident angle change influences the cross-section spectra obviously.
Figure 2.24 (a) Extinction, (b) scattering and (c) absorption cross-section spectra of a nano-ellipse trimer illuminated by incident wave from different angles.

In the second case, the value of d of the trimer varies from 2nm to 4nm. The trimer is surrounded by air with r1=10nm, r2=20nm. The cross-section spectra of the trimer for the incident wave angle equal to 0 degree and 60 degrees are depicted in Figure 2.25 and 2.26, respectively. There is no obvious difference between the two groups of cross-section spectra taking from two different incident angle at 0 and 60 degrees, respectively. This is consistent to the conclusion made previously in the first case. Similar to the spectra of the nano-ellipse dimer, the cross-section spectra of the nano-ellipse trimer are
enhanced with the shrink of the distance d and the peak positions are red shifted accordingly.

Figure 2.25 (a) Extinction, (b) scattering and (c) absorption cross-section spectra of a nano-ellipse trimer with different values of d. The angle of the incident wave is 0 degree.
Figure 2.26 (a) Extinction, (b) scattering and (c) absorption cross-section spectra of a nano-ellipse trimer with different values of d. The angle of the incident wave is 60 degree.

In the third case, the length of the radius r2 of each nano-ellipse in the trimer is scanned simultaneously from 10nm to 30nm. The trimer is surrounded by air with radius r1=10nm and d=2nm. The incident angle alpha equals to 0 degree. Figure 2.27 gives the cross-section spectra of extinction, scattering and absorption in (a), (b) and (c), respectively. As it is expected, with the increase of the length of radius r2, the cross-section spectra are dramatically enhanced and the peak positions are red shifted.
Figure 2.27 (a) Extinction, (b) scattering and (c) absorption cross-section spectra of a nano-ellipse trimer with different length of radius r2. The angle of the incident wave is 0 degree.

In the last case, the background refractive index of the trimer is changed to 1.00, 1.33, 1.42, 1.49 and 3.20 corresponding to the materials air, water, silica, Polymethyl Methacrylate and silicon, respectively. The lengths of r1 and r2 are equal to 10nm and 20nm, respectively. The distance d = 2nm and the incident angle alpha=0 degree. The cross-section spectra are given in Figure 2.28. The peak of the extinction cross-section spectrum increases along with the increase of the background refractive index and the
peak position is red shifted accordingly. This trend is the same as it is observed for the nano-ellipse dimer.

Figure 2.28 (a) Extinction, (b) scattering and (c) absorption cross-section spectra of a nano-ellipse trimer surrounded by different materials. The angle of the incident wave is 0 degree.

### 2.6.6 Summary of Optical Properties

The optical properties of a single gold nano-ellipsoid and a gold nano-ellipsoid dimer are simulated by the 3D FDTD method first. The RDM is employed for modeling the susceptibility of the dispersive material. It shows that the absorption effect of a gold single nano-ellipsoid is mainly affected by the length of the radius which is parallel to the
direction of the electric field polarization. The cross-section spectra of a dimer are affected dramatically by changing the distance between the two ellipsoids only when a significant portion of electric field is polarized along the common axis of the two particles. The resonance peaks of the cross-section spectra are shifted to the longer wavelength side when the background materials are changed to those with larger refractive index.

A single gold nano-ellipse, a gold nano-ellipse dimer and a gold nano-ellipse trimer are simulated with the 2D FDTD method with RDM for modeling the material susceptibility. The extinction, scattering and absorption cross-section spectra of them are studied in many cases where the incident wave angle, the value of $d$, the length of the radius $r_2$ and the refractive index of the background material is changed, respectively. It shows that resonance peaks of the single nano-ellipse and the dimer reach the maximum when the longer axis of the nano-ellipse aligns with electric field polarization direction. However the cross-section spectra of the nano-ellipse trimer are not sensitivity to the polarization direction of electric field. The cross-section spectra of a nano-ellipse dimer are much more sensitive to the change of the distance $d$ in the situation where the electric field polarization is parallel to the common axis than that in the situation where the electric field polarization is perpendicular to the common axis. When the background materials change to those who have larger refractive index, the resonance peaks of both the dimer and the trimer move to longer wavelength side.
2.7 Summary

The RDM with a parameter estimation method is proposed in this chapter for simulation of dispersive materials in a wide wavelength range. The new model is proven to be more efficient in terms of memory and computational costs in comparison with conventional phenomenological models. The RDM is implemented in the FDTD method, forming a powerful and efficient tool for simulating broadband optical phenomena of nano-particles with dispersive materials. This method is applied to analyze the optical properties of gold nanoparticles. The characteristics of the cross-section spectra affected by the geometry and background material of the nano-particles are carefully studied. This systematic study of the optical properties of different nano-particles gives a good reference for design of optical devices utilizing the cross-section spectra characteristics of nano-particles, such as optical sensors, optical filters, heat sinks, etc.
Chapter 3 FDTD Method for Nonlinear Materials

3.1 Introduction

It has been observed that the optical refractive indices of some optical materials, such as photonic glasses, silicon, etc., vary with the intensity of the confined optical power due to the nonlinear effect[70, 71]. This effect is attracting considerable attention due to many reasons. First of all, the nonlinear effect has great potential applications in optical devices such as power stabilizers, all optical switches, second-harmonic generators, etc. [72, 73] Secondly, the nonlinear effects are not negligible in the design of many optical devices whose optical density is high. For example, the optical devices manufactured with Silicon-On-Insulator (SOI) technology are now intensively studied because of their low cost potential[74]. In these devices, light is strongly confined in the Si core region because the Si (index=3.4) is surrounded by the silicon oxide (index=1.42) and air (index=1.0) forming a high-index-contrast waveguide. The high optical intensity of the strongly confined light in the waveguide enhances the nonlinear effects of the Si material[74]. It is necessary to take into consideration of the nonlinear effects in the simulation of such devices[75]. Otherwise, the performances of the designed device will be difficult to be predicted.

In poled glasses, the second-order nonlinearity is observed. This material is very useful in design of second-harmonic generators[70]. In silicon material, the nonlinear effects result from the third-order susceptibility[76]. These effects include Raman nonlinearity, Kerr
Without loss of generality, both the second-order and third-order nonlinearities are considered in the FDTD method[77, 78].

Assuming the time harmonic dependence $\exp(j\omega t)$, the Maxwell’s equations in frequency domain are expressed by

$$\nabla \times \mathbf{H} = j\omega \mathbf{D} + \sigma \mathbf{E} \quad (3.1)$$
$$\nabla \times \mathbf{E} = -j\omega \mu_0 \mathbf{H} \quad (3.2)$$

where $\mathbf{E}$ and $\mathbf{H}$ are electric and magnetic field vector, respectively, in frequency domain; $\mathbf{D}$ is the frequency domain electric displacement vector; $\mu_0$ is the permeability of the vacuum. The electric displacement vector can be expressed by a sum of several polarizations as

$$\mathbf{D} = \varepsilon_0 \varepsilon_{\infty} \mathbf{E} + \mathbf{P}^L + \mathbf{P}^{NL}_{2nd} + \mathbf{P}^{NL}_{3rd} \quad (3.3)$$

where $\varepsilon_0$ is the permittivity in vacuum; $\varepsilon_{\infty}$ is the relative permittivity; $\mathbf{P}^L$, $\mathbf{P}^{NL}_{2nd}$ and $\mathbf{P}^{NL}_{3rd}$ are the linear polarization, second-order and third-order nonlinear polarization, respectively.

The corresponding polarization current of each polarization term is given by

$$\mathbf{J} = j\omega \mathbf{P} \quad (3.4)$$

### 3.2 Linear Polarization

The linear polarization term is related to the electric field through

$$\mathbf{P}^L = \varepsilon_0 \chi^{(1)}_L \mathbf{E} \quad (3.5)$$

where the susceptibility can be expressed by suitable linear dispersion models such as Lorentz, Drude, and Debye models, etc. In this thesis, the Rational Dispersion Model
(RDM) is employed to model the linear susceptibility due to its high modeling efficiency, generally applicable parameter estimation, and easy implementation in time domain methods, etc. Thus, the linear susceptibility from the multi-pole RDM is given as

\[
\chi_{k}^{(i)}(\omega) = \sum_{k=1}^{p} \chi_{k}(\omega) = \begin{cases} 
\frac{r_k}{j\omega-p_k}; & \text{if } p_k \text{ is real} \\
\frac{r_k}{j\omega-p_k} + \frac{r_k^*}{j\omega-p_k^*}; & \text{if } p_k \text{ is complex} \\
\sum_{u=1}^{l} \frac{r_{k,u}}{(j\omega-p_k)^u}; & \text{if } p_k \text{ is a multiple root}
\end{cases}
\] (3.6)

The polarization current \(\tilde{J}_k^L\) related to each term in the summation of the linear susceptibility is given by

\[
\tilde{J}_k^L = j\omega\varepsilon_0\tilde{E} = \begin{cases} 
\frac{r_k}{j\omega-p_k}; & \text{if } p_k \text{ is real} \\
\frac{r_k}{j\omega-p_k} + \frac{r_k^*}{j\omega-p_k^*}; & \text{if } p_k \text{ is complex}
\end{cases}
\] (3.7)

As described in chapter 2, the polarization current is transformed into time domain and then discretized explicitly in both time and space as

\[
J_k^L |_{n+1/2} = k_{k}J_k^L |_{n-1/2} + \beta_k \left(\frac{E |_{n+1/2} - E |_{n-1/2}}{\Delta t}\right)
\] (3.8)

where
\[ k_n = \frac{2 + p_k \Delta t}{2 - p_k \Delta t}; \quad \beta_n = \frac{2 \varepsilon_0 e_0 \Delta t}{2 - p_k \Delta t} \]

\[ C_a = \frac{2 \varepsilon_0 e_0 - \sigma \Delta t + \text{Re} \sum_{k=1}^{p} (m \beta_k)}{2 \varepsilon_0 e_0 + \sigma \Delta t + \text{Re} \sum_{k=1}^{p} (m \beta_k)}; \quad C_b = \frac{2 \Delta t}{2 \varepsilon_0 e_0 + \sigma \Delta t + \text{Re} \sum_{k=1}^{p} (m \beta_k)} \]

\[ m = \begin{cases} 1; & \text{if } p_k \text{ is real} \\ 2; & \text{if } p_k \text{ is complex} \end{cases} \]

### 3.3 Second-order Nonlinear Polarization

The linear polarization term is related to the electric field by

\[ \tilde{\mathbf{P}}^{NL}_{2nd} = \varepsilon_0 \chi^{(2)}_{NL} \mathbf{E} \mathbf{E} \]

where \( \chi^{(2)}_{NL} \) is the susceptibility corresponding to the second-order nonlinear effect. Thus in time domain, the corresponding second-order nonlinear polarization current is given by

\[ \mathbf{J}^{NL}_{2nd} = \varepsilon_0 \chi^{(2)}_{NL} \frac{\partial}{\partial t} \mathbf{E}^2 \]

The finite difference discretization is applied, and yields

\[ \mathbf{J}^{NL}_{2nd} \bigg|_{n+1/2} = -\mathbf{J}^{NL}_{2nd} \bigg|_{n-1/2} + 2 \varepsilon_0 \chi^{(2)}_{NL} \frac{\left( \mathbf{E} \bigg|_{n+1/2} \right)^2 - \left( \mathbf{E} \bigg|_{n-1/2} \right)^2}{\Delta t} \]

Consequently, the n-th step update equation is given by

\[ \mathbf{J}^{NL}_{2nd} \bigg|_{n} = \frac{\mathbf{J}^{NL}_{2nd} \bigg|_{n+1/2} + \mathbf{J}^{NL}_{2nd} \bigg|_{n-1/2}}{2} = \varepsilon_0 \chi^{(2)}_{NL} \frac{\left( \mathbf{E} \bigg|_{n+1/2} \right)^2 - \left( \mathbf{E} \bigg|_{n-1/2} \right)^2}{\Delta t} \]
3.4 Third-order Nonlinear Polarization

The third order nonlinear polarization is given by the time convolution between
the third-order susceptibility function \( \chi_{NL}^{(3)}(t_1, t_2, t_3) \) and the electric field for the different
time scales \( t_1, t_2 \) and \( t_3 \). However, for the simple model of the electron and the core of the
atom, it is reduced by the Born-Oppenheimer approximation [79] to

\[
P_{3rd}^{NL}(t) = \epsilon_0 \chi_{NL}^{(3)} E(t) \int_{-\infty}^{t} g(t-t')E'^2(t')dt'
\]

where \( \chi_{NL}^{(3)} \) is the strength of the third-order nonlinearity, and the causal response
function \( g(t) \) is given as in [77, 80] by

\[
g(t) = \alpha \delta(t) + (1-\alpha) g_R(t)
\]

Thus, under the Born-Oppenheimer approximation, the third-order polarization can be
written as an expression with two terms,

\[
P_{3rd}^{NL}(t) = \alpha \epsilon_0 \chi_{NL}^{(3)} E^3(t) + (1-\alpha) \epsilon_0 E(t) \chi_{NL}^{(3)} g_R(t) \ast E^2(t)
\]

The first term represents the nonlinearity due to Kerr effect and second term represents
the Raman nonlinearity. The real constant \( a (0 \leq a \leq 1) \) determines the ratio of the Kerr
intensity in the total Kerr and Raman nonlinearity.

3.4.1 The Kerr Effect

The instantaneous Kerr nonlinearity, which represents the immediate response of
the electrons, is expressed by the Dirac delta function \( \delta(t) \) as

\[
P_{K}^{NL}(t) = \epsilon_0 \chi_{NL}^{(3)} E(t) \int_{-\infty}^{t} \alpha \delta(t-t')E^2(t')dt' = a \epsilon_0 \chi_{NL}^{(3)} E^3(t)
\]
If the time scale, over which the medium change is greater than the pulse width, the effects of the finite response time of the medium should be taken into account [81, 82]. Under this situation, the dispersive Kerr nonlinearity is given by

\[ P_{NL}^K = \varepsilon_0 S_K E \]  

(3.18)

with \( S_K = \chi_{NL}^{(3)}(r, t, |E|^2) \) to satisfy the equation

\[ \frac{\partial S_K}{\partial t} + \frac{1}{\tau_K} S_K = \frac{1}{\tau_K} \varepsilon_K |E|^2 \]  

(3.19)

where \( \tau_K \) is the medium response time and \( \varepsilon_K \) is the Kerr model permittivity.

In this chapter, only the instantaneous Kerr nonlinearity is implemented in the FDTD method. In time domain, the instantaneous Kerr polarization current is given by

\[ J_{NL}^K = \alpha \varepsilon_0 \chi_{NL}^{(3)} \frac{\partial}{\partial t} (E)^3 \]  

(3.20)

Applying the finite difference discretization, it yields

\[ J_{NL}^K |^{n+1/2} = -J_{NL}^K |^{n-1/2} + 2 \alpha \varepsilon_0 \chi_{NL}^{(3)} \frac{(E |^{n+1/2})^3 - (E |^{n-1/2})^3}{\Delta t} \]  

(3.21)

By taking the average of the values from the adjacent steps, the n-th step update equation is obtained as

\[ J_{NL}^K |^{n} = \frac{J_{NL}^K |^{n+1/2} + J_{NL}^K |^{n-1/2}}{2} - \alpha \varepsilon_0 \chi_{NL}^{(3)} \frac{(E |^{n+1/2})^3 - (E |^{n-1/2})^3}{\Delta t} \]  

(3.22)

### 3.4.2 The Raman Effect

The polarization caused by the Raman effect is described under the Born-Oppenheimer approximation by [77, 79]
\[ P_{\text{NL}}(t) = \left(1 - \alpha\right) e_0 E(t) \chi^{(3)}_{\text{NL}} g_R(t) \ast E^2(t) \]  

(3.23)

where the Raman nonlinear kernel function \( g_R(t) \) is given by

\[ g_R(t) = \frac{\tau_1^2 + \tau_2^2}{\tau_1 \tau_2^2} \exp \left( -\frac{t}{\tau_2} \right) \sin \left( \frac{t}{\tau_1} \right) u(t) \]  

(3.24)

Thus, the Raman effect, which is a retarded response of the nuclei of atoms, is approximated by the response function of damped oscillation having a characteristic frequency \( \frac{1}{\tau_1} \) and the damping time constant \( \tau_2 \). In frequency domain, the Raman kernel function is expressed by

\[ \tilde{g}_R = \frac{\omega_k^2}{\omega_k^2 + 2 j \omega \tilde{\delta}_R - \omega^2} \]  

(3.25)

where

\[ \omega_k^2 = \frac{\tau_1^2 + \tau_2^2}{\tau_1 \tau_2^2}; \tilde{\delta}_R = \frac{1}{\tau_2} \]  

(3.26)

To simplify the Raman nonlinearity express, a new definition is introduced as

\[ S_R = \left(1 - \alpha\right) \chi^{(3)}_{\text{NL}} g_R(t) \ast E^2 \]  

(3.27)

By converting the above equation into frequency domain, the convolution is convert in to a product given by

\[ \tilde{S}_R = \left(1 - \alpha\right) \chi^{(3)}_{\text{NL}} \tilde{g}_R \tilde{E}^2 \]  

(3.28)

By substituting equation (3.25) into the above equation, one obtains

\[ \tilde{S}_R = \frac{A \omega_k^2}{\omega_k^2 + 2 j \omega \tilde{\delta}_R - \omega^2} \tilde{E}^2 \]  

(3.29)
with $A = (1 - \alpha) \chi_{NL}^{(3)}$.

By taking the inverse Fourier transform on equation (3.29), a time domain differential equation is obtained as

$$\frac{\partial^2 S_R}{\partial t^2} + 2\delta \frac{\partial S_R}{\partial t} + \omega R^2 S_R = A\omega R^2 E^2$$

(3.30)

Applying the finite difference discretization centered at time step $n+1/2$ on the above equation, one obtains

$$S_R^{n+1/2} = -\left[1 - \Delta t \delta R\right]S_R^{n-3/2} + \left[2 - \omega R^2 \Delta t^2\right]S_R^{n-1/2} + \left[A\omega R^2 (\Delta t)^2\right] \left(E^{n-1/2}\right)^2$$

(3.31)

In time domain, the Raman polarization current is given by

$$J_R^{NL} = \varepsilon R \frac{\partial}{\partial t} S_R E$$

(3.32)

By discretizing the above equation, yields

$$J_R^{NL} = J_R^{NL} - J_R^{NL} + 2\varepsilon_0 \left(E^{n+1/2} S_R^{n+1/2} - E^{n-1/2} S_R^{n-1/2}\right)$$

(3.33)

The n-th step update equation is obtained by taking the average of the values from the adjacent steps, as

$$J_R^{NL} = J_R^{NL} + J_R^{NL} - J_R^{NL} + \varepsilon_0 \left(E^{n+1/2} S_R^{n+1/2} - E^{n-1/2} S_R^{n-1/2}\right)$$

(3.34)

3.5 Electric Field Updating Scheme

By substitute the displacement vector expression (3.3) into equation (3.1), the frequency domain magnetic field curl equation is obtained as
\[ \nabla \times \mathbf{H} = \sigma \mathbf{E} + j \omega \left( \varepsilon_0 \varepsilon_\infty \mathbf{E} + \mathbf{P}^L + \mathbf{P}^{NL} \right) \] 

(3.35)

where \( \mathbf{P}^{NL} = \mathbf{P}^{NL}_K + \mathbf{P}^{NL}_R \).

Substituting the polarizations with the corresponding polarization currents, the above equation can be rewritten as

\[ \nabla \times \mathbf{H} = \sigma \mathbf{E} + j \omega \varepsilon_0 \varepsilon_\infty \mathbf{E} + \sum_{k=1}^{P} \mathbf{J}^L_k + \mathbf{J}^{NL}_{2nd} + \mathbf{J}^{NL}_{3rd} \] 

(3.36)

where \( \mathbf{J}^{NL}_{3rd} = \mathbf{J}^{NL}_K + \mathbf{J}^{NL}_R \).

Taking the inverse Fourier transform on the above equation, the time domain curl equation is obtained as

\[ (\nabla \times \mathbf{H}) = \sigma \mathbf{E} + \varepsilon_0 \varepsilon_\infty \frac{\partial \mathbf{E}}{\partial t} + \sum_{k=1}^{P} \mathbf{J}^L_k + \mathbf{J}^{NL}_{2nd} + \mathbf{J}^{NL}_{3rd} \] 

(3.37)

Discretizing the electric and magnetic fields and substituting (3.22), (3.13), (3.22) and (3.34) into the above equation, yields the finite difference equation

\[ (\nabla \times \mathbf{H})^n = \varepsilon_0 \varepsilon_\infty \left( \frac{\mathbf{E}^{n+1/2} - \mathbf{E}^{n-1/2}}{\Delta t} + \sigma \left( \frac{\mathbf{E}^{n+1/2} + \mathbf{E}^{n-1/2}}{2} \right) \right) \]

\[ + \sum_{k=1}^{P} \frac{1}{2} \left( 1 + k_p \right) \mathbf{J}^{n-1/2}_{RDM} + \frac{\beta_p}{2 \Delta t} \left( \mathbf{E}^{n+1/2} - \mathbf{E}^{n-1/2} \right) \]

\[ + \frac{\varepsilon_0 \varepsilon_\infty \lambda_0^{(2)}}{\Delta t} \left[ \left( \mathbf{E}^{n+1/2} \right)^2 - \left( \mathbf{E}^{n-1/2} \right)^2 \right] \]

\[ + \frac{\alpha \varepsilon_0 \varepsilon_\infty \lambda_0^{(3)}}{\Delta t} \left[ \left( \mathbf{E}^{n+1/2} \right)^3 - \left( \mathbf{E}^{n-1/2} \right)^3 \right] \]

\[ + \frac{\varepsilon_0}{\Delta t} \left( \mathbf{E}^{n+1/2} \mathbf{S}^{n+1/2} - \mathbf{E}^{n-1/2} \mathbf{S}^{n-1/2} \right) \] 

(3.38)

Rearranging the above equation, one gets
\[
(\nabla \times \mathbf{H})^n = \\
+ \left( \frac{\varepsilon_0 \varepsilon_x + \frac{\sigma}{\Delta t} + \sum \frac{\beta_p}{2\Delta t} + \frac{\varepsilon_0 \chi_x^{(2)}}{\Delta t} \mathbf{E}^{n+1/2} + \frac{\alpha \varepsilon_0 \chi_0^{(3)}}{\Delta t} \left( \mathbf{E}^{n+1/2} \right)^2 + \frac{\varepsilon_0}{\Delta t} S_R^{n+1/2} \right) \mathbf{E}^{n+1/2} \\
- \left( \frac{\varepsilon_0 \varepsilon_x - \frac{\sigma}{\Delta t} - \sum \frac{\beta_p}{2\Delta t} + \frac{\varepsilon_0 \chi_x^{(2)}}{\Delta t} \mathbf{E}^{n-1/2} + \frac{\alpha \varepsilon_0 \chi_0^{(3)}}{\Delta t} \left( \mathbf{E}^{n-1/2} \right)^2 + \frac{\varepsilon_0}{\Delta t} S_R^{n-1/2} \right) \mathbf{E}^{n-1/2} \\
+ \sum \frac{1}{2} (1 + k_p) J_R^{n-1/2}
\]

By solving the above equation, \( \mathbf{E}^{n+1} \) is obtained as

\[
\mathbf{E}^{n+1/2} = C_a \mathbf{E}^{n-1/2} + C_b \left( \nabla \times \mathbf{H}^n - \text{Re} \left( \sum \frac{1}{2} (1 + k_p) J_R^{n-1/2} \right) \right)
\]

Where

\[
C_a = \frac{2 \varepsilon_0 \varepsilon_x - \sigma \Delta t + \text{Re} \left( \sum \beta_p \right) + 2 \varepsilon_0 \chi_x^{(2)} \mathbf{E}^{n-1/2} + 2 \alpha \varepsilon_0 \chi_0^{(3)} \left( \mathbf{E}^{n-1/2} \right)^2 + 2 \varepsilon_0 S_R^{n-1/2}}{2 \varepsilon_0 \varepsilon_x + \sigma \Delta t + \text{Re} \left( \sum \beta_p \right) + 2 \varepsilon_0 \chi_x^{(2)} \mathbf{E}^{n+1/2} + 2 \alpha \varepsilon_0 \chi_0^{(3)} \left( \mathbf{E}^{n+1/2} \right)^2 + 2 \varepsilon_0 S_R^{n+1/2}}
\]

\[
C_b = \frac{2 \varepsilon_0 \varepsilon_x + \sigma \Delta t + \text{Re} \left( \sum \beta_p \right) + 2 \varepsilon_0 \chi_x^{(2)} \mathbf{E}^{n+1/2} + 2 \alpha \varepsilon_0 \chi_0^{(3)} \left( \mathbf{E}^{n+1/2} \right)^2 + 2 \varepsilon_0 S_R^{n+1/2}}{2 \varepsilon_0 \varepsilon_x - \sigma \Delta t + \text{Re} \left( \sum \beta_p \right) + 2 \varepsilon_0 \chi_x^{(2)} \mathbf{E}^{n-1/2} + 2 \alpha \varepsilon_0 \chi_0^{(3)} \left( \mathbf{E}^{n-1/2} \right)^2 + 2 \varepsilon_0 S_R^{n-1/2}}
\]

Since \( \mathbf{E}^{n+1/2} \) appears on both sides of the equation, Newton iteration is employed to update \( \mathbf{E} \) field.

### 3.6 Magnetic Field Updating Scheme

The time domain electric field curl equation can be obtained by taking inverse Fourier transform on equation (3.2), as

\[
\nabla \times \mathbf{E} = -\mu_0 \frac{\partial}{\partial t} \mathbf{H}
\]

(3.42)
The finite difference equation for updating the magnetic field at \(n+1\) time step can be easily obtained by discretizing the above equation:

\[
\mathbf{H}^{n+1} = D_a \mathbf{H}^n - D_b \left( \nabla \times \mathbf{E}^{n+1/2} \right)
\]

(3.43)

with

\[
D_a = 1, D_b = \frac{\Delta t}{\mu_0}
\]

(3.44)

3.7 Summary of the FDTD Updating Scheme

In the FDTD simulation, the electric field, magnetic fields and all the related variables at all special locations are updated step by step. At each time step, the updating scheme follows the sequence of

1. Update \(\mathbf{E}\)

\[
\mathbf{E}^{n+1/2} = C_a \mathbf{E}^{n-1/2} + C_b \left( \nabla \times \mathbf{H}^n - \text{Re} \left[ \sum \frac{1}{2} \left( 1 + k_p \right) \mathbf{J}_{RDM}^{n-1/2} \right] \right)
\]

Where

\[
C_a = \frac{2\varepsilon_0 \varepsilon - \sigma \Delta t + \text{Re} \left( \sum \beta_p \right) + 2\varepsilon_0 \chi^{(2)} \mathbf{E}^{n-1/2} + 2\alpha \varepsilon_0 \chi^{(3)} \left( \mathbf{E}^{n-1/2} \right)^2 + 2\varepsilon_0 \mathbf{S}_{R}^{n-1/2}}{2\varepsilon_0 \varepsilon + \sigma \Delta t + \text{Re} \left( \sum \beta_p \right) + 2\varepsilon_0 \chi^{(2)} \mathbf{E}^{n+1/2} + 2\alpha \varepsilon_0 \chi^{(3)} \left( \mathbf{E}^{n+1/2} \right)^2 + 2\varepsilon_0 \mathbf{S}_{R}^{n+1/2}}
\]

\[
C_b = \frac{2\Delta t}{2\varepsilon_0 \varepsilon + \sigma \Delta t + \text{Re} \left( \sum \beta_p \right) + 2\varepsilon_0 \chi^{(2)} \mathbf{E}^{n+1/2} + 2\alpha \varepsilon_0 \chi^{(3)} \left( \mathbf{E}^{n+1/2} \right)^2 + 2\varepsilon_0 \mathbf{S}_{R}^{n+1/2}}
\]

Since \(\mathbf{E}^{n+1/2}\) appears on both sides of the equation, Newton iteration is employed to update \(\mathbf{E}\) field.

2. Update Linear polarization current
\[
J_{RDM}^{n+1/2} = k_p J_{RDM}^{n-1/2} + \beta_p \left( \frac{E^{n+1/2} - E^{n-1/2}}{\Delta t} \right)
\]

3. Update Raman polarization current

\[
S_R^{n+1/2} = -\left[ \frac{1 - \Delta t \delta_R}{1 + \Delta t \delta_R} \right] S_R^{n-3/2} + \left[ \frac{2 - \omega_R^2 \Delta t^2}{1 + \Delta t \delta_R^2} \right] S_R^{n-1/2} + \left[ \frac{A \omega_R^2 (\Delta t)^2}{1 + \Delta t \delta_R^2} \right] (E^{n-1/2})^2
\]

\[
J_R^{n+1/2} = -J_R^{n-1/2} + \frac{2 \epsilon_0}{\Delta t} \left( E^{n+1/2} S_R^{n+1/2} - E^{n-1/2} S_R^{n-1/2} \right)
\]

4. Update H

\[
H^{n+1} = D_a H^n - D_b (\nabla \times E^{n+1/2})
\]

3.8 Simulation of 1D-temporal Soliton

As we know than when a lightwave pulse propagating in a linear dispersive media, the pulse will be broadened due to the chromatic dispersion of the media[83]. Figure 3.1 shows the waveform of a pulse with carrier frequency \( f_c = 1.37 \times 10^{14} \text{ Hz} \) and a hyperbolic-secant function envelope with characteristic time constant \( T = 14.6 \text{ fs} \). The pulse width \( T_0 = 8T \) is about 7 cycles of the carrier in the pulse.
Figure 3.1 The time domain waveform of a pulse with hyperbolic-secant function envelop.

The pulse is launched and propagating in a linear dispersive media with RDM parameters

\[ e_\infty = 2.52, \quad p = -10^{11} - 4 \times 10^{14} i \quad \text{and} \quad r = 5.46 \times 10^{14} i. \]

Figure 3.2 depicts the FDTD simulation results of the special waveforms of this pulse after it has propagated 55\(\mu m\) (blue line) and 126\(\mu m\) (red line), respectively. It shows clearly that the pulse is broadened in the media.

Figure 3.2 FDTD results of a pulse propagating in a linear dispersive media: the blue line is the spatial waveform after it has propagated 55\(\mu m\), the red line is the spacial waveform after it has propagated 126\(\mu m\).

The same pulse is launched in a nonlinear media with the same parameters for the RDM polarization and nonlinear parameters \(\alpha = 0.7, \quad \chi_{NL}^{(3)} = 7 \times 10^{-2} m/V, \quad \tau_1 = 12.2 fs \quad \text{and} \quad \tau_2 = 32 fs\). Figure 3.3 gives the FDTD results of the soliton propagating in this nonlinear media. It shows that the soliton is not broadened when it propagates from the position of 55\(\mu m\) to 126\(\mu m\). From the frequency domain spectrum depicted in Figure 3.4, it can be
observed that the frequency spectrum is shifted to the lower side (red shift) when the soliton propagating in this nonlinear media.

Figure 3.3 FDTD results of a pulse propagating in a nonlinear dispersive media: the blue line is the spacial waveform after it has propagated 55μm, the red line is the spacial waveform after it has propagated 126μm

Figure 3.4 Frequency spectrum of the main propagating soliton at spacial position x=55μm (blue line) and x=126μm (red line).
3.9 Summary

In this chapter, the second-order nonlinearity and the third-order nonlinearity including Raman effect and Kerr effect are studied and implemented in the FDTD method. The RDM proposed in last chapter is integrated in the nonlinear FDTD scheme to handle the linear dispersion aspect. The implemented FDTD method is verified by simulating a 1D-temporal soliton. It forms a useful tool for simulating of optical devices consisting of nonlinear materials such as poled glasses with the second-order nonlinearity and silicon materials with nonlinear effects resulting from the third-order susceptibility.
Chapter 4 FDTD Method for Gain Materials

4.1 Introduction

Semiconductor optical sources and amplifiers such as semiconductor lasers, light emitting diodes (LED), silicon optical amplifiers (SOA), etc. are key components in lightwave communication system. These devices consist of a variety of different semiconductor materials such as indium phosphide (InP), gallium Indium arsenide phosphide (GaInAsP), gallium arsenide (GaAs), indium gallium arsenide (InGaAs), aluminium Gallium Arsenide (AlGaAs), etc. In this chapter, we focus on modeling the semiconductor lasers with gain materials. Several models have been proposed for modeling of different types of semiconductor lasers in different levels of complexity and accuracy. The physics-based models[84-86] are used to describe physical mechanisms of the semiconductor laser in terms of optical resonance, gain profile, refractive index derivation, carrier transport, heat dissipation, etc. However, the full physics-based models are very complicated and power consuming in numerical simulations. The behavior models such as zero[87-89] and one[90-92] dimensional rate equation models are widely adopted for modeling of Fabry-Perot (FP) and distributed feedback (DFB) lasers in system simulation due to the simplicity and efficiency. However, in the behavior modes, the optical filed is usually over simplified based on the characteristics of the cavity geometry of a specific type of laser. It cannot be employed to model lasers with arbitrary cavity geometries. In 1996, Hagness proposed a Lorentz shape gain model for the FDTD method to simulate devices with gain materials[93]. In 1998, Nagra and York adopted
Hagness’s gain model with the FDTD method and added the rate equation model for the carriers to simulate semiconductor lasers with arbitrary cavity geometries[94]. Later, this method was improved with a more accurate multi-pole Lorentz gain model[95]. In the chapter, we propose a more efficient gain model for modeling of the gain materials with the FDTD method, as well as a new method to discretize the carrier rate equation.

4.2 Optical Model for Gain Materials

In this section, the RDM with multiple poles are proposed for modeling of the gain materials in the FDTD method. The Maxwell’s curl equations are given by

\[ \nabla \times \mathbf{H} = \varepsilon \frac{\partial \mathbf{E}}{\partial t} + \mathbf{J}_t \]
\[ \nabla \times \mathbf{E} = -\mu_0 \frac{\partial \mathbf{H}}{\partial t} \]  
(4.1)

where \( \mathbf{E} \) and \( \mathbf{H} \) are electric and magnetic field vector, respectively, in time domain; \( \mathbf{J}_t \) is the current density; \( \mu_0 \) is the permeability of the vacuum. The material gain in the Maxwell’s curl equations is introduced though the concept of the frequency-dependent conductivity given by \( \mathbf{H} \)

\[ \sigma(\omega) = \frac{\tilde{\mathbf{J}}_t(\omega)}{\tilde{\mathbf{E}}(\omega)} = \left( \frac{1}{1 + l/\mathcal{I}} \right) \sum_{k=1}^{P} R_k \]  
(4.2)

where \( \tilde{\mathbf{E}} \) and \( \tilde{\mathbf{J}}_t \) are frequency domain electric field and current density vector, respectively. \( R_k \) is one of the RDM terms given by

\[ R_k = \begin{cases}  \frac{r_k}{j\omega - p_k} & \text{if } p_k \text{ is real} \\ \frac{r_k}{j\omega - p_k} + \frac{r_k^*}{j\omega - p_k^*} & \text{if } p_k \text{ is complex} \end{cases} \]  
(4.3)
The parameters $r_k$ and $p_k$ are functions of carrier density $N$, which can be estimated by fitting the gain curves under different currents. Each of the RDM terms is linked to the corresponding current density by the expression

$$\tilde{J}_k = \frac{R_k}{1+I/I_s} \tilde{E}$$

(4.4)

where $I$ is the optical intensity, which is given by $I = (1/2)\alpha E^2$, $I_s$ is the saturation optical intensity. By substituting the RDM expression into the above equation, the current density is obtained as

$$\tilde{J}_k = s\tilde{E} \begin{cases} 
\frac{r_k}{j\omega - p_k}; & \text{if } p_k \text{ is real} \\
\frac{r_k}{j\omega - p_k} + \frac{r_k^*}{j\omega - p_k^*}; & \text{if } p_k \text{ is complex}
\end{cases}$$

(4.5)

with $s = \frac{1}{1+I/I_s}$. The total current density is the summation of all the current density, given as

$$\tilde{J}_j = \sum_{k=1}^{p} \tilde{J}_k$$

(4.6)

By taking the inverse Fourier transform on the equation of current density, the time domain current density corresponding to each of the RDM terms can be obtained. If $p_k$ is real, $r_k$ is also real, then the time-domain current density is real and given by

$$\frac{\partial J_k}{\partial t} - p_k J_k = r_k s E$$

(4.7)
If $p_k$ is complex, $r_k$ is also complex. The time-domain current density has two parts $\mathbf{J}_k$ and $\mathbf{J}_k'$, corresponding to the two complex poles in equation (4.5). The two polarization currents are all complex and given by

$$\frac{\partial \mathbf{J}_k}{\partial t} - p_k \mathbf{J}_k = r_k s \mathbf{E}$$  \hspace{1cm} (4.8)$$

$$\frac{\partial \mathbf{J}'_k}{\partial t} - p_k^* \mathbf{J}'_k = r_p^* s \mathbf{E}$$  \hspace{1cm} (4.9)$$

Because $\mathbf{E}(t)$ is real, if the initial values for the two polarization current are the same, the two parts are mutual complex conjugate, i.e. $\mathbf{J}'_k = \mathbf{J}_k^*$. Only one complex equation, either equation (4.8) or (4.9), needs to be computed in the FDTD calculation. In the following derivation, equation (4.8) is employed. Therefore, when $p_k$ is complex, the real part of the time domain current density is $\text{Re} \left[ \mathcal{F}^{-1} \left( \mathbf{J}_k \right) \right] = 2 \text{Re} \left( \mathbf{J}_k \right)$. The time domain Ampere’s curl equation is given by

$$\varepsilon \frac{\partial}{\partial t} \mathbf{E} + \sum_{k=1}^{p} m \text{Re} \left( \mathbf{J}_k \right) = \nabla \times \mathbf{H}$$ \hspace{1cm} (4.10)$$

where $m = 1$ if $p_k$ is real; $m = 2$ if $p_k$ is complex. The time domain current density equation and Ampere’s curl equation are combined together and discretized in the explicit FDTD scheme, yielding

$$\mathbf{E} \mid_{n+1/2} = C_a \mathbf{E} \mid_{n-1/2} + C_b \left[ \nabla \times \mathbf{H} \mid_{n} - \text{Re} \left( \sum_{k=1}^{p} \frac{m}{2} \left( 1 + k_p \right) \mathbf{J}_k \mid_{n-1/2} \right) \right]$$  \hspace{1cm} (4.11)$$

$$\mathbf{J}_k \mid_{n+1/2} = k_s \mathbf{J}_k \mid_{n-1/2} + \beta_k \left( \frac{\mathbf{E} \mid_{n+1/2} + \mathbf{E} \mid_{n-1/2}}{2} \right)$$ \hspace{1cm} (4.12)$$
where

\[ k_i = \frac{2 + p_k \Delta t}{2 - p_k \Delta t}; \beta_k = \frac{2 r_k s \Delta t}{2 - p_k \Delta t} \]

\[ C_a = \frac{2 \varepsilon + \text{Re} \sum_{k=1}^{L} (m \beta_k)}{2 \varepsilon + \text{Re} \sum_{k=1}^{L} (m \beta_k)}; C_b = \frac{2 \Delta t}{2 \varepsilon + \text{Re} \sum_{k=1}^{L} (m \beta_k)} \]

\[ m = \begin{cases} 1; & \text{if } p_k \text{ is real} \\ 2; & \text{if } p_k \text{ is complex} \end{cases} \]

(4.13)

The carrier rate equation for a two energy level atomic system is expressed by

\[ \frac{dN}{dt} = \frac{2}{h \omega_b} E J - \frac{N}{\tau_c} N + D N^2 + W_p \]

\[ W_p = \frac{I}{qV} \]

\[ \frac{N}{\tau_c} = A N + B N^2 + C N^3 \]

where \( A, B, \) and \( C \) are the coefficients related with surface recombination, spontaneous emission, and Auger recombination, respectively.

The electric field with frequency \( \omega \) is given by

\[ E = E_0 e^{-\alpha r} e^{i(\omega \tau - \beta \tau)} \]

(4.15)

For a low gain material, the optical gain is expressed by

\[ \text{gain}(\omega) = -\alpha(\omega) \equiv -\frac{\text{Re}[\sigma(\omega)]}{2 \epsilon_0 n_{\text{eff}}} \]

(4.16)

It shows clearly that if the real part of the conductivity is negative, we get a gain material. Otherwise, we get a lossy material. The conductivity is given by
\[ \sigma(\omega) = \left( \frac{1}{1 + I/I_s} \right) \sum_{k=1}^{p} R_k \approx \sum_{k=1}^{p} R_k; (I << I_s) \] (4.17)

Thus, the real part of the conductivity can be calculated from the summation of the real parts of RDM terms by

\[ \text{Re}[\sigma(\omega)] = \sum_{k=1}^{p} \text{Re}(R_k) \] (4.18)

Similarly, the imaginary part of the conductivity is given by

\[ \text{Im}[\sigma(\omega)] = \sum_{k=1}^{p} \text{Im}(R_k) \] (4.19)

It reflects a change in the material refractive index caused by a change in carrier density.

The real part of each RDM term is given by

\[ \text{Re}(R_k) = \begin{cases} \text{Re} \left( \frac{r_k}{j\omega - p_k^*} \right); & \text{if } p_k \text{ is real} \\ \text{Re} \left( \frac{r_k^*}{j\omega - p_k} + \frac{r_k}{j\omega - p_k^*} \right); & \text{if } p_k \text{ is complex} \end{cases} \] (4.20)

or

\[ \text{Re}(R_k) = \begin{cases} -\frac{r_k p_k}{\omega^2 + p_k^2}; & \text{if } p_k \text{ is real} \\ \left[ \frac{\left( -r_k p_k^* - r_k^* p_k \right) \left( p_k p_k^* - \omega^2 \right) - \left( r_k + r_k^* \right) \left( p_k + p_k^* \right) }{\left( p_k p_k^* - \omega^2 \right)^2 + \left( \left( p_k + p_k^* \right) \omega \right)^2} \right]; & \text{if } p_k \text{ is complex} \end{cases} \] (4.21)

And the imaginary part of the RDM term is given by
The theoretical gain profiles of a bulk material for different carrier densities are plotted in Figure 4.1. A two poles RDM model is employed to fit the theoretical gain profiles. It shows that the fit results agree very well with the theoretical results in the specified energy range. If it is required to fit the gain profiles in a wide energy range, more RDM poles can be added to obtain accurate results.

Figure 4.1 Gain profiles for different carrier densities: the dots are data calculated from theoretical gain model, the solid lines are fitted results through 2 RDM poles by using the RDM model.
The mirror loss of this laser diode is given by

$$\alpha_{\text{mirror}} = \frac{1}{2L} \ln \left( \frac{1}{R_1 R_2} \right)$$  \hspace{1cm} (4.23)

where \( R_1, R_2 \) are the reflectivity of the mirrors on two sides of the longitudinal direction, and are given by

$$R = \frac{Z_2 - Z_1}{Z_2 + Z_1} = \frac{\sqrt{\varepsilon_{r1}} - \sqrt{\varepsilon_{r2}}}{\sqrt{\varepsilon_{r1}} + \sqrt{\varepsilon_{r2}}} = \frac{n_1 - n_2}{n_1 + n_2}$$  \hspace{1cm} (4.24)

where \( n_1, n_2 \) are the material indices on two sides of a mirror.

The cavity modes of a Fabry-Perot laser is expressed by

$$\lambda_m = \frac{2nL}{m}$$  \hspace{1cm} (4.25)

where \( m \) is the mode index.

The mode spacing of two adjacent modes is approximated by

$$\Delta \lambda = \frac{\lambda_p^2}{2nL}$$  \hspace{1cm} (4.26)

where \( \lambda_p \) is the wavelength at the gain peak.

The finite difference equations of the optical equations are summarized as follows.

$$E^{n+1/2} = C_a E^{n-1/2} + C_b \left[ \nabla \times H^n - \text{Re} \left( \sum_{k=1}^L \frac{m}{2} (1 + k_p) J_k^{n-1/2} \right) \right]$$

$$J_k^{n+1/2} = k \beta_J \left[ J_k^{n-1/2} + \frac{E^{n+1/2} + E^{n-1/2}}{2} \right]$$  \hspace{1cm} (4.27)

$$H^{n+1} = H^n - \frac{\Delta t}{\mu_0} \left( \nabla \times E^{n+1/2} \right)$$

where
If we do not consider the carrier diffusion process, the carrier equation is obtained as

\[
\frac{dN}{dt} = \frac{2}{h\omega_0} E J_t - \frac{N}{\tau_c} + W_p
\]  

(4.29)

It is discretized as follows for spatial one dimensional structure

\[
\frac{N_i^{n+1} - N_i^n}{\Delta t} = \frac{2}{h\omega_0} E x_i J_{i+1/2} |E_i|^{n+1/2} - \frac{N_i^{n+1} + N_i^n}{2\tau_c} + W_p
\]

\[
\left( \frac{1}{\Delta t} + \frac{1}{2\tau_c} \right) N_i^{n+1} = \left( \frac{1}{\Delta t} - \frac{1}{2\tau_c} \right) N_i^n + \frac{2}{h\omega_0} E x_i J_{i+1/2} |E_i|^{n+1/2} + W_p
\]  

(4.30)

In order to avoid the spatial hole burning, the carrier diffusion process needs to be taken in to account. The carrier rate equation is then expressed by

\[
\frac{dN}{dt} = \frac{2}{h\omega_0} E J_t - \frac{N}{\tau_c} + D\nabla^2 N + W_p
\]  

(4.31)
The first discretization scheme is present in the literature [95] as follows.

The differential equation for a one dimensional structure is obtained by discretizing the carrier rate equation as

\[
\frac{N_{l_i}^{n+1} - N_{l_i}^n}{\Delta t} = \frac{2}{\hbar \omega_0} E_x \frac{N_{l_i}^{n+1/2} + N_{l_i}^n}{2 \tau_c} + D \nabla^2 \frac{N_{l_i}^{n+1} + N_{l_i}^n}{2} + W_p \tag{4.32}
\]

It leads to a Helmholtz-type equation as

\[
\frac{N_{l_i}^{n+1} - N_{l_i}^n}{\Delta t} = \frac{2}{\hbar \omega_0} E_x \frac{N_{l_i}^{n+1/2} + N_{l_i}^n}{2 \tau_c} + D \nabla^2 \frac{N_{l_i}^{n+1} + N_{l_i}^n}{2} + W_p
\]

\[
\left( \frac{1}{\Delta t} + \frac{1}{2 \tau_c} - \frac{D}{2} \nabla^2 \right) N_{l_i}^{n+1} = \left( \frac{1}{\Delta t} - \frac{1}{2 \tau_c} + \frac{D}{2} \nabla^2 \right) N_{l_i}^n + \frac{2}{\hbar \omega_0} E_x N_{l_i}^{n+1/2} J_{l_i}^{n+1/2} + W_p
\]

\[
\left( \nabla^2 - \frac{1}{D} \left( \frac{2}{\Delta t} + \frac{1}{\tau_c} \right) \right) N_{l_i}^{n+1} = - \left( \nabla^2 + \frac{1}{D} \left( \frac{2}{\Delta t} - \frac{1}{\tau_c} \right) \right) N_{l_i}^n + \frac{2}{\hbar \omega_0} E_x N_{l_i}^{n+1/2} J_{l_i}^{n+1/2} + W_p \tag{4.33}
\]

The finite difference rate equation for one dimensional case is finally obtained

\[
\left( \frac{\partial^2}{\partial x^2} - \frac{1}{D} \left( \frac{2}{\Delta t} + \frac{1}{\tau_c} \right) \right) N_{l_i}^{n+1} = - \left( \frac{\partial^3}{\partial x^2} + \frac{1}{D} \left( \frac{2}{\Delta t} - \frac{1}{\tau_c} \right) \right) N_{l_i}^n + \frac{2}{\hbar \omega_0} E_x N_{l_i}^{n+1/2} J_{l_i}^{n+1/2} \tag{4.34}
\]

However, it is not straightforward and obvious to find its solution. It has to be solved by using the fast Helmholtz algorithm that is described in literature [24 in Photon design’s paper].

In this chapter, we propose a new way to discretize the diffusion equation as described below. For one dimensional case, the carrier rate equation is discretized as
\[
\frac{N[^{n+1}]_i - N[^{n}]_i}{\Delta t} = \frac{2}{\hbar \omega_0} E_x[^{n+1/2}]_i J[^{n+1/2}]_i - \frac{N[^{n}]_i + N[^{n}]_{i-1}}{2\tau_c} + D \frac{N[^{n}]_{i+1} - 2N[^{n}]_i + N[^{n}]_{i-1}}{\Delta x^2} + W_p
\]

\[
\left(\frac{1}{\Delta t} + \frac{1}{2\tau_c}\right) N[^{n+1}]_i = \left(\frac{1}{\Delta t} - \frac{1}{2\tau_c}\right) N[^{n}]_i + \frac{2}{\hbar \omega_0} E_x[^{n+1/2}]_i J[^{n+1/2}]_i + W_p + \frac{D}{\Delta x^2} \left(N[^{n}]_i - 2N[^{n}]_{i-1} + N[^{n}]_{i-1}\right)
\]

\[
N[^{n+1}]_i = \frac{2\tau_c - \Delta t}{2\tau_c + \Delta t} N[^{n}]_i + \frac{2\tau_c \Delta t}{2\tau_c + \Delta t} \left(\frac{2}{\hbar \omega_0} E_x[^{n+1/2}]_i J[^{n+1/2}]_i + W_p + \frac{D}{\Delta x^2} \left(N[^{n}]_{i+1} + N[^{n}]_{i-1}\right)\right)
\]

(4.35)

Thus, the solution of the carrier density at time step \(n+3/2\) is obtained as

\[
N[^{n+1}]_i = \frac{2\tau_c - \Delta t}{2\tau_c + \Delta t} N[^{n}]_i + \frac{2\tau_c \Delta t}{2\tau_c + \Delta t} \left(\frac{2}{\hbar \omega_0} E_x[^{n+1/2}]_i J[^{n+1/2}]_i + W_p + \frac{D}{\Delta x^2} \left(N[^{n}]_{i+1} + N[^{n}]_{i-1}\right)\right)
\]

(4.36)

It is noticed that the carrier density at the newest time step \(N[^{n+1}]\) appears on both side of the equation. Therefore, Newton iterations can be employed to refine the accuracy of the solution. As we know that the carrier density varies very slowly in the cavity compared with the photon density, in most cases, the solution will converge in one or two Newton iterations. This method is computational efficient.

The boundary conditions are

\[
N(t = 0, x) = 0
\]
\[
N(t, x = 0) = N_b
\]
\[
N(t, x = end) = N_b
\]

(4.37)
where $N_b$ is the carrier density at two boundaries. We use a half of the average carrier density in the cavity as the value of $N_b$. Since carrier density varies much slower than the electric field, we only need to update N at every 100 steps (or more) of updating E-field.

### 4.4 FDTD Updating Scheme for Gain Material

The FDTD scheme for simulation a device with gain material includes updating the coupled equations of the optical model and electrical model. At each time step, the sequence of updating all the variables at each position along the propagating direction is as follows.

1. Update E

   $$E_{x_{i+1/2}}^{n+1/2} = C_a E_{x_{i-1/2}}^n + C_b \left( \frac{H_y_{j+1/2}^n - H_y_{j-1/2}^n}{\Delta z} \right) - \text{Re} \left( \sum_{k=1}^{L} \frac{m}{2} (1 + k) J_{ks}^{n-1/2} \right)$$

2. Update current density

   $$J_{x_{i+1/2}}^{n+1/2} = k_J J_{x_{i-1/2}}^{n-1/2} + \frac{\beta_k}{2} \left[ E_{x_{i+1/2}}^{n+1/2} + E_{x_{i-1/2}}^{n-1/2} \right]$$

3. Update magnetic field

   $$H_{y_{j+1/2}}^{n+1} = H_{y_{j+1/2}}^n + \frac{\Delta t}{\mu_0 \Delta z} \left[ E_{x_{i+1/2}}^{n+1/2} - E_{x_{i-1/2}}^{n+1/2} \right]$$

4. Update carrier density

   $$N_{x_{i+1}}^{n+1} = \frac{2 \tau_e - \Delta t}{2 \tau_e + \Delta t} N_{x_{i}}^n + \frac{2 \tau_e \Delta t}{2 \tau_e + \Delta t} \left( \frac{2}{\hbar \omega_0} E_{x_{i+1/2}}^{n+1/2} J_{x_{i+1/2}}^{n+1/2} + W_p + \frac{D}{\Delta x^2} \left( \frac{N_{x_{i+1}}^{n+1} + N_{x_{i+1}}^n}{2} - 2 \frac{N_{x_{i+1}}^{n+1} + N_{x_{i+1}}^n}{2} + \frac{N_{x_{i+1}}^{n+1} + N_{x_{i+1}}^n}{2} \right) \right)$$
4.5 Verification

To verify the proposed FDTD method for gain materials, a one dimensional Fabry-Perot laser diode is simulated. The parameters of a Fabry-Perot laser diode is given by

\[
\begin{align*}
L &= 12.4 \mu m \\
\lambda_k &= 890nm \\
n &= 3.59(GaAs) \\
I_s &= 65.2kW/cm^2
\end{align*}
\]

The index profile along the longitudinal direction is shown in Figure 4.2

Figure 4.3 shows the random noise of the electric field in the laser cavity before lasing.

Figure 4.2 Index profile along the longitudinal direction
Figure 4.3 Spontaneous emission at the beginning: the first figure is the random noise at different position of the laser, the second figure is the random noise monitored at outside of the left mirror versus time.

The E-field variation during the lasing process is depicted in Figure 4.4.

Figure 4.4 E-field evolution in the Fabry-Perot laser

The carrier density and output power from one facet are shown in Figure 4.5.
Figure 4.5 Carrier density and output power evolution

The carrier distribution in the laser cavity after lasing is depicted in Figure 4.6.

Figure 4.6 Carrier density distribution in the laser cavity after lasing

The E-field in the laser cavity after lasing at 16 picoseconds is shown in Figure 4.7.
The spectrum of the E-field is plotted in Figure 4.8. It shows that only one mode gets enough gain and starts lasing.

If the carrier diffusion is not considered in the carrier density rate equation, the localized spatial hole burning effect appears. Figure 4.9 shows clearly that the carriers in the middle of the cavity are depleted due to the standing wave nature of the optical models. It will cause a decrease in the modal gain. Therefore the output power of the laser diode will be
affected. Figure 4.10 depicts the evolution of carrier density and output power of this laser.

![Figure 4.9](image1.png)  
Figure 4.9 Carrier density distribution in the laser cavity if the carrier diffusion is neglected

![Figure 4.10](image2.png)  
Figure 4.10 Carrier density and output power evolution if the carrier diffusion is neglected
4.6 Application

As an application of the proposed model for modeling of semiconductor lasers with arbitrary cavity geometry, it is employed to design a single mode laser based on the modification of the Fabry-Perot cavity. The cavity length of the Fabry-Perot cavity is 300 μm and the refractive index is 3.59. The gain profile and the mirror loss are given in Figure 4.11. The black vertical lines indicate the scale of mode spacing compared with the scale of the gain spectrum.

![Figure 4.11 Gain and loss profile of a laser diode](image)

Firstly, a Fabry-Perot laser with no modification on the cavity geometry is simulated. The output electric field spectrum is obtained and presented in Figure 4.12. The side-mode suppression ratio (SMSR) of this multi-mode laser is 3dB.
In order to increase the SMSR to design a single mode laser based on the Fabry-Perot cavity, two ditches are etched on the FP laser diode structure as shown in Figure 4.13. The two-ditch structure functions as a band-pass filter. The widths of the two ditches are designed to be $1\mu m$ and the spacing between them is $10\mu m$. To use this filter in the 1D laser simulation, the 3D structure is approximated to a 1D structure presented in Figure 4.14.

Figure 4.12 Optical spectrum of a Fabry-Perot laser diode

Figure 4.13 3D structure of a Fabry-Perot laser etched with two ditches
Figure 4.14 1D structure of a two-ditch band-pass filter

The power transmission and reflection spectra of the 1D band-pass filter are calculated by the FDTD method and shown in Figure 4.15.

Figure 4.15 Power transmission and reflection spectra of a two-ditch band-pass filter.

The two ditches are etched on the 300\(\mu m\) FP cavity at the location with a distance of 75\(\mu m\) to the left facet. The longitudinal refractive index profile of the designed laser diode is shown in Figure 4.16.
Figure 4.16 Longitudinal refractive index profile of a designed single mode laser structure

With the simulation of the designed laser diode, the spectrum of the output electric field is obtained and shown in Figure 4.17 with a SMSR of 19.8dB. It shows that by the modification of the FP cavity with two specified ditches, the SMSR is significantly improved compared with that of the original FP laser diode.

Figure 4.17 Optical spectrum of a designed laser diode
4.7 Summary

In this chapter, the FDTD method and the rate equation model are employed to simulate the semiconductor lasers with arbitrary cavity geometries. The RDM is proposed for modeling the gain materials with high efficiency and feasibility. A new method based on Newton iteration is proposed to discretize the carrier rate equation. It forms an efficient and accurate tool for simulation of semiconductor laser. To verify this method, a one dimensional Fabry-Perot laser diode is simulated and analyzed. As an application of this method, a single mode laser based on the FP cavity and a two-ditch filter is designed and optimized. It proves that this method is very useful and valuable for design of semiconductor lasers with varieties of cavity geometries.
Chapter 5 FDTD Method for Modal Analysis of Waveguides

5.1 Introduction

Mode calculation is a key task for simulation and analysis of optical waveguides and photonic integrated circuits. Several powerful numerical methods such as the finite difference (FD)\cite{96-100} and the finite element (FE)\cite{101, 102} methods have been developed and widely adopted for mode calculations of practical optical waveguides. In the conventional mode calculation method, the open optical waveguides are discretized over the transverse section and the boundary-value problem is reduced to a matrix eigen-value problem defined on finite computation domain facilitated by artificial numerical boundary conditions. As such, the accuracy, computational efficiency as well as memory requirements for the conventional mode solvers depend critically on size of the computation widow and number of meshes. Thanks to the powerful matrix algorithm, the solutions of the eigen-value problem associated with mode computation are normally highly efficient with an approximately linear scaling factor with total number of meshes. One of the shortcomings of the boundary-value eigen solution is that the memory requirement scales drastically with the size of the matrix and hence become a bottleneck especially for dealing with optical waveguide problem that need large number of mesh point to achieve sufficient accuracy.

An alternative approach to mode calculation is to formulate the problem as an initial-value problem. By launching an initial field at the input of the waveguide, one may track its propagation along the waveguide axis by a field propagation algorithm such as the
beam propagation method (BPM)[103-105] in frequency domain or the finite-difference

time-domain (FDTD)[106, 107] method in time-domain. Once the propagation reaches its
steady state, a signal processing method such as the Fourier transform (FT) method[103, 108] may be used to extract the modal parameters.

In this chapter, the optical mode solver is based on wave equation formulation in
time-domain. The compact 2D-FDTD method [107] combined with matrix pencil method
(MPM)[109] is adopted for calculation of the scalar, semi-vector and full-vector modes.
Uniaxial perfectly matched layer (UPML)[110-112] absorbing boundary conditions
(ABCs) are employed for the FDTD scheme in order to reduce the computation region.
By launching an initial optical field into the waveguide, the light is propagating along the
direction \( z \) through the FDTD method for a certain time \( t \). When the steady-state is
reached, a series of instantaneous response field values at the end of the propagation are
adopted by MPM algorithm for mode parameter extractions. Since the MPM algorithm is
much more efficient and accurate for the mode parameter extraction compared with the
traditional FT method, only limited propagation distance is required in FDTD simulation.
Since the FDTD method is an inherently data-parallel algorithm, we implement it in
Graphics Processing Units (GPUs) by using NVidia’s Compute Unified Device
Architecture (CUDA)[113]. With the help of the high computing power brought by
GPUs[114, 115], simulation time of the FDTD method is further reduced to less than 3%
of that used for the implementation on a standard 3.0GHz CPU.

This chapter is organized as follows. The wave equation-based compact 2D-FDTD
method and the matrix pencil method for optical waveguide modal calculation are
described in section 2 and 3 followed by its validation in section 4. The convergence test is presented in section 5. The performance of the enhanced method implemented on GPUs using CUDA is discussed in section 6. Comparisons are made among the standard FDTD, the accelerated FDTD and the conventional eigen mode solvers.

5.2 Wave Equation-based Compact 2D-FDTD Method with UPML ABCs

For waveguide structures with uniform refractive index, derivatives of the mode field with respect to longitudinal direction can be replaced with $\mp j \beta$ and consequently reduce one dimension complexity in space which can significantly save computing time and reduce memory consumption. This method is called compact 2D-FDTD method which was introduced by Xiao et al. [107] and has been widely used in microwaves. To avoid the complex-variables in Maxwell’s equation-based compact 2D-FDTD method, a wave equation-based compact 2D-FDTD method is introduced in [116].

In this section, the full-vector, semi-vector, and scalar schemes of wave equation-based compact 2D-FDTD method with UPML absorbing boundary conditions are derived in details. Compared with Benenger’s PML[117], UPML is more preferable for parallel computing due to the reason that it avoids the non-physical field splitting by composing a uniaxial anisotropic medium.

5.2.1 Fullvectorial Scheme

In frequency domain, the full vector wave equation for transverse electric field in linear, isotropic medium optical waveguide is given by [118]

$$\nabla_i^2 E_i + \left(n^2 - n_{eff}^2\right) k^2 E_i = -\nabla_i \left(\frac{1}{n^2} \nabla_i n^2 \cdot E_i\right)$$

(5.1)
The electric field with two perpendicular polarizations $E_x, E_y$ obeys the following equations

$$A_{xx}E_x + A_{xy}E_y = k^2n_{||}^2E_x$$
$$A_{yx}E_x + A_{yy}E_y = k^2n_{||}^2E_y$$

(5.2)

where

$$A_{xx}E_x = \frac{\partial}{\partial x}\left[\frac{1}{n^2} \frac{\partial}{\partial x}(n^2E_x)\right] + \frac{\partial^2 E_x}{\partial y^2} + n^2k^2E_x$$
$$A_{xy}E_x = \frac{\partial}{\partial y}\left[\frac{1}{n^2} \frac{\partial}{\partial y}(n^2E_x)\right] + \frac{\partial^2 E_x}{\partial x^2} + n^2k^2E_x$$
$$A_{yx}E_y = \frac{\partial}{\partial x}\left[\frac{1}{n^2} \frac{\partial}{\partial y}(n^2E_y)\right] - \frac{\partial^2 E_y}{\partial x \partial y}$$
$$A_{yy}E_y = \frac{\partial}{\partial y}\left[\frac{1}{n^2} \frac{\partial}{\partial x}(n^2E_y)\right] - \frac{\partial^2 E_y}{\partial y \partial x}$$

(5.3)

Based on above equations, the full vector wave equation for the transverse electric field in time domain can be obtained as

$$\frac{n^2}{c^2} \frac{\partial^2}{\partial t^2} E_x = \frac{\partial}{\partial x}\left[\frac{1}{n^2} \frac{\partial}{\partial x}(n^2E_x)\right] + \frac{\partial^2 E_x}{\partial y^2} + \frac{\partial}{\partial x}\left[\frac{1}{n^2} \frac{\partial}{\partial y}(n^2E_x)\right] - \frac{\partial^2 E_x}{\partial x \partial y} - \beta^2 E_x$$
$$\frac{n^2}{c^2} \frac{\partial^2}{\partial t^2} E_y = \frac{\partial}{\partial y}\left[\frac{1}{n^2} \frac{\partial}{\partial y}(n^2E_y)\right] + \frac{\partial^2 E_y}{\partial x^2} + \frac{\partial}{\partial y}\left[\frac{1}{n^2} \frac{\partial}{\partial x}(n^2E_y)\right] - \frac{\partial^2 E_y}{\partial y \partial x} - \beta^2 E_y$$

(5.4)

Since the waveguide is assumed to be homogeneous along the propagation direction ($z$), derivatives with respect to $z$ have been replaced with $-j\beta$ in above equations. This replacement reduces one dimension complexity in space, which can significantly save computing time and reduce memory consumption.

By using the stretched coordinates technique[119], UPML boundary conditions can be applied to full vector compact 2D-FDTD equations as follows.
\[
\frac{n^2}{c^2} \frac{\partial^2}{\partial t^2} E_z = \frac{1}{s_z} \frac{\partial}{\partial x} \left[ \frac{1}{n^2} \frac{1}{s_z} \frac{\partial}{\partial x} (n^2 E_z) \right] + \frac{1}{s_z} \frac{\partial}{\partial y} \left[ \frac{1}{s_z} \frac{\partial}{\partial y} E_z \right] - \beta^2 E_z \\
+ \frac{1}{s_z} \frac{\partial}{\partial x} \left[ \frac{1}{n^2} \frac{1}{s_z} \frac{\partial}{\partial y} (n^2 E_z) \right] - \frac{1}{s_z} \frac{\partial}{\partial y} \left[ \frac{1}{s_z} \frac{\partial}{\partial x} E_z \right]
\]

(5.5)

where \( s_z = 1 + \sigma, / j \omega \varepsilon, n^2 \), \( s_y = 1 + \sigma, / j \omega \varepsilon, n^2 \)

Auxiliary variables are further introduced and defined in Eq.(5.6)-(5.8)

\[
\begin{align*}
\text{j} \omega D_{z-x} &= \frac{1}{s_z} \frac{\partial}{\partial x} (n^2 E_z); \quad \text{j} \omega D_{z-y} = \frac{1}{s_z} \frac{\partial}{\partial y} E_z \\
\text{j} \omega D_{y-x} &= \frac{1}{s_y} \frac{\partial}{\partial x} (n^2 \text{j} \omega D_{z-x}); \quad \text{j} \omega D_{y-y} = \frac{1}{s_y} \frac{\partial}{\partial y} (\text{j} \omega D_{z-y}) \\
\text{j} \omega D_{y-x} &= \frac{1}{s_y} \frac{\partial}{\partial x} (n^2 \text{j} \omega D_{y-y}); \quad \text{j} \omega D_{y-x} = \frac{1}{s_y} \frac{\partial}{\partial y} (\text{j} \omega D_{y-x}) \\
\text{j} \omega D_{x-y} &= \frac{1}{s_z} \frac{\partial}{\partial y} (n^2 \text{j} \omega D_{y-y}); \quad \text{j} \omega D_{x-x} = \frac{1}{s_z} \frac{\partial}{\partial x} (\text{j} \omega D_{y-x}) \\
\text{j} \omega D_{x-y} &= \frac{1}{s_z} \frac{\partial}{\partial y} (n^2 \text{j} \omega D_{x-y}); \quad \text{j} \omega D_{x-x} = \frac{1}{s_z} \frac{\partial}{\partial x} (\text{j} \omega D_{x-y})
\end{align*}
\]

(5.6)-(5.8)

By substituting above auxiliary variables into Eq.(5.5), yields

\[
\begin{align*}
\frac{n^2}{c^2} \frac{\partial^2}{\partial t^2} E_z &= \text{j} \omega D_{z-x} + \text{j} \omega D_{z-y} - \beta^2 E_z + \text{j} \omega D_{y-x} - \text{j} \omega D_{y-y} \\
\frac{n^2}{c^2} \frac{\partial^2}{\partial t^2} E_x &= \text{j} \omega D_{x-y} + \text{j} \omega D_{x-x} - \beta^2 E_x + \text{j} \omega D_{x-y} - \text{j} \omega D_{x-x}
\end{align*}
\]

(5.9)

By replacing \( \text{j} \omega \) with \( \partial/\partial t \) in the resulting equations, the time domain full vector wave equations with UPML absorbing boundary can be derived as
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\[ \frac{n^2 \partial^2}{c^2 \partial t^2} E_x = \frac{\partial}{\partial t} D_{x,xx} + \frac{\partial}{\partial t} D_{x,yy} - \beta^2 E_x + \frac{\partial}{\partial t} D_{x,ys} - \frac{\partial}{\partial t} D_{y,xy} \]

\[ \frac{n^2 \partial^2}{c^2 \partial t^2} E_y = \frac{\partial}{\partial t} D_{y,yy} + \frac{\partial}{\partial t} D_{y,xx} - \beta^2 E_y + \frac{\partial}{\partial t} D_{y,xz} - \frac{\partial}{\partial t} D_{x,xy} \]

\[ \frac{\partial}{\partial t} D_{x,zz} + \frac{\sigma_y}{\varepsilon_0 n^2} D_{x,zz} = \frac{\partial}{\partial x} (n^2 E_x) + \frac{\partial}{\partial y} (\varepsilon_E n^2) D_{x,zz} = \frac{\partial}{\partial y} E_x \]

\[ \frac{\partial}{\partial t} D_{y,zz} + \frac{\sigma_x}{\varepsilon_0 n^2} D_{y,zz} = \frac{\partial}{\partial x} (n^2 E_y) + \frac{\partial}{\partial y} (\varepsilon_E n^2) D_{y,zz} = \frac{\partial}{\partial y} E_y \]

(5.10)

Above equations can be discretized on Yee lattice, wherein the loss terms are averaged in
time according to the semi-implicit scheme shown below

\[ \frac{\sigma_x}{\varepsilon_0 n^2} D_x = \frac{\sigma_x}{\varepsilon_0 n^2} D_{x,zz}^{n+1} + D_{x,zz}^n, \quad \frac{\sigma_y}{\varepsilon_0 n^2} D_y = \frac{\sigma_y}{\varepsilon_0 n^2} D_{y,zz}^{n+1} + D_{y,zz}^n \]  

(5.11)

The FDTD scheme can then be derived as (space discretization isn’t shown explicitly)

\[ E_{x,zz}^{n+1} = E_{x,zz}^n + 2E_{x,zz}^n + \frac{c^2 \Delta t}{n^2} \left( D_{x,zz}^{n+1} - D_{x,zz}^n \right) + \frac{c^2 \Delta t}{n^2} \left( D_{y,zz}^{n+1} - D_{y,zz}^n \right) - \frac{\beta^2 c^2 \Delta t^2}{n^2} E_{x,zz}^n \]

\[ E_{y,zz}^{n+1} = E_{y,zz}^n + 2E_{y,zz}^n + \frac{c^2 \Delta t}{n^2} \left( D_{y,zz}^{n+1} - D_{y,zz}^n \right) + \frac{c^2 \Delta t}{n^2} \left( D_{x,zz}^{n+1} - D_{x,zz}^n \right) - \frac{\beta^2 c^2 \Delta t^2}{n^2} E_{y,zz}^n \]

(5.12)

where
\[ D_{s,y}^{x+1} = \frac{2\varepsilon_0 \mu_0^2 - \Delta \sigma_s}{2\varepsilon_0 \mu_0^2 + \Delta \sigma_s} D_{s,x+1}^y + \frac{2\varepsilon_0 \mu_0^2 - \Delta \sigma_s}{2\varepsilon_0 \mu_0^2 + \Delta \sigma_s} \left( \frac{\partial}{\partial x} n^2 E_x \right) \]

\[ D_{s,y}^{x-1} = \frac{2\varepsilon_0 \mu_0^2 - \Delta \sigma_{s,y}}{2\varepsilon_0 \mu_0^2 + \Delta \sigma_{s,y}} D_{s,y-1}^x + \frac{2\varepsilon_0 \mu_0^2 - \Delta \sigma_{s,y}}{2\varepsilon_0 \mu_0^2 + \Delta \sigma_{s,y}} \left( \frac{\partial}{\partial y} E_x \right) \]

\[ D_{s,y}^{x+1} = \frac{2\varepsilon_0 \mu_0^2 - \Delta \sigma_s}{2\varepsilon_0 \mu_0^2 + \Delta \sigma_s} D_{s,y+1}^x + \frac{2\varepsilon_0 \mu_0^2 - \Delta \sigma_s}{2\varepsilon_0 \mu_0^2 + \Delta \sigma_s} \left( \frac{\partial}{\partial y} E_y \right) \]

\[ D_{s,y}^{x-1} = \frac{2\varepsilon_0 \mu_0^2 - \Delta \sigma_{s,y}}{2\varepsilon_0 \mu_0^2 + \Delta \sigma_{s,y}} D_{s,y-1}^x + \frac{2\varepsilon_0 \mu_0^2 - \Delta \sigma_{s,y}}{2\varepsilon_0 \mu_0^2 + \Delta \sigma_{s,y}} \left( \frac{\partial}{\partial y} E_y \right) \]

\[ D_{s,y}^{x+1} = \frac{2\varepsilon_0 \mu_0^2 - \Delta \sigma_s}{2\varepsilon_0 \mu_0^2 + \Delta \sigma_s} D_{s,y+1}^x + \frac{2\varepsilon_0 \mu_0^2 - \Delta \sigma_s}{2\varepsilon_0 \mu_0^2 + \Delta \sigma_s} \left( \frac{\partial}{\partial y} n^2 E_y \right) \]

\[ D_{s,y}^{x-1} = \frac{2\varepsilon_0 \mu_0^2 - \Delta \sigma_{s,y}}{2\varepsilon_0 \mu_0^2 + \Delta \sigma_{s,y}} D_{s,y-1}^x + \frac{2\varepsilon_0 \mu_0^2 - \Delta \sigma_{s,y}}{2\varepsilon_0 \mu_0^2 + \Delta \sigma_{s,y}} \left( \frac{\partial}{\partial y} n^2 E_y \right) \]

\[ w \text{ith } \sigma = 0 \text{ in the non-PML region.} \]

5.2.2 Semivectorial Scheme

The semivectorial scheme is a special case of full vectorial scheme when \( A_y \) and \( A_z \) in Eq.(5.3) are both equal to zero. Thus the semivectorial compact 2D FDTD with UPML absorbing boundary conditions for optical waveguide can be derived from the full vectorial scheme described in Eq.(5.12)-(5.13) by eliminating cross terms of the two perpendicular polarization electric fields, which yields
\[ E_{x}^{n+1} = -E_{x}^{n} + 2E_{x}^{n} + \frac{c^2 \Delta t}{n^2} \left( D_{x,x}^{n} - D_{x,x}^{n-1} \right) + \frac{c^2 \Delta t}{n^2} \left( D_{x,y}^{n} - D_{x,y}^{n-1} \right) - \frac{\beta^2 c^2 \Delta t^2}{n^2} E_{x}^{n} \] 
\[ E_{y}^{n+1} = -E_{y}^{n} + 2E_{y}^{n} + \frac{c^2 \Delta t}{n^2} \left( D_{y,x}^{n} - D_{y,x}^{n-1} \right) + \frac{c^2 \Delta t}{n^2} \left( D_{y,y}^{n} - D_{y,y}^{n-1} \right) - \frac{\beta^2 c^2 \Delta t^2}{n^2} E_{y}^{n} \] 

(5.14)

where

\[ D_{x,x}^{n+1} = \frac{2\varepsilon_0 n^2 - \Delta \sigma_x}{2\varepsilon_0 n^2 + \Delta \sigma_x} D_{x,x}^{n} + \frac{2\varepsilon_0 n^2 \Delta t}{2\varepsilon_0 n^2 + \Delta \sigma_x} \left( \frac{\partial}{\partial x} n^2 E_{x} \right) \]
\[ D_{x,y}^{n+1} = \frac{2\varepsilon_0 n^2 - \Delta \sigma_y}{2\varepsilon_0 n^2 + \Delta \sigma_y} D_{x,y}^{n} + \frac{2\varepsilon_0 n^2 \Delta t}{2\varepsilon_0 n^2 + \Delta \sigma_y} \left( \frac{\partial}{\partial y} E_{x} \right) \]
\[ D_{y,x}^{n+1} = \frac{2\varepsilon_0 n^2 - \Delta \sigma_x}{2\varepsilon_0 n^2 + \Delta \sigma_x} D_{y,x}^{n} + \frac{2\varepsilon_0 n^2 \Delta t}{2\varepsilon_0 n^2 + \Delta \sigma_x} \left( \frac{\partial}{\partial y} n^2 E_{y} \right) \]
\[ D_{y,y}^{n+1} = \frac{2\varepsilon_0 n^2 - \Delta \sigma_y}{2\varepsilon_0 n^2 + \Delta \sigma_y} D_{y,y}^{n} + \frac{2\varepsilon_0 n^2 \Delta t}{2\varepsilon_0 n^2 + \Delta \sigma_y} \left( \frac{\partial}{\partial y} n^2 E_{y} \right) \]

(5.15)

and where \( \sigma = 0 \) in the non-PML region.

### 5.2.3 Scalar Scheme

Similarly, when the electrical field is assumed to be continuous in both \( x \) and \( y \) direction, the scalar compact 2D FDTD with UPML absorbing boundary conditions for optical waveguide can also be derived from the semivectorial scheme described in Eq.(5.14) by keeping only one of the two perpendicular polarization electric fields which yields

\[ \Psi^{n+1} = -4\Psi^{n} + 2\Psi^{n} + \frac{\varepsilon \Delta t}{n^2} \left( D_{x,x}^{n} - D_{x,x}^{n-1} \right) + \frac{\varepsilon \Delta t}{n^2} \left( D_{y,y}^{n} - D_{y,y}^{n-1} \right) - \frac{\beta^2 \varepsilon \Delta t^2}{n^2} \Psi^{n} \] 

(5.16)

where

\[ \Psi^{n+1} = -4\Psi^{n} + 2\Psi^{n} + \frac{\varepsilon \Delta t}{n^2} \left( D_{x,x}^{n} - D_{x,x}^{n-1} \right) + \frac{\varepsilon \Delta t}{n^2} \left( D_{y,y}^{n} - D_{y,y}^{n-1} \right) - \frac{\beta^2 \varepsilon \Delta t^2}{n^2} \Psi^{n} \]
\[
D_n^{+1} = \frac{2\varepsilon_0 n^2 - \Delta \sigma_x}{2\varepsilon_0 n^2 + \Delta \sigma_x} D_n^{+1} + \frac{2\varepsilon_0 n^2 \Delta t}{2\varepsilon_0 n^2 + \Delta \sigma_x} \left( \frac{\partial}{\partial x} E_n \right)
\]
\[
D_n^{-1} = \frac{2\varepsilon_0 n^2 - \Delta \sigma_y}{2\varepsilon_0 n^2 + \Delta \sigma_y} D_n^{-1} + \frac{2\varepsilon_0 n^2 \Delta t}{2\varepsilon_0 n^2 + \Delta \sigma_y} \left( \frac{\partial}{\partial y} E_n \right)
\]
\[
D_n^{+\pm} = \frac{2\varepsilon_0 n^2 - \Delta \sigma_x}{2\varepsilon_0 n^2 + \Delta \sigma_x} D_n^{+\pm} + \frac{2\varepsilon_0 n^2 \Delta t}{2\varepsilon_0 n^2 + \Delta \sigma_x} \left[ \frac{\partial}{\partial x} D_n^{+\pm} - \frac{\partial}{\partial x} D_n^{-\pm} \right]
\]
\[
D_n^{-\pm} = \frac{2\varepsilon_0 n^2 - \Delta \sigma_y}{2\varepsilon_0 n^2 + \Delta \sigma_y} D_n^{-\pm} + \frac{2\varepsilon_0 n^2 \Delta t}{2\varepsilon_0 n^2 + \Delta \sigma_y} \left[ \frac{\partial}{\partial y} D_n^{-\pm} - \frac{\partial}{\partial y} D_n^{+\pm} \right]
\]

and where \( \sigma = 0 \) in the non-PML region.

### 5.3 Extraction of Mode Parameters by Matrix Pencil Method

When the wave equations are solved in frequency domain, the operation frequency is treated as an input parameter whereas the propagation constant \( \beta \) is an output in the mode calculation. In our algorithm, the wave equations are solved in time domain and hence \( \beta \) is selected as an input parameter so as to the mode frequencies \( \omega_m \), the mode losses \( \xi_m \), and the optical fields \( \Phi_m \) for different modes are extracted in the post processing after the FDTD simulation. Since the optical waveguide has a uniform index along the propagation direction, an arbitrary transverse field \( \Psi_m(x, y, t) \) in the waveguide can be represented by the summation of the eigenmodes \( \Phi_m(x, y) \)

\[
\Psi_m(x, y, t) = \sum_{n=0}^{\infty} A_n \exp(j\omega_m t) \exp(-\xi_m t) \Phi_m(x, y)
\]

In order to extract the mode parameter \( \omega_m \) for different modes, the Fourier transform can be employed to obtain the frequency spectrum from the steady-state time domain optical field captured in a window with proper width. The mode parameters \( \omega_m \) are the positions of resonant peaks in the frequency spectrum. Since the accuracy of the mode frequency...
 depends on the resolution of the frequency spectrum, a large time window in FDTD simulation is required to achieve a high accuracy, which is extremely computation intensive. It is also very difficult to obtain the mode loss $\xi_m$ accurately by fitting Lorentz shapes centered at mode frequencies in the frequency spectrum. The matrix pencil method (MPM) is proposed to overcome the drawback of the Fourier transform method so that the mode frequency $\omega_m$ and mode losses $\xi_m$ can be extracted accurately with reasonable computation resources.

In the MPM, the time-dependent signal is represented by a summation of a series of complex exponentials[109] as follow.

$$ S(t) = \sum_{m=0}^{W} R_m \exp(s_m t) $$

(5.19)

$R_m$ is a real number and $s_m$ is a complex number. By mapping Eq. (5.18) to Eq.(5.19), the mode frequency $\omega_m$ and mode loss factor $\xi_m$ can both be obtained by

$$ \omega_m = \text{Im}(s_m) $$

$$ \xi_m = -\text{Re}(s_m) $$

(5.20)

The loss factor can be easily converted to attenuation coefficient $\alpha_m$ by the relation $\alpha_m = \xi_m/(d\omega_m/d\beta_m)$. It will be illustrated in the following sections that only limited number of field samples in time domain is required by MPM to obtain mode parameters accurately, which is more efficient compared with Fourier transform method.
5.4 Assessment and Validation

In order to validate the mode solver presented in this chapter, we calculated the real guided mode of a rectangular channel waveguide and the complex leaky mode of a ridge waveguide.

5.4.1 Guided Mode Analysis

The square channel waveguide structure is shown in Figure 5.1. The width ($w_i$) of the square core region is chosen as $2\mu m$ and the indices of the core region and the cladding region are 1.52 and 1.46, respectively. The number of PML layers is chosen to be 20 in our simulation.

Figure 5.1 Schematic diagram of the square channel waveguide structure, $n_i = 1.52$, $n_c = 1.46$, $w_i = 2\mu m$, PML Layers = 20.
Figure 5.2 Fundamental mode profile of the square channel waveguide.

An initial optical field with the pre-set propagation constant $\beta$ and the Gaussian distribution is launched at the position $(x_0, y_0)$ inside the core region in FDTD simulation. The source is a Gaussian modulated sinusoidal waveform in time domain. The waveform in the frequency domain also follows a Gaussian distribution with a central frequency of $\omega_0$, formulated by

$$E_{\text{src}}(x, y, t) = A \exp\left(-\frac{(x-x_0)^2 + (y-y_0)^2}{R_w^2}\right) \exp\left(-\frac{(t-t_0)^2}{T_w^2}\right) \sin(\omega_0 t)$$ (5.21)

When the steady-state is reached after the optical field propagates in the waveguide for a certain period of time, proper numbers of temporal samples of the optical field are taken at one position inside the core region in MPM analysis from which the resonant frequency for each mode can be extracted. The accuracy of extracted values by the full-vectorial solver is validated through comparisons with benchmark results obtained by Goell’s model[120] in Figure 5.3. Note that for the given FDTD time steps and the MPM
sampling numbers, the relatively larger error is observed near the cut-off. This is due to the reason that the effective width of each mode is increasing with the decrease of the normalized frequency $V$ (horizontal label in Figure 5.3). By using a larger computation window (in space), this error can be reduced.

Figure 5.3 Guided modal analysis by Goell’s model and solver in this chapter.

Once the mode frequency $\omega_m$ is extracted, the field distribution of each mode ($\Phi_m$) can be readily obtained from the instantaneous field ($\Psi_r$) by the formula

$$\Phi_m(x, y) = \Delta x \sum_{n=0}^{N-1} \Psi_r(x, y, r) \exp(j \omega_m n \Delta r) \exp(-\xi_m n \Delta r) \quad (5.22)$$

Figure 5.2 shows the calculated field pattern of the fundamental mode for the square channel waveguide depicted in Figure 5.1.

5.4.2 Leaky Mode Analysis

In this section, the proposed method is applied to a deep-etched GaAs-AlGaAs optical waveguide structure[121] shown in Figure 5.4. The indices are 3.4519, 3.4434, 3.3955, 3.3675 for 5%, 6.5%, 15% and 20% AlGaAs material, respectively, and 3.4804
for GaAs cap and substrate. Note that the refractive index of the 5% AlGaAs core region is higher than those of the upper and lower cladding layers. The fundamental mode can be well confined in the rib. However high order modes are much lossier and can strongly leak through the lower 15% AlGaAs cladding layer and radiate into the substrate[121].

Figure 5.4 Schematic diagram of a deep-etched GaAs-alGaAs optical waveguide structure.

Figure 5.5 TE20 mode profile of the ridge waveguide.
The TE20 mode frequency $\omega_m$ and attenuation coefficient $\alpha_m$ obtained by the proposed method with full-vectorial scheme are compared with those obtained from FD mode solver [99] in Table 5.1. It also shows that results are well agreed with each other. The accuracy of the extracted results can be controlled by several factors such as the FDTD time steps and the number of sampling points for the MPM. For critical applications, the accuracy can be further enhanced with the cost of extra computation efforts. The TE20 mode profile of the ridge waveguide under investigation is calculated and shown in Figure 5.5. It is observed that the field is radiative towards the substrate.

Table 5.1 Leaky modal analysis by FD mode solver and solver in this chapter

<table>
<thead>
<tr>
<th>Parameters</th>
<th>FD Mode Solver</th>
<th>FDTD+MPM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength</td>
<td>1.06400um</td>
<td>1.06358um</td>
</tr>
<tr>
<td>Propagation Constant</td>
<td>20.30006/um</td>
<td>20.30006/um</td>
</tr>
<tr>
<td>Effective Index</td>
<td>3.43763</td>
<td>3.43636</td>
</tr>
<tr>
<td>Attenuation</td>
<td>0.00057 dB/um</td>
<td>0.00061 dB/um</td>
</tr>
</tbody>
</table>

5.5 Error Analysis and Convergence Test

The accuracy of the extracted parameters for the optical waveguide modal analysis depends on several factors, namely, the accuracy of the propagating field simulated by the FDTD and that of the MPM post processing. The former is related to the transverse mesh size whereas the latter is related to the FDTD running time (i.e., related to the sampling window in time) and MPM sample numbers. Assume that the FDTD mesh size is chosen in accordance with the numerical dispersion condition which is $\delta \leq \lambda/12$. We may focus exclusively on the impact of the accuracy associated with the post data processor. Under this assumption, the convergence of the mode solver as
functions of the FDTD running time and the MPM sample size is simulated and analyzed for the square channel waveguide structure described previously in section 5.4.

5.5.1 Convergence with FDTD Time Steps

The extracted wavelength of the fundamental mode is calculated with 480x480 mesh points and 7.810043 rad/um propagation constant. The percentage error is defined with respect to the benchmark results obtained from the FD mode solver and shown in Figure 5.6 as a function of FDTD time steps for a fixed number (1000) of MPM samples. It is observed that the error of the extracted parameter converges rapidly toward zero with the increase of FDTD time steps.

![FDTD + MPM - Error Convergence](image)

Figure 5.6 Percentage error of extracted wavelength of fundamental mode versus different FDTD time steps.

5.5.2 Convergence with MPM Sample Number

To study the convergence of this method with MPM sample numbers, the FDTD time steps is chosen to be 8000. The mode calculation is then carried out for the square channel waveguide with different numbers of MPM samples. The percentage error of
extracted wavelength of the fundamental mode is shown in Figure 5.7. It is noted that the extracted parameter converges well with the increase of MPM sample numbers.

Figure 5.7 Percentage error of extracted wavelength of fundamental mode versus MPM sample numbers.

**5.6 Performance of the Mode Solver on GPUs**

In the mode solver based on FDTD, the most computational intensive work is for the FDTD simulation. Since the index of the waveguide is uniform along the propagation direction \( z \), the compact FDTD method is employed so that significant computation time can be saved. However, in the modal analysis of an optical waveguide with relatively large dimensions, a large number of meshes are required to ensure adequate accuracy. This leads to drastic increase in computation time and render this approach not applicable as a practical tool for mode calculation on CPUs of today’s desktop computers. In order to improve the computation efficiency, this method is implemented on NVidia GTX 295 GPUs with parallel calculation algorithms. Comparisons of the memory and
time consumptions are made in implementing this method on GPUs, CPU as well as the FD mode solver.

5.6.1 Memory Consumption

When the FDTD mode solver is implemented on CPU and GPU, the memory requirements are virtually the same. The memory consumptions for the scalar mode calculation by the standard and the accelerated FDTD and the conventional FD mode solvers are estimated and shown in Figure 5.8. It is clearly shown that the memory consumption for the FDTD methods scale much slowly than that of the FD eigen solver. A saving of 94.6% memory can be realized for a problem of total mesh points of 480x480. In addition, we also examined the memory requirements of the scalar, semi-vector and full-vector mode calculations by the accelerated FDTD solvers showing in Figure 5.9. It is noted that there are moderate increases of memory consumption for the full and semi-vector modes (e.g., 20% and 35% increase, respectively) in comparison with the scalar mode. We conclude that the FDTD method is far more scalable than the FD scheme in terms of memory requirement and hence is capable of solving waveguide problems with large number of mesh points.
Figure 5.8 Memory consumptions of the scalar mode calculation by the accelerated FDTD and the conventional FD mode solvers.

Figure 5.9 Memory consumptions of the scalar, semi-vector and full-vector mode calculations by the accelerated FDTD solvers.

5.6.2 Time Consumption

The computational efficiency is measured by the computation time required to achieve a desirable accuracy. In Figure 5.10, the computation time for scalar mode by the
standard FDTD, accelerated FDTD and conventional FD solvers are plotted. Significant improvement in computation efficiency (e.g., reduction of computation time as much as 97% is realized for the scalar mode for a problem of total mesh points of 640x640) is achieved by the accelerated FDTD mode solver in comparison with the standard FDTD mode solver running on CPU of a standard desktop computer. It also shows that the computational efficiency of the accelerated FDTD method is in the same order of magnitude of the standard FD eigen mode solver. In Figure 5.11, the computation time for the scalar, semi-vector and full-vector modes by the accelerated FDTD mode solvers are plotted. It is noted that there are moderate increases of time consumption for the full and semi-vector modes in comparison with the scalar mode.

Figure 5.10 Time consumption of the scalar mode calculation by the standard FDTD, accelerated FDTD and the conventional FD mode solvers.
Figure 5.11 Time consumption of the scalar, semi-vector and full-vector mode calculations by accelerated FDTD mode solvers on GPUs.

5.7 Summary

It is proposed and demonstrated that the numerical mode solver based on the compact FDTD method in combination of the matrix pencil method (MPM) can be accelerated significantly by commercially available, low-cost and easy-to-implement high-performance computing techniques such as the CUDA algorithm on GPUs. In the meanwhile, the relative low memory requirements and simple numerical scheme inherent in the time explicit FDTD method is preserved. This idea is implemented and validated for calculations of scalar, semi-vector and full-vector modes and hence has general applicability to a wide range of optical waveguide problems. The advantages of this new approach become even more pronounced when the total number of meshes is large, in which the standard FDTD method is prohibitively time-consuming and the conventional FD solver is severely limited by its memory consumption.
Chapter 6 Circuit Model with Complex Mode Expansion Method

6.1 Introduction

In the design of optical devices and circuits, it is important to do the simulation by the aid of modern computation techniques before the fabrication to dramatically reduce the total cost. Several numerical methods, such as the Finite-Difference Time-Domain (FDTD) method[11-13], the Finite-Difference Frequency-Domain (FDFD) method[14-16], the Beam Propagating Method (BPM) [3-5], the Mode Matching Method (MMM) [6, 7], and the Couple Mode Theory (CMT) [8-10], have been widely adopted in academic research fields and commercial software packages. The FDTD method and FDFD method are rigorous numerical methods for simulating of electromagnetic field in time-domain and frequency-domain, respectively. They are powerful and accurate. However, they are both extremely memory and time consuming when applied to simulate large scale structures. A single modern personal computer can hardly afford such a task which requires many memory and computing resources. Although the FDTD method can be implemented to execute on multiple computers in parallel, there is too much burden on computing resources used for exchanging data between the corresponding computers involved in the computation. The BPM based on a reduced form of Maxwell’s equations requires less computing resources. However, it is only suitable for paraxial propagation problems because of its slowly varying envelope approximation. The MMM is based on the mode expansion of the transverse fields and matching of boundary condition at refractive index discontinuities. It is quite computationally efficient. However, it cannot
be applied to devices with discontinuities out of perpendicular. The CMT’s basic assumption that the weak perturbation does not affect the mode profiles in the waveguide limits its application only for weakly guided structures.

In analysis of the conventional microwave devices and circuits, a circuit theory based on scattering matrix formulation defined by the guided modes of waveguides connecting each part of the target structure[23, 24]. This theory can be borrowed for analyze the optical devices and circuits which can be partitioned into separated parts connected with relatively long waveguides in which only guided modes are considered. All the radiation effects in the connecting waveguides are neglected. For the compact optical devices and high density integrated optical circuits, the neglected radiation effects may cause significant deviation.

In this chapter, a circuit model based on the complex mode expansion of the interconnecting structures is proposed for analysis of optical devices and integrated optical circuits with compact geometries. The interconnecting structures are not limited to waveguides with guided modes. Any structure with uniform refractive index along the interconnecting direction could be defined as an interconnecting structure, such as waveguides with guided and/or leaky modes, and even free space. The lengths of the interconnecting structures can be extremely short, even zero. In this method both the guided and radiation waves are considered. It is rigorous and versatile. It can easily be implemented to run in a parallel computing environment with negligible burden on computing resources.
This chapter is organized as follows. The partition methodology is demonstrated by way of example in section 1. The complex mode expansion method is described in section 2. The complex scattering matrix is introduced and the parameter extraction method for the complex scattering matrix is described in section 3. The cascade of the scattering matrix in each block is demonstrated in section 4. The proposed method is verified in section 5 and an application is given in section 6.

### 6.2 Partition Methodology and Building Blocks

In the complex mode expansion circuit theory, a large-scale structure is partitioned into a collection of interconnected building blocks with rectangular domains. The interface of two adjacent building blocks is defined as a port. The field at a port is expanded by the complex modes of a waveguide with the refractive index profile at this port. The building blocks are divided into two types according to the simulation method employed to solve the individual building block: the functional optical element and the optical connector. The functional optical element contains a complex optical structure need to be solved by a rigorous numerical method such as the FDTD method. The optical connector is an interconnecting structure with two ports connecting two adjacent functional optical elements. It is a structure with uniform refractive index along the interconnecting direction. It could be a waveguide with guided and/or leaky modes, or even free space. The optical connector is solved by the analytical manipulation of the complex modes used to expand the fields at the two ports.
Usually the ways to partition a large scale structure into building blocks are not unique. However, several rules should be held in the partitioning process as many as possible to minimize the total computational costs and maximize the final result accuracy. The first rule is maximizing the size of the optical connectors and minimizing the size of the optical functional elements. The computational cost for solving an optical connector is negligible compared with that for solving an optical functional element. Thus, the purpose of this rule is to minimize the total computational costs. The second rule is maximizing the number of optical functional elements with the same or symmetric geometries. N blocks with the same or symmetric geometries can be solved at once instead of N times. Therefore, the computational costs can be extremely reduced. The third rule is that the interface or port of the building blocks should better be located at a place with stronger guided structure. When this rule is applied, less complex modes need to be involved in the computation or high accuracy could be achieved. The priority of the three rules is varying in partition different structures. The overall target is to minimize the total computational costs and maximize the final result accuracy.

An example is given to demonstrate how to partition a structure in an optimized way. The structure of an optical band-pass filter is depicted in Figure 6.1 (a). The band-pass filter consists of two identical air slots on a waveguide. The width of the waveguide is 2μm. The core and cladding refractive index of the waveguide are n1=3.260 and n0=3.218, respectively. The thickness of the two slots is b. The distance between the two slots is a. The structure is partitioned into three blocks as shown in Figure 6.1(a). Block #1 and #3 are functional optical elements and block #2 is an optical connector. According to the first
rule, the size of the block #1 and #3 should be minimized and that of the block #2 should be maximized. According to the second rule, block #1 and #3 should be partitioned to be identical. According to the third rule, the interfaces of block #1 and #3 should not be located in the two slots because a lot of complex modes are required to expand the field in the slot accurately. Another way to partition the same structure is depicted in Figure 6.1(b). In this partition, block #1 and block #4 is identical. Block #2 and block #5 is identical. Block #1 and block #4 mirror block #2 and block #5, respectively. Therefore, blocks #1, 2, 4, 5 only need to be solved at once. Both the first and this partition scheme require one numerical simulation to solve the functional optical elements and one analytical operation to solve an optical connector. Compared with the first partition scheme, the size of the functional optical elements in the second partition scheme is smaller. But one interface of each functional optical element is located in the air slots. Therefore, there is a tradeoff between the first rule and third rule. It is hard to say which partition scheme is better before doing overall analysis.

(a)
6.3 Complex Mode Expansion Method

The conventional waveguide mode theory has been successfully employed to analyze well guided waveguide problems. However, it can hardly be applied in reality for solving a waveguide problem with non-negligible radiations. Because the radiation mode in the conventional waveguide mode theory is continuous, integration operations, which are computational power consuming, are required to handle the continuous modes. Recently, a complex mode theory for waveguide is developed. In this theory, the waveguide is boxed by the perfectly matched layer (PML) and terminated by the perfect reflection boundary condition (PRB) at the outermost layer. Due to the PRB, the radiation modes are discretized to complex modes whose propagation constants have both real and imaginary parts. If the original waveguide has guided modes, the guided modes could be almost unaffected if the box size and the PML parameters are properly chosen.
The complex modes can be obtained by a mode solver by using FDTD method, finite difference method, smooth transition method, etc. Once the complex modes are obtained, the electromagnetic fields can be expanded by the complex modes as follows.

\[
\begin{align*}
E &= \sum_{m=1}^{M} (a_m + b_m) e_m \\
H &= \sum_{m=1}^{M} (a_m - b_m) h_m
\end{align*}
\] (6.1)

where \( E \) and \( H \) are the transverse electric and magnetic fields, \( e_m \) and \( h_m \) are the \( m \)-th modal fields obtained by the complex mode solver, \( a_m \) and \( b_m \) are the amplitude of the \( m \)-th mode propagating to two opposite directions, respectively. The modal fields of the complex modes are normalized in terms of power by the expression

\[
\frac{1}{4} \iint \Re(e_m \times h_m^* + e_m^* \times h_m) \hat{z} da = 1
\] (6.2)

where \( \hat{z} \) is the unit vector of the mode propagation direction. In the complex mode theory, the mode orthogonality is valid, which means

\[
\begin{cases}
\iint (e_n \times h_m + e_m \times h_n) \hat{z} da = 1, m = n \\
2 \iint (e_n \times h_n) \hat{z} da = 0, m \neq n
\end{cases}
\] (6.3)

In contrast with the conventional mode theory, the mode power orthogonality is not valid anymore, which means,

\[
\begin{cases}
\iint (e_n \times h_m^* + e_m^* \times h_n) \hat{z} da = 1, m = n \\
2 \iint (e_n \times h_n^*) \hat{z} da \neq 0, m \neq n
\end{cases}
\] (6.4)

As an example of the complex mode theory, a 0.8um waveguide is solved by a complex mode solver. The waveguide is boxed by the PBR and PML in the center of a 8.8 um
region. The thickness of the PML is 3\,\text{um}. The refractive index of the waveguide and the first 50 complex modes (ordered by the imaginary part of the effective index) are depicted in Figure 6.2 (a). The real and imaginary parts of the complex effective index of the first 50 complex modes are given in Figure 6.2 (b).

![Figure 6.2](image)

Figure 6.2 (a) The refractive index and 50 complex mode profiles of a 0.8\,\text{um} waveguide solved by a complex mode solver (b) The real and imaginary parts of the complex effective index of the first 50 complex modes.

The results calculated from the mode orthogonality equation (6.3) and the power orthogonality equation (6.4) are depicted in Figure 6.3(a) and (b), respectively. It shows clearly that the mode orthogonality is hold very well while the power orthogonality is not.
Figure 6.3 (a) Results calculated by the mode orthogonality equation (b) Results calculated by the power orthogonality equation

To exam the propagation properties of the complex mode, several modes including the guided and discretized radiation modes are launched individually in the waveguide structure shown in Figure 6.4. The location of the bottom yellow line in Figure 6.4 is defined as port #1 and the top yellow line is defined as port #2. The modal fields are launched at port #1. The field will propagate 12um along the waveguide to reach port #2. The evolution of electric field (TE) is simulated by the FDTD method with 1.55um continuous wave.
Figure 6.4 A 0.8μm waveguide with index=1.42 surrounded by air boxed in a PBR region with 3μm thick PML.

The static state electric fields of launching the mode #1, #4 and #6 are shown in Figure 6.5 (a), (b) and (c), respectively.

Figure 6.5 The static state electric field of launching a complex mode at port #1: (a) mode #1 (b) mode #4 (c) mode #6
Figure 6.5 (a) shows that the first mode is well confined in the waveguide and propagates with almost no loss. This mode is a guided mode. Figure 6.5 (b) shows that the 4th order mode propagates with observable loss and a large ratio of energy exists at the cladding and PML region. The higher order mode is more lossy as shown in Figure 6.5 (c). The normalized amplitude and phase of the electric fields recorded at port #2 by launching the corresponding complex modes at port #1 are given in Figure 6.6. The amplitude and phase of the corresponding complex mode is depicted in the same figure of the electric field as a reference. It shows that both the guided and discretized radiation modes keep their modal field profiles very well when propagating in the corresponding waveguide. The amplitude of the discretized radiation mode is decaying because of the loss from radiation.
Figure 6.6 The amplitude and phase of the electric field recorded at port 2 and the corresponding complex mode launched at port 1: (a) mode #1 (b) mode #4 (c) mode #6

6.4 Complex Scattering Matrix

In the proposed circuit theory, the complex scattering matrix is employed to describe the relationship of the electromagnetic fields at two ports of a building block, including the functional optical element and the optical connector, based on complex mode expansion of the electromagnetic fields at the two ports. The complex mode expansion method is introduced in previous section. The number of the complex modes for a port is chosen by the characteristic of the field at the port and the degree of accuracy required for the interconnection. Once the complex modes for every port are obtained by a complex mode solver, the complex scattering matrix linking the amplitudes of the complex modes of the two ports can be obtained by a parameter extraction process. The complex scattering matrix and the parameter extraction method will be introduced by way of example in this section.
Figure 6.7 gives an example of a building block with the i-th and j-th port. Assume that $M_i$ and $M_j$ modes are chosen for the i-th port and j-th port, respectively.

![Building Block Diagram]

Figure 6.7 Amplitudes of in-going and out-going complex modes at two ports of a building block

$a_i$ and $b_i$ denote the amplitudes of in-going and out-going modes, respectively, for the i-th port. $a_j$ and $b_j$ are for the j-th port. The column matrix for each of them is given by

$$a_i = \begin{pmatrix} a_i^1 \\ \vdots \\ a_i^{M_i} \end{pmatrix} \quad (6.5)$$

$$b_i = \begin{pmatrix} b_i^1 \\ \vdots \\ b_i^{M_i} \end{pmatrix} \quad (6.6)$$

$$a_j = \begin{pmatrix} a_j^1 \\ \vdots \\ a_j^{M_j} \end{pmatrix} \quad (6.7)$$

$$b_j = \begin{pmatrix} b_j^1 \\ \vdots \\ b_j^{M_j} \end{pmatrix} \quad (6.8)$$
The scattering matrix linking the amplitudes of the modes at i-th and j-th ports is expressed by

\[
\begin{pmatrix}
  b_j \\
  b_l
\end{pmatrix} =
\begin{pmatrix}
  S_{11} & S_{12} \\
  S_{21} & S_{22}
\end{pmatrix}
\begin{pmatrix}
  a_i \\
  a_j
\end{pmatrix}
\] (6.9)

where the sub-matrices \( S_{11}, S_{12}, S_{21} \) and \( S_{22} \) are given as

\[
S_{11} =
\begin{pmatrix}
  S_{11}^{ji} & \cdots & S_{1M_j}^{ji} \\
  \vdots & \ddots & \vdots \\
  S_{M_j,1}^{ji} & \cdots & S_{M_j,M_j}^{ji}
\end{pmatrix}
\] (6.10)

\[
S_{12} =
\begin{pmatrix}
  S_{11}^{i'^j} & \cdots & S_{1M_j}^{i'^j} \\
  \vdots & \ddots & \vdots \\
  S_{M_j,1}^{i'^j} & \cdots & S_{M_j,M_j}^{i'^j}
\end{pmatrix}
\] (6.11)

\[
S_{21} =
\begin{pmatrix}
  S_{11}^{ii} & \cdots & S_{1M_j}^{ii} \\
  \vdots & \ddots & \vdots \\
  S_{M_j,1}^{ii} & \cdots & S_{M_j,M_j}^{ii}
\end{pmatrix}
\] (6.12)

\[
S_{22} =
\begin{pmatrix}
  S_{11}^{jj} & \cdots & S_{1M_j}^{jj} \\
  \vdots & \ddots & \vdots \\
  S_{M_j,1}^{jj} & \cdots & S_{M_j,M_j}^{jj}
\end{pmatrix}
\] (6.13)

For a functional optical element building block which has total of \( P \) ports, the overall scattering matrix is given by

\[
\begin{pmatrix}
  b_p \\
  b_{p-1} \\
  \vdots \\
  b_1
\end{pmatrix} =
\begin{pmatrix}
  S_{11} & S_{12} & \cdots & S_{1P} \\
  S_{21} & S_{22} & \cdots & S_{2P} \\
  \vdots & \vdots & \ddots & \vdots \\
  S_{P1} & \cdots & S_{PP}
\end{pmatrix}
\begin{pmatrix}
  a_1 \\
  a_2 \\
  \vdots \\
  a_P
\end{pmatrix}
\] (6.14)
For an optical connector building block shown in Figure 6.8, the total ports are always 2 and the two ports are identical. The set of complex modes for the two ports are the same.

Figure 6.8 Amplitudes of in-going and out-going complex modes at two ports of an optical connector with length L

The reflections and even mode couplings in the optical connector are negligible.

Therefore, the scattering matrix for the optical connector can be simplified from its two-port general form defined in (6.9) to the propagation form expressed as

\[
\begin{pmatrix}
    b_j \\
    b_i
\end{pmatrix}
= \begin{pmatrix}
    S_{11}^p & 0 \\
    0 & S_{22}^p
\end{pmatrix}
\begin{pmatrix}
    a_i \\
    a_j
\end{pmatrix}
\]

(6.15)

where the sub-matrices are given by

\[
S_{11}^p = S_{22}^p = \begin{pmatrix}
    \exp(-j \beta_i L) & 0 & 0 \\
    0 & \ddots & 0 \\
    0 & 0 & \exp(-j \beta_m L)
\end{pmatrix}
\]

(6.16)

with the propagation length L of the optical connector and the propagation constant \( \beta_m \) for each mode.

The scattering matrix elements for each and every building blocks of the entire structure (device or circuit) need to be extracted efficiently and accurately. For an optical
connector, the scattering matrix elements can be obtained analytically by the mode propagation formula as shown in equation (6.16). It is fast and only costs very limited computational resources. In general, the scattering matrix elements for a functional optical element can be extracted numerically by the following procedures. Firstly, we launch the n-th mode from i-th port with unity power and calculate the transverse electromagnetic fields for the out-going waves at all port, i.e. $E_n^{ij}$ and $H_n^{ij}$ \((j=1,\ldots,p)\). The electromagnetic fields of a building block can be calculated by a numerical method such as FDTD, FDFD or BPM. We adopted the FDTD method for the simulations in this chapter. Once the transverse fields at the j-th port are obtained, the scattering matrix elements for the m-th mode at this port can be calculated by the following formula:

$$S_{nm}^{ij} = \frac{\iint (E_n^{ij} \times h_m^{ij} + e_m^{ij} \times H_m^{ij}) \hat{z} da}{2\iint (e_m^{ij} \times h_m^{ij}) \hat{z} da} \quad (6.17)$$

By launching each mode at each port individually one by one and calculate the transverse fields at all ports, all the scattering matrix elements can be obtained.

### 6.5 Cascade of the Complex Scattering Matrices

Once the scattering matrix for every building blocks making up of a structure (device or circuit) is obtained, the total scattering matrix linking the ports of the entire structure can be calculated by cascading the scattering matrices of the corresponding adjacent building blocks. Figure 6.9 shows two adjacent building blocks with an interconnection port j and two other ports i and k.
The scattering matrix linking the i-th and j-th ports for the first building block is expressed as

\[
\begin{pmatrix}
  b_j \\
  b_i
\end{pmatrix} =
\begin{pmatrix}
  S'_{11} & S'_{12} \\
  S'_{21} & S'_{22}
\end{pmatrix}
\begin{pmatrix}
  a_i \\
  a_j
\end{pmatrix}
\]  

(6.18)

And, the one linking the j-th and k-th ports for the second building block is given by

\[
\begin{pmatrix}
  b_k \\
  a_j
\end{pmatrix} =
\begin{pmatrix}
  S''_{11} & S''_{12} \\
  S''_{21} & S''_{22}
\end{pmatrix}
\begin{pmatrix}
  b_j \\
  a_k
\end{pmatrix}
\]  

(6.19)

The total scattering matrix linking the i-th and k-th ports is calculated by cascading the above two matrices as

\[
\begin{pmatrix}
  b_k \\
  b_i
\end{pmatrix} =
\begin{pmatrix}
  S_{11} & S_{12} \\
  S_{21} & S_{22}
\end{pmatrix}
\begin{pmatrix}
  a_i \\
  a_k
\end{pmatrix}
\]  

(6.20)

where the sub-matrices are given by

\[
\begin{align*}
S'_{11} &= S''_{11} \left( I - S'_{12} S''_{21} \right)^{-1} S'_{11} \\
S'_{12} &= S''_{11} \left( I - S'_{12} S''_{21} \right)^{-1} S'_{12} S''_{22} + S''_{12} \\
S'_{21} &= S''_{22} \left( I - S''_{21} S'_{12} \right)^{-1} S''_{21} S'_{11} + S'_{21} \\
S'_{22} &= S''_{22} \left( I - S''_{21} S'_{12} \right)^{-1} S''_{22}
\end{align*}
\]  

(6.21)
6.6 Verification

To verify the proposed complex mode expansion circuit theory, several optical devices are partitioned with different schemes and analyzed by the proposed method. The results are compared with those obtained from the FDTD simulation of the corresponding entire structures.

As shown in Figure 6.10, the first optical device to analyze is band-pass filter consisting of two vertical ditches on a $2.0 \mu m$ wide symmetric slab waveguide. The refractive indices of the core and cladding regions of the waveguide are $n_1 = 3.260$ and $n_0 = 3.218$, respectively. The refractive index of the two ditches is 1.0. The thickness of the two ditches is $b = 2.0 \mu m$ and the distance of the closest edges of the two ditches is $a = 0.5 \mu m$.

The device is partitioned into 3 building blocks as shown in Figure 6.10. Block #1 and #3 are functional optical elements and block #2 is the optical connector. Block #1 and #3 are partitioned to be identical so that the scattering matrices of them can be extracted at the same time to save computational resources. All the interfaces of the three building blocks are located at outside of the two ditches, thus the corresponding ports have well guided index profiles. However, the distance of the two functional optical elements, i.e. block #1 and block #3, is not very large ($a=0.5\mu m$). The radiation effects would affect the accuracy of the final result.
Figure 6.10 A band-pass filter consisting of two vertical ditches on a slab waveguide partitioned into 3 blocks: $n_0 = 3.218$, $n_1 = 3.260$, $n_2 = 1.0$, $a = 0.5 \mu m$, $b = 2.0 \mu m$

The scattering matrix of each building block is extracted by the method described in the previous section and the total scattering matrix for the entire device is calculated by cascading the scattering matrices of the three building blocks. The transmission and reflection coefficient of the first mode of the entire device is obtained from the total scattering matrix and shown in Figure 6.9 (a) and (b), respectively. The results obtained by the FDTD method are plotted using red dots as references. The results obtained by the circuit model with 1, 3 and 10 modes for the interconnection are depicted in Figure 6.11 using blue dotted line, purple dash line and black solid line, respectively. It shows that with the increasing number of modes for the interconnection, the results calculated by the circuit theory are more and more accurate compared with the references obtained from the FDTD method. In the modes used in the calculation, only the first mode is a guided mode. All the other modes are complex modes with radiations. This example provides clear evidence that when the radiation effects are taken into account by the complex mode expansion method, the accuracy of the result calculated by the circuit theory is
significantly improved compared with the conventional circuit theory which only employs the guided modes.

Figure 6.11 Transmission (a) and reflection (b) coefficients of the first mode of the entire device: The red dots are the results calculated by the FDTD method, The blue dotted line, purple dash line and black solid line are the results calculated by the circuit theory with 1 mode, 3 modes and 10 modes, respectively, for the interconnection.

To further demonstrate the usefulness of the radiation complex mode in the circuit theory, the same device is analyzed based on another partition scheme where the radiation effects are crucial to the accuracy of the final result. The device is partitioned into 5 building blocks as shown in Figure 12. Block #1, #2, #4 and #5 are functional optical elements. Block #3 is an optical connector. In this partition scheme, every functional optical element has an interface located in the ditches, which means the corresponding port has only radiation complex modes but no guide mode. The proposed circuit model based on complex mode expansion still works, while the conventional circuit model based on guided mode cannot be applied on this scheme at all.
Figure 6.12 A band-pass filter consisting of two vertical ditches on a slab waveguide partitioned into 5 blocks: $n_0 = 3.218$, $n_1 = 3.260$, $n_2 = 1.0$, $a = 0.5 \mu m$, $b = 2.0 \mu m$

Figure 6.13 Transmission (a) and reflection (b) coefficients of the first mode of the entire device: The red dots are the results calculated by the FDTD method, The blue dotted line, purple dash line and black solid line are the results calculated by the circuit theory with 3 mode, 6 modes and 10 modes, respectively, for the interconnection

The transmission and reflection coefficients of the first mode of the entire device are given in Figure 6.13 (a) and (b), respectively. The results calculated by the FDTD method are depicted by red dots as references. The results obtained by the circuit theory
with 3, 6 and 10 interconnection modes are plotted as blue dotted line, purple dash line and solid black line, respectively. It shows that with more and more complex modes for interconnections involved in the circuit model, the results converge quickly to the references.

To demonstrate the convergence more clearly, the relative error of the transmission coefficients versus the number of modes involved in the circuit model analysis is shown in Figure 6.14. The relative error of the circuit model obtained transmission coefficient to the reference data calculated by FDTD is defined by

$$e_{rel} = \frac{\sqrt{\sum_{i=1}^{N} |T^{ref}(\omega_i) - T(\omega_i)|^2}}{\sqrt{\sum_{i=1}^{N} |T^{ref}(\omega_i)|^2}}$$

(6.22)

Figure 6.14 The relative error of the transmission coefficients versus the number of modes employed by the circuit model

6.7 Applications

Firstly, the proposed circuit theory based on the complex mode expansion is applied to analyze a one-dimensional coupled cavities photonic crystal filter proposed in Ref. [122]. The structure is shown in Figure 6.15. The filter is based on a silicon on
insulator (SOI) waveguide that consists of 360nm thick silicon on 1.5um thick silicon dioxide, air cladding and silicon substrate. The refractive indices of silicon and silicon dioxide are 3.48 and 1.46, respectively. The other structural parameters of the device are \( N_{\text{inner}} = 9, \ N_{\text{outer}} = 4, \ h = 650\text{nm}, \ dH = 200\text{nm}, \ dL = 90\text{nm}, \) and \( D = 400\text{nm} \).

Figure 6.15 Structure of a one-dimensional couple cavities photonic crystal filter: \( N_{\text{inner}} = 9, \ N_{\text{outer}} = 4, \ h = 650\text{nm}, \ dH = 200\text{nm}, \ dL = 90\text{nm}, \) and \( D = 400\text{nm} \)

The entire device is partitioned into 22 building blocks as shown in Figure 6.16. The 6-th and 17-th blocks are optical connectors and all the other blocks are optical function elements. The scattering matrices for all building blocks are obtained by the parameter extraction method described before and are cascaded to generate the total scattering matrix for the entire device.

Figure 6.16 A one-dimensional couple cavities photonic crystal partitioned into 22 building blocks
The transmission and reflection coefficients of the narrow band-pass filter is obtained from the total scattering matrix and shown in Figure 6.17. It shows that with the increase of the number of modes for the interconnections in the circuit model analysis, the final results converge to the reference obtained by the FDTD method.

Figure 6.17 Transmission (a) and reflection (b) coefficients of the first mode of the 1D photonic crystal filter

The convergence of the relative error of the transmission coefficients versus the number of modes involved in the circuit model analysis is shown in Figure 6.18

Figure 6.18 The relative error of the transmission coefficients versus the number of modes employed by the circuit model
Since the building blocks are very compact in the circuit analysis of this device, the radiation effects need to be taken into account carefully. Therefore, a large number of complex modes (at least 20) are required to obtain an accurate result (less than -10dB error).

As another application of the proposed circuit theory, an optical square disk resonator illustrated in Figure 6.19 is analyzed. The widths of the input and output bus waveguides are the same, i.e. \( w = 0.2 \mu m \). The refractive index of the core and cladding regions are 3.2 and 1.0, respectively. The square disk geometry parameters are \( a = 1.6 \mu m \) and \( x = 0.4 \mu m \). The separation of the disk and bus waveguide is \( t = 0.1 \mu m \). The entire structure is partitioned into four identical building blocks as shown in Figure 6.19. Only one building block need to be simulated by the FDTD method to extract the scattering matrix parameters for all the four building blocks. The overall scattering matrix is obtained from recombination of the scattering parameters of the four building blocks.

Figure 6.19 Schematic diagram for an optical square disk resonator.
The lightwave is shining through the top left port and monitored at the bottom left port of the device. The transmission spectrum of the fundamental mode at the input and output ports is calculated under different circumstances where different numbers of complex modes are considered for the interconnections of the four building blocks. One guided mode is considered for the four external ports. The transmission spectrums in the range from 1.50um to 1.60um are depicted in Figure 6.20. As a reference for the calculated data from the circuit theory analysis, the results obtained by simulating the entire resonator using the FDTD method are added in the same figure. As shown in Figure 6.20, by using more and more complex modes for interconnections, the circuit theory obtained results are closer and closer to those of the FDTD simulation. The peak of the fundamental mode transmission is located at 1.53um. The electric field amplitude distribution of the entire circuit when shining the 1.53um fundamental mode at the input port is obtained by the FDTD simulation and shown in Figure 6.21.
Figure 6.20  Transmission spectrum of the fundamental mode at the input and output ports of the structure shown in Figure 6.19: the red circles are data of a FDTD simulation; the blue and green triangles, purple dash line, blue dot-line and black solid line are calculated by the circuit theory using 15, 20, 30, 40 and 50 complex modes for interconnections, respectively.

Figure 6.21  The electric field amplitude distribution of the entire structure when shining the 1.53um fundamental mode at the top left port.

6.8 Summary

In this chapter, the complex mode expansion method was introduced and a circuit theory based on the complex mode expansion was proposed. The new circuit theory was verified by a two-ditch band-pass filter. It showed that accuracy of the result is significantly improved due to the consideration of the radiation effects using the complex mode expansion of fields at the ports of interconnections. This theory even worked for the building blocks whose ports located at an open space where only complex radiation
modes exist. This theory was applied to analyze a one-dimensional photonic crystal narrow band-pass filter and a square disk resonator on SOI material systems. The proposed circuit theory is a powerful and versatile tool for analysis of large scale optical devices and circuits.
Chapter 7 Conclusions and Future Work

7.1 Summary of Contributions

In this thesis, the FDTD method and the circuit theory are intensively studied for design of large scale optical devices and circuits using computer-aided technologies. The efficiency of the FDTD method for simulation of a variety of materials is successfully improved by the new proposed models. First of all, a new method combining the hardware accelerated FDTD method and the matrix pencil method is proposed to do waveguide modal analysis efficiently. In addition, a circuit theory based on complex mode expansion method is proposed and implemented to analyze compact optical devices and high density integrated circuits with non-negligible radiation effects. The main work and contributions of this thesis are summarized as follows.

Firstly, a novel rational dispersion model, referred to as the Rational Dispersion Model (RDM) is proposed for modeling arbitrary linear dispersive materials. This model is proved to be more efficient in fitting the material permittivity functions compared with the conventional Debye, Drude and Lorentz models. A generally applicable method is introduced to estimate the parameters of this model with no initial guess requirement, which makes it feasible in practical applications. The new model is implemented in the FDTD method to improve the efficiency of simulating optical devices in a wide wavelength range. The improved FDTD method is employed to systematically study the cross-section spectra characteristics of different nano-particles surrounded by different materials, which produced a good reference for design of optical devices consisting of
metal nano-particles, such as optical sensors, optical filters, etc. For the nonlinear materials, the RDM is integrated into the nonlinear FDTD method to simulate optical devices with the second and third order nonlinear effects. In the simulation of semiconductor lasers with arbitrary cavity geometries, the FDTD method and the rate equation model are combined and employed. The efficiency of this method is significantly improved by utilizing the RDM to model the gain materials and to use the Newton iteration method to discretize the carrier rate equation.

Secondly, a two-dimensional (2D) compact FDTD mode solver for both guided and leaky waveguide analysis is developed. It is based on the wave equation formalism in combination with the Matrix Pencil Method (MPM). By taking advantage of the inherent parallel nature of the FDTD algorithm, the mode solver is implemented on graphics processing units (GPUs) using the compute unified device architecture (CUDA). While the memory requirement keeps the same, the speed of this mode solver could be dramatically increased by the high-performance computing technique. The advantages of this new approach become even more pronounced when the scale of the waveguide cross-section is large, because the standard FDTD method is prohibitively time-consuming and the conventional FD solver is severely limited by its memory consumption.

Finally, a circuit theory is proposed in analysis of compact optical devices and large scale high density integrated optical circuits. The new circuit theory employs the complex mode theory to expand the electromagnetic fields in the waveguides that interconnect different parts of the target structure. The radiation effects in the interconnections are carefully taken into account. It proves that this method is very
efficient and accurate in analysis of modern optical structures in which the radiation effects in the interconnections play an important role in the performance of the entire component.

7.2 Suggestions of Future Work

The following topics are suggested as the extension of the work done in this thesis.

1) Implementations of the RDM in other numerical methods to simulate the electromagnetic fields, such as the Transmission Line Method (TLM), the Discontinuous Galerkin Time-Domain (DGTD) method, the Pseudo-Spectral Time-Domain (PSTD) method, etc.

2) Modeling the gain profile and the refractive index derivation of gain materials simultaneously in simulation of optical sources, such as the semiconductor laser, light emitting diode, etc.

3) Implementation of the circuit model under parallel computing environments such as the many-core computers, the computer clusters, etc.
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