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ABSTRACT

In this Thesis, the spatial distribution of employment is modeled for the Hamilton
CMA. A behavioral employment location model is constructed, estimated, implemented
and tested. Employment mobility is associated with the redistribution of firms in the
region, thus, the spatial distribution of firms is modeled and employment location is
inferred from that. Manufacturing, construction, wholesale trade, retail trade and services
sectors are modeled. Sectors like the communication, transportation, government services
and educational services are given exogenously to the model.

Three models form the elements of the employment model. The first is an Input-
Output Model, which captures the linkages between the different sectors of the economy
and predicts the regional employment in each industry. The second is a destination
choice model having in its elements a Multinomial Logit Model that predicts the choice
probability of new and relocating firms. The third model is a regression model having in
its elements both a spatial regression (SAR model) and non-spatial (classical) regression
model. The model predicts the number of lost firms. The last two models predict firms
at the census tract level.

Estimation results indicate that firms in the different industries show a systematic
behavior in choosing a site to locate at. Factors such as the CBD proximity, highway
proximity, mall proximity, population size, household density, and agglomeration
economies affect the locational decision of the different types of firms. Moreover, the
analysis shows that loss of firms is linearly related to the total number of firms at the
census tract level.

The employment model is implemented using the GAUSS programming
language. The model shows a significant goodness-of-fit when comparing the predicted
values of employment with the observed with an r-square value of 0.91. Scenario
simulation is also achieved using the implemented model. The model shows its
capability of simulating certain types of scenarios.
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CHAPTER ONE

INTRODUCTION

1.1 Introduction

There are a large number of potential interactions between urban form, energy
consumption and the environment. One of the most direct and profound interactions is
the relationship of urban form with energy consumption and pollution generation in the
transportation sector (Anderson et al., 1994). During the past four decades many theories
and methodologies have been employed to help urban planners assess the impacts of
transportation plans and polices that will support the evolution of more energy-efficient
and less polluted cities, and to aid in the design of specific travel-reduction strategies
(Southworth, 1995).

Integrated urban models /UMs can be used as decision support tools in designing
policies that will lead the urban system in the desired direction. According to Anderson
et. al. (1994), IUMs are a class of empirical computer simulation models that may be used
to project changes in transportation flow and land-use patterns in the metropolitan area
under various scenarios. However, predicting the changes in land-use involves modeling

these changes. The main factors affecting land-use change are population and



employment, therefore, modeling population and employment becomes a necessity and
part of the whole modeling process.

One of the challenges facing these types of models is the ability to incorporate
new theoretical developments and methodologies that reflects the present status of an
urban area. Fortunately, rapid advances in information and computing technologies made
these challenges easier from the technical side (Wegener, 1995).

In September 1992 an Integrated Model for Urban LAnd-Use Transportation and
Environmental Analysis IMULATE was developed for the Hamilton Census
Metropolitan Area (CMA). IMULATE is designed to simulate the spatial assignment of
vehicle trips for the moming rush hour period in the region. The aim of each simulation
is to assess the level of congestion on the transportation network and from that to infer
the emissions and energy consumption from passenger vehicles.

Like any other integrated urban model, IMULATE includes a land use model
within it that simulates the land use changes that occurs over time. The major component
of the land use model is a submodel called POPMOB. POPMOB is used to simulate the
process of residential mobility as well as the performance of housing market. The
resultant data from this model is a set of matrices that includes a matrix of probabilities
for place of residence-place of work. On the other hand, POPMOB estimates the
household distribution in the region for the next simulation period. However, places of
work remains unchanged in all simulation periods since employment mobility is not

modeled in the land use model.



1.2 Problem Status and Research Objective

In its present status, IMULATE is governed by a number of limitations that
include:

1. The assumption that the households are mobile, but that the spatial distribution of
employers, commercial locations, recreational facilities etc. are exogenously
determined.

2. The applications of the model only to the moming peak travel demand period on
weekdays.

3. The use of somewhat crude methods for estimating energy use and emissions.

The previous limitations indicate some sort of weakness in the model that
prevents it from being an effective tool for projection and forecasting. It is worth noting
that the first limitation is the most urgent. IMULATE is designed with the assumption
that jobs location are static-that is, they do not change with time. This assumption will
create an artificially large number of work trips from growing peripheral areas to
traditional employment areas (Anderson et al., 1994). As a result, the model will fail in
projecting the accurate number of trips and this will affect the overall performance of the
model.

In this context, the purpose of this research is to develop an employment location
model that can be implemented within IMULATE. The model will predict the change in
employment mobility. This will be linked with the POPMOB model to form a

comprehensive land use model for the region. The model will be a behavioural one



whereby employers’ location choices are effected by changes in the spatial patterns of

accessibility and cost.

1.3 Outline of Thesis

The reminder of this thesis includes five chapters. Chapter Two will review the
literature on some employment location models used in integrated urban models. On the
other hand, it will identify factors affecting both the gain and loss of firms in urban areas
by reviewing most recent work in this field. Chapter Three will present the data and
methodology of the thesis, which is the hardcore of this study. The databases on which
the analysis is based will be discussed in this chapter. Moreover, we shall introduce a
formal framework of the firms’ location model to be developed in this research. Chapter
Four will present the empirical work to be conducted in this study. Three models will be
developed. The first is an input-output model, which will predict the firms at the regional
level. The second is a destination choice model that will predict the location of new and
relocating firms at the census tract level. The third is a lost firms model, which will
predict the number of lost firms in each census tract. The three models will be linked
together to provide the employment model. Chapter Five will present a computerised
version of the model. The goodness-of-fit and the potential of simulating scenarios will
be tested in the chapter. Finally, Chapter Six will give a summary and conclusion for the
findings of the thesis with a direction for future research in the field of modeling

employment in urban areas.



CHAPTER TWO

LITERATURE REVIEW

2.1 Introduction

The purpose of this chapter is to synthesize the theory underlying modeling
employment in metropolitan areas. Concepts and methodologies used to develop
employment location models are highlighted in this chapter. As discussed in the first
chapter, the objective of this research is to develop a model that simulates the location of
employment in an urban area. This model is to be used in an existing integrated urban
model-IMULATE (Integrated Model of Urban LAnd use, Transportation, and
Environment analysis). Thus, we review the literature on integrated urban models,
emphasizing the different theories used to construct employment models. This is
intended to inform the conceptualization of a modeling framework as described later in
this thesis

The review will also identify the factors that influence the locational decision of
firms in the city. Studies have shown that firms do not locate randomly in cities, but
show a systematic behavior in choosing a site to locate. In this context, a number of push

and pull factors that trigger this behavioral decision is highlighted and discussed.



2.2 Theories and Methodologies Used in Modeling Intraurban Employment

Integrated Urban Models ([UMs) comprises a class of empirical computer
simulation models, which are used to project changes in transportation flows and land use
patterns under various scenarios (Anderson et al., 1994). They evolved from a more
primitive modeling system called the Urban Transportation Modeling System (UTMS).
Land-use activities represented by households (people) and jobs (employment) are not
modeled and assumed fixed in this system. However, in the long run, both residential
and commercial activities change spatial forms in the urban area. Transportation models
that fail to take account of changes in land use structure will make erroneous
transportation flow projections. Integrated urban models present a solution to the
problem by modeling the changes in the urban activities in the long run through a land
use modeling system of people and jobs and use the results generated as an input into the
UTMS in an iterative fashion. Given that the objective of this study is to model the
employment activities, the emphasis in this review will be on this part of the land use
model of the JUMs.

In the field of integrated urban modeling, intraurban employment modeling is
used to forecast the changes in the spatial distribution of employment over space.
Employment distribution in the region is affected by the economic structure of the urban
region where employment is divided into a number of different economic sectors. The
fact that the economy comprises of different types of sectors, implies that interaction
exists between these sectors or some pairs of them. Interaction between the different

sectors of the economy affects the level and spatial distribution of employment in the



region. Although spatial interaction models, such as gravity models, are capable of
predicting the distribution of employment over a region divided into a finite number of
zones, the fact that inter-linkages between the different economic sectors exist might lead
to bias in predicting the long run future. An efficient system requires both capturing the
aspect of inter-linkages between the different activities of the economy and then
distributing these actives over space. Input-Output modeling is a powerful tool used to
capture the inter-sectoral relation existing between the different sectors of the economy
where the output of each sector is a function of the final demand of its own sector and
other sectors of the economy. Thus, a good approach is to merge an input-output model
with a spatial interaction model to account for the distribution of the diverse employment
types in the region.

Putman (1990) developed the first operational integrated urban model /7LUP.
The employment location model EMPAL of this system is a spatial interaction model as
derived from the theory of entropy maximization. Employment at zone i is calculated as
a function of the population, type of land use in zone i, zonal total employment in the
base year, and travel cost in terms of distance between each two zones. The structure of
this employment model indicates that it is a population driven model since population
stands for the major factor that effects the distribution of employment in the geographical
region. Also land use by type affects the redistribution of employment.

Wegener (1986) developed the DORTMUND model for the city of Dortmund in
Germany. Modeling employment activities in the DORTMUND model is based on

random utility theory where a nested logit model is employed to predict the spatial



distribution of firms in Dortmund. The spatial distribution of urban activities is allowed
to change within the modeling process in two ways. The first occurs through aging of
firms, which in the model depends on time. The mechanism of the aging process
involves the probabilistic Markov process, which is applied once in each model iteration.
The other way is the recognition that the opening or closing of large industrial plants may
not be predictable by any modeling system, thus, they are determined exogenously in the
model. All other changes depend on accessibility based spatial choices generated
explicitly within the nested logit model.

De la Barra (1984,1990) developed the TRANUS model. The model makes use
of random utility theory to derive a multi-regional input-output model that incorporates
the same results one can achieve using a traditional multi-regional input-output model.
The model is driven by an exogenous final demand so that the total output of sector n
(representing employment in sector #) in region i (representing zone i in the metropolitan
area) is a function of the final demand and the technical coefficients estimated for zone i.
However, the model makes use of discrete choice theory and links a multinomial logit
model to the input-output model to predict the gross output for each activity. The
elements forming the systematic utility of the logit model in TRANUS are the composite
cost of transport for activity » from zone i to zone j and the value of land in zone ;.

The modeling approach in TRANUS might not be practical for two main reasons.
First, the multi-regional input-output model depends on the trade coefficients, which
must be estimated for the whole set of zones (regions). Technically speaking, this will

force the model to deal with a huge coefficient matrix that is not easy to handle,



especially, when the urban area is divided into a fairly large number of zones and the
economy into a large number of economic sector. Second, even if the approach is
adequate, usually the limitation of data needed to estimate this type of model makes it an
unpractical modeling approach.

Hunt and Simmonds (1993) discuss the structure of an integrated urban model
MEPLAN of land use and transportation where they developed a model that predicts land
use changes. The land use part of the model relies on three widely used but usually
independent types of economic theory: input-output modeling, demand functions and
random utility choice modeling in a spatial context. They noted that the mathematical
structure of the input-output model is still used but the sector definition is altered so that
the model predicts industries' demands for labour and residents' demands for services.
Demand functions are used to make the coefficients describing the interactions between
sectors elastic with respect to prices and income. This is important if the spatial model is
to reproduce variations in the density of development and activities. The random utility
discrete choice modeling approach is used to handle the spatial choice elements. In
choice modeling it is assumed that economic actors select the alternatives (zones) they
consider being the best, subject to specific constraints.

Apparently, all the employment models discussed above make use of random
utility theory, spatial gravity and input-output analysis to predict employment at the zonal
level. In this context, it becomes suitable to deploy our conceptual framework within the
framework discussed above. Nevertheless, our model will not replicate any of the above

models. Also the conceptualization will be affected by the available data for the region.



2.3 Factors Affecting the Choice Location of Firms in Urban Areas

Predicting employment at zonal level scale might not only be needed to serve
transportation purposes, but also to monitor urban changes that will help to inform
policies and set up plans for the development of cities and urban centers. In this context,
a fair amount of research was found on this subject, which predicts employment location
at different scales of zonal levels for different geographical regions. These are

summarized in the following table:

Table 2.1 Summary of the Employment Location models

Author
1. Vahaly (1976)

2. Clapp (1980)

3. Erickson and
Wasylenko
(1981)

4. Lee (1981)

5. Hansen (1986)

6. Ihlanfeldt and
Raper (1990)

7. Shukla and
Waddell
(1991)

8. Gottlieb (1995)

9. Coffey et al.
(1996)

Study Area

Census tracts of Nashville
Davidson County, USA
Los Angeles, USA.

66 municipalities of
Milwaukee region, USA

city of Bogota, Colombia.

State of Sao Paulo, Brazil

299 census tracts of

Metropolitan Atlanta, USA.

141 zip code zone for the
Dallas-Fort Worth area,
USA.

Northern New Jersey, USA

Montreal (CMA), Canada

10. Yarisll (1998)” Toronto (CMA), Canada

Modeling approach and objective

Linear discriminant model; location
of service and office activities

Linear regression model; intra-
metropolitan location of offices.

Binary regression model; location
of relocating firms in the major
industries.

MNL model; locational choice of
different types of firms

Nested logit model; locational
decision of manufacturing firms

Tobit model; project new office
sites.

Multinomial logit model; location
of new firms in six different
industries

Regression model; intra-

metropolitan firm location

Binomial logit model; locational
pattern of high order services firms

MNL model; office firms location
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The literature presented in Table 2.1 will be synthesized according to the factors that
influence the locational decision of firms in cities. Table 2.2 summarizes these factors

with the purpose of using them in the different employment models.

2.3.1 The Effect of the CBD

In modeling the spatial distribution of firms in a metropolitan area, it is important
to understand the structure of that area to allow for a better understanding of the process,
thus, enabling the researcher to model it adequately. Urban formation is different from
one city to the other and so it is impossible to devise the same type of model for two
cities unless they are identical in structure and form. Despite the fact that urban areas
maintain a unique structure, there are some common factors that exist between the
different cities and are believed to have an influence on the decision shown by a firm
when locating at a specific site. The first of these factors is the relative location of
Central Business District (CBD) with respect to other patterns of the city. The CBD is
considered as the heart of commercial activities in any city of the world. Despite
development that takes place with time, the CBD retains its role as a major landmark in
the urban area. Other patterns can always be measure relative to the core of the city
either in terms of centralization or decentralization. The importance of the CBD as a

factor influencing the location of firms in metropolitan areas is well documented.



Intra-Urban Factor

1. Central Business District
(CBD) proximity

Table 2.2 Intra-urban factors affecting the location of firms

Purpose of using the variable

a. Monocentricity in the urban area
b. Decentralization and land prices

Studies by authors name

Vahaly (1976)

Clapp(1980)

Erickson and Wasylenko (1980)
Lee (1983)

Ihlanfeldt and Raper(1990)
Shukla and Waddell (1991)
Coffey et al. (1996)

Yarish (1998)

2. Highway and Expressway
proximity

Accessibility and location decision

Erickson and Wasylenko (1980)
Thlanfeldt and Raper(1990)
Shukla and Waddell (1991)
Yarish (1998)

3. Mall and airport
proximity

Multi-nucleated and location in urban center

Ihlanfeldt and Raper(1990)
Shukla and Waddell (1991)
Yarish (1998)

4. Land Prices

Land price on location decision

Clapp (1980)
Hansen (1987)
Yarish (1998)

5. Population Size and
Income

Population size and income on profit and location

Ihlanfeldt and Raper(1990)
Shukla and Waddell (1991)
Yarish (1998)

6. Residential Amenities

Relation between residential and commercial amenities on

the location of firms

Gottlieb (1995)
Yarish (1998)

=

. Agglomeration Economies

Localization and urbanization economies

Erickson and Wasylenko (1980)
Ihlanfeldt and Raper(1990)
Shukla and Waddell (1991)
Yarish (1998)

12
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Vahaly (1976) found that access to the CBD is an important factor that affects the
location of accounting firms, health and government services in the model he developed
for Nashville-Davidson County. Erickson and Wasylenko (1981) tested the importance
of the distance from the CBD in their model as a variable affecting the decision of
location for firms in the City of Milwaukee. They used the reciprocal of the distance
from the CBD and found that construction, manufacturing, transportation, wholesale,
retail trade and services tend to locate on land away from the center of the city. Finance
Insurance and Real Estate (FIRE) firms show good affiliation with the core of that city.
Similar results with respect to the CBD effect on the locational decisions of firms is
shown in a study completed by Shukla and Waddell (1991) where they found that firms
in the different sectors, except the FIRE firms, escape the CBD in favor of the suburbs.
Coffey et al. (1996) test the effect of the CBD on attracting high order firms. They found
that these firms cluster in the CBD and in close proximity to it. Ihlanfeldt and Raper
(1990) test the relative effect on the location decision of new office firms with respect to
the CBD. The results show a decentralization trend with respect to the core.

In two studies with different employment sectors for Bogota and Cali, Lee
(1981,1983) found that the net outflow of jobs from the CBD was relatively high,
showing a decentralization trend from the core of the city. Yarish (1998) included the
distance to the CBD in the model he developed for the intrametropolitan location of new
office firms in Metropolitan Toronto. He found that distance to the CBD is a strong factor

influencing the decision of location. Clapp (1980) found that office activities need access
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to the CBD in order to conduct business, which assumes that the CBD is an important
factor influencing the decision of location for office firms.

The affect of the CBD on the locational decision of firms is evident as noted
above. Different types of firms are sensitive to the CBD proximity either in locating at
the core or far away from it. Thus employing such a factor in an employment location

model is important and should be considered when developing the model.

2.3.2 The Highway and Expressway accessibility

Hanson (1986) states that the construction of highways and expressways after the
World War II have worked on reshaping every comer of urban America as the new
suburbs they engendered represented nothing less than the turning inside out of the
historic metropolitan area. Anderson et al. (1996) argue that urban areas began to change
shape at the onset of public transportation, such as cable cars, allowed for greater
separation between land uses. As a result, cities became more dispersed and urban land
uses began concentrating in specific areas, which acquires specific characters, such as
commercial, industrial and/or residential.

Simmons et al. (1998) point that decentralization of the commercial market is
accompanied by decentralization of commercial activities along major arterials such as
major roads, highways and expressways. Erickson and Wasylenko (1981) tested for the
importance of locating near highways. Their findings suggest that firms of different types

tend to locate near highways. Shukla and Waddell (1991), Ihlanfeldt and Raper (1990)
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and Yarish (1998) achieved the same results when testing the influence of highways and
expressways on the location of firms in the metropolitan area.

Coffey et al. (1996) argue that accessibility by automobile to firms in inner and
outer parts of Montreal suburbs stands for as an important pull locational factor that
influence firms in high services. This suggests that areas reachable by highways and
expressways are more desirable places to locate at. Vahaley (1976) found that firms in
FIRE, professional services, warehousing, manufacturing, health and government offices
required proximity to the local interstate network because of easy access to population

and workers residence.

2.3.3 Urban Nucleations as a Pull Factor

Decentralization is a common documented phenomenon observed in North
American and industrialized cities (Bourne 1991; Yeates 1990; Hanson 1986; Wegener
1986; Lee 1985, Simmons et al. 1998 and Anderson et al. 1996). With development
taking place in the urban areas decentralization from the core of the city is observed and a
net loss of population and jobs at the core is evident over time with an attempt to occupy
and settle in the suburbs. In the long run, this leads to a polycentric urban structure with
the formation of clusters of mixed residential and commercial activities, called
nucleations.

In a recent study by Jones et al. (1998) on the commercial structure in the Dallas
Forth Worth CMSA, some interesting results were obtained in which they found that

commercial firms tend to cluster in box stores of 1000 - 5000 sq. m around regional
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malls. Similar observations were attained by Simmons et al. (1998) when studying the
commercial structure and change in metro Toronto. Yarish (1998) found that mall
proximity is an important factor that attracts some types of office firms in metro Toronto.
Clapp (1980), Danials (1982) and Ihlanfeldt and Raper (1990) also suggested this type of
variable to have an influence on the decision of location for some types of firms. They
proposed that proximity to malls will lower labor costs where employee amenities, such
as restaurants, shopping, and entertainment exist.

In identifying the patterns of the city that drives a firm to locate at a site, Yarish
(1998) and Shukla and Waddell (1991) use the proximity to the airport as an additional
factor to proximity to the CBD or proximity to malls. Shukla and Waddell found that
firms in wholesale, retail and services value accessibility to the airport. Yarish (1998)
found that new office firms in financial services, travel services, and industrial services

show high affinity in locating to the airport in Metro Toronto.

2.3.4 The Impact of Land Prices

From the hypothetical point of view, land prices tend to have a major influence on
the decision of location in metropolitan areas. Firms in the different industries, other
things being equal, seek to locate on land that is as inexpensive as possible.
Nevertheless, this is not the case in some studies where factors other than the land price
have more significant roles on location. Hansen (1987) found that land prices do not add
any explanatory power in his model of industrialized location choice. Other studies show

that land prices are important and influence the decision of location at some parts of the
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city. Coffey et al. (1996) report that land prices rank as the first factor affecting the
location of firms in the CBD of Montreal, and rank as the third factor at the CMA level.
Though land price at the CBD is the most important factor, it does not appear to be the
most critical among the other factors. Other factors like accessibility for clients, and
visible and prestigious location tend to have more influence on location choice in
Montreal.

Expensive land at the core is always associated with a decentralization and
preference of locating away from the CBD. In this context, CBD proximity is used as a
surrogate for land prices. Erickson and Wasylenko (1980) used this type of measurement
to capture the effect of land prices on the locational decision of firms in the
municipalities that form the Milwaukee region. This was the case since they believed
that land price values decline as distance increases from the CBD. Yarish (1998)
employs the gross average rental rate in his location model to test for its location
sensitivity on new firm offices. His findings suggest that except for manufacturing
offices and law firms, all other office firms are sensitive to rental rates and tend to locate
on less expensive land. Clapp (1980) used rental rate as a variable in the model he
developed to test its effect on the intrametropolitan office location for Los Angeles. His
findings overlap with what is suggested by Erickson and Wasylenko (1980) regarding the
relation between land prices and the CBD. He found that buildings farther away from the

CBD commanded less rent and so reflects inexpensive land.
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2.3.5 The Forces of Agglomeration Economies

As mentioned earlier, modeling employment in an urban areas entails modeling
the economic process that takes place over time in that particular area. In this context,
agglomeration economies are defined and discussed. Selting et al. (1995) define four
important components of agglomeration benefits: transfer economies, internal economies
of scale, localization economies and urbanization economies. Transfer economies are
defined as the transport savings a firm detains by locating close to its market or near other
firms that supply it with inputs. Internal economies of scale are the reductions in the
long-run average cost curve of a firm that occur when output expands (Selting et al.,
1995). Yarish (1998) defines localization economies as the benefits attained by co-
location of competitors. These are advantages gained by locating in specialized clusters
providing specialized labor and technological needs. Also, these economies reduce
production costs by allowing firms to identify rapidly changing needs and allowing them
to experiment with new products and production processes that require frequent face-to-
face contact. Moreover, urbanization economies are the benefits a firm achieves by
locating in metropolitan areas.

Selting et al. (1995) highlights two major issues that involve agglomeration
economies. The first is that agglomeration economies are instrumental in explaining firm
location and the importance of examining net social costs and benefits of firm location
remain an important research task. The second issue is the need to isolate the importance

of localization versus urbanization economies. Selting et al. (1995) argue that
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urbanization and localization economic benefits are strikingly dissimilar and their
magnitude in firm location dictate different policy directions.

The effect of agglomeration economies is tested by many researchers to see their
impact on the locational decision of firms in urban areas. Clapp (1980) found that
agglomeration economies is effective in satisfying the needs of a group of office
activities when clustering together on less expensive land. Erickson and Wasylenko
(1980) test the effect of localization economies on the location decision of firms in the
municipalities of Milwaukee. The agglomeration variable in their model was defined as
the ratio of employees in a particular economic sector in each municipality to all non-
central city employees in that specific sector. The findings suggest that agglomeration
economies exist among manufacturing, construction, wholesale, retail and FIRE service
industries.

Shukla and Waddell (1993) define three agglomeration variables in the
employment model they developed for the Dallas-Worth Forth region. The variables are
derived according to a spatial interaction formula. In building the agglomeration
variables, they used accessibility to employment. The variables are defined so that they
can capture urbanization and localization economies by accounting for intra-industry and
inter-industry spatial linkage opportunities. Their findings suggest that agglomeration
economies exist among different types of sectors of the economy and affect the decision
of location. Yarish (1998) used accessibility to employment in different types of offices
to test the effect of urbanization and localization economies on the location decision of

offices.  His findings suggest that offices of advertising agents, media and
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communication, financial services, other business services, artists, travel agents, personal
services, associations and government services display an affinity for central locations
mainly because these industries prefer the benefits of urbanization and localization

economies.

2.3.6 Population size and Income Effects

Studies have shown that population size affect the location decision of firms in
metropolitan areas. Some types of firms are population-oriented and attempt to locate in
populated areas to enjoy the benefit of forming a market where clients (population) are
available. Shukla and Waddell (1991) included the population size as a variable in their
model. They found that all types of firms show a tendency towards locating in populated
areas.

Population income was used in employment location models to test its affect on
the location decision of firms in metropolitan areas. This is evident for population-
oriented firms such as retail trade firms and services. Jones et al. (1998) note that
household income affect firm location in Dallas-Fort Worth in an indirect way. They
argue that all commercial activities are automobile oriented, since middle class
households spend as much as 20% of their income on transportation. Ihlanfeldt and
Raper (1990) used the number of households at the census tract level, which are below
the poverty level to see the effect of income on the location decision of firms. The
variable appeared to have a strong influence on location of branch offices. Hansen

(1987) used the wage rate of semi-skilled workers by sector in the nested logit model he
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developed to predict the probability that a firm locates in a non-metro municipality. The
variable turns out to be insignificant.

Yarish (1998) employs two variables to test the effect of income on the location
decision of office firms in metro Toronto. The first variable is the number of households
in zone below $10,000 income level; the other variable is the number of households in
zone above $70,000 income level. His findings suggest that office firms in advertising
agencies, computer services, law firms, media and communication, financial services,
other business services, health services and personal services prefer to locate at zones
with high income. Trade services show an affinity to locate in zones with low-income
households.

Shukla and Waddell (1991) used the median household income in their model.
Their results have shown that all firms except manufacturing and retail firms hold a
positive relation with the income. However, they justify the negative relation of the
income variable for manufacturing firms by noting that the income might have a negative
sign if low rents compensate for proximity to incompatible or fiscally onerous non-

residential uses.

2.3.7 Other Factors Affecting the Location of Firms

In modeling the changes in employment for an urban area, it is important to test
the factors that drive a firm to escape a site and locate at different locations. Firms search
the metropolitan area to locate at a site that will maximize their profit (Storey, 1990).

Profit maximization is possible by selecting a site that can guarantee the highest amount
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of profit. At the zonal level, if a firm relocates to another site, a loss will take place.
Loss in firms at the zonal level might also occur if a firm goes bankrupt. Bankruptcy
occurs when the firm can not maintain the normal profit it is supposed to have. That is, a
firm is said to go into bankruptcy if its profit becomes less than the normal profit. Miron
(1982) defines the normal profit of a firm to be the flow of profit to a business enterprise
that must be maintained in the long run for that firm to find it worthwhile to remain in
business. In relocation and bankruptcy, loss of firms at a specific zone occur subject to
certain push factors. These push factors work on declining the profit of the firm. When
decline starts, some firms will take precaution procedures by relocating elsewhere
whereas others will have a sharp decline in profit-they go into bankruptcy.

Some studies consider the factors causing firms profit to decline as push factors
affecting the locational decision of firms. Tervo and Niittykangas (1994) point that firm
closure may be following from changes in the structure and size of demand. They argue
that firms that are small in size are more likely to close in suburban municipalities, noting
that success is more likely to occur at the center of the urban area where customers are
available. Coffey et al. (1996) show that insufficient space to expand rank as the first
push factor influencing all high order service firms to leave an intrametropolitan site and
relocate elsewhere. They also show that high land prices stand as an influential factor
that effect the decision of some firms in Montreal to leave a site and relocate at a
different location. None of the high-order services firms show sensitivity to high local

taxes as a push factor effecting the decision to leave the previous site.
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Competition is believed to have an influence on location decision in metropolitan
areas. Jones et al. (1998) indicate that competition among retailers is intense in Dallas-
Forth Worth, which affects shopping, and thus, affects sales that will increase the profit
of one retailer and decrease others. Simmons ef al. (1998) point that competition in
Toronto GTA has created a hierarchy of commercial nucleations, where firms escape a
site and establish a new market in disperse nucleations all over the GTA due to
competition. Lea (1989) advises methods and theories that affect the location decision of
retail firms. He lists a number of class variables that can be included in a retail location
model where competition stands for one of the important factors affecting the location
decision.

Gottleib (1995) conducted a regression analysis at the intrametropolitan level to
test the effect of residential amenities on the location of firm in the professional services.
His regression model included information on the levels of traffic congestion, crime,
pollution, recreation, public education and public services. His findings suggest that
professional service firms tend to locate in municipalities with high density of amusement
employment. Municipalities with high level of crime and pollution are not a desired

location.

2.4 Conclusion
In this chapter, the theories and methodologies used to develop employment
models for both transportation modeling and urban modeling were discussed. Several

methods were employed to develop models for the purpose of predicting the commercial
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land use changes in /[UMs. Employment models in the /UMs depend on input-output
modeling, discrete choice modeling and spatial interaction modeling.

Moreover, studies in urban modeling have shown that firms locate at a site that
will maximize their profit. Location decision is influenced by the urban structure of the
city and appears to affect the profit of the firm. In this context, Table 2.3 summarizes the
empirical findings of this review in terms of the intra-urban factors affecting the
locational decision of firms.

Table 2.3 Intraurban Location Factors - Empirical Findings

Factor Empirical Findings
CBD Proximity +/-
Highway Proximity ++

Mall Proximity e

Airport Proximity +

Land Price Impact +/ -
Population Size & Income +
Residential Amenities +
Agglomeration Economies ca

Key:

+ = positive effect on location, ++ = strong positive effect
- = negative effect on location, -- = strong negative effect

+/- = positive effect on some industries, negative effect on others

Table 2.3 indicates that the some factors stand for as strong variables affecting the
location of firms in metropolitan area. Variables such as the highway proximity and
agglomeration economies appear to have a very positive effect on the locational decision
shown by firms. Mall and airport proximity appears to have a positive effect but not as
much strong as that shown by the highway and agglomeration variables. Residential

amenities along with population income exhibit a positive effect. CBD proximity and
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land prices show to have a controversial effect on location. Some studies shown that the
CBD exerts a positive influence on the location of some types of firms, other studies
shown that the CBD is not a desirable place to locate at. Moreover, land prices appeared
in some studies to influence the locational decision of firms. Some other studies shown
that the land price does not add any power to the modeling process.

The factors presented in this review will be used in our model according to their
importance and availability. However, we will include any other variable we think it
might have an influence on the location decision of firms in the region. As mentioned
earlier, each urban center has a unique structure, therefore, variables in our model will be
included after we analyze the spatial structure of the CMA to see what variables will be

most suitable to include in the model as we will see in the coming chapters.



CHAPTER THREE

DATA AND METHODOLOGY

3.1 Introduction

The chapter starts by introducing the spatial and geographical characteristics of
the study area chosen for this research. An overview of the urban structure is discussed
with some emphasis on the major land uses in the area. Following this, the data sets used
in the thesis are described, along with the methods used to extract and arrange the data.
Kermnel estimation as an exploratory tool is discussed and kernel maps are produced to
show the clustering of firms in the region. General figures are extracted and discussed to
give an idea on the employment trend in Hamilton-Wentworth. In the last part of this
chapter, the conceptual framework of the employment model is developed. This is a
formal structure in which the location and redistribution of firms infer the spatial
distribution of employment. The core of the structure consists of three linked models: the
input-output model, the destination choice model and the lost firm model. Each one of
these models is developed to fulfill a specific purpose. The result of the linked models is

the employment at the census tract level.

26
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3.2 The Study Area
3.2.1 Spatial Units

The region chosen for this study is the Hamilton Census Metropolitan Area
(CMA). The CMA is made up from the following municipalities: Ancaster, Burlington,
Dundas, Flamborough, Glanbrook, Grimsby, Hamilton and Stoney Creek. The total
amount of land in the CMA is approximately 1377 squared kilometers. In terms of
distance, the east to west extent is approximately 61 kilometers and the north to south
extent is approximately 48 kilometers. A map for the region is shown in Figure 3.1. The
region under investigation was chosen for two main reasons. First, the model developed
will supply an important subsystem to IMULATE, an integrated urban model developed
for the Hamilton CMA. Second, the availability of data for this region makes it an
appropriate environment for this type of research especially that no previous research
involving the development of an employment location model has been conducted for this
area.

The employment in the region is predicted at the census tract level because
IMULATE is based and calibrated using the 1986 census data. Thus, the census tracts, as
defined by statistics Canada, for the year 1986 census, are used (Figure 3.2). The CMA

consists of 151 census tracts.



Figure 3.1: Municipalities of the Hamilton CMA
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3.2.2 Urban and Economic Structure

As shown in Figure 3.2, the city of Hamilton has a large number of census tracts
compared to other municipalities of the CMA, there are 92 census tracts, or 61 % of the
total number of tracts in the CMA. On the other hand, the census tracts for the city of
Hamilton are smaller in size than those for other municipalities. This is because the
population at these tracts maintains high density. Therefore, most of the CMA
population is concentrated in the city of Hamilton, especially, in the lower part of the
city. However, with development taking place, an increase in population density in the
upper part of the city, as well as the other municipalities is expected over time. Figure
3.3 shows the household density over the various census tracts in terms of low, medium
and high density. Also Figure 3.4 shows the population density in the CMA. Like many
North American cities, Hamilton enjoys having a developed network of highways and
expressways that links the different parts of the CMA with each other via circumferential
and radial highways and expressways. This can be seen in Figure 3.5.

Hamilton is considered as one of the heavy industrial areas in the Province of
Ontario. The steel industry plays a major role in the economy of the city with two major
industrial establishments - Stelco and Dofasco - occupying the census tract land around
Hamilton Harbor. Figure 3.6 shows the land occupied by manufacturing industries in the
region. Furthermore, despite the fact that Hamilton is a heavy-industry area, retailing and
services play a major role in the economy. With five major shopping malls in the region,
Hamilton is considered as a multinucleated city rather than a monocentric one. This gives

a special urban form where businesses in different industries cluster around these nodes



Figure 3.3: 1996 Household density in Hamilton-Wentworth
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Figure 3.5: Highways and Expressways in Hamilton CMA

Fgure 3.6: Manufacturing Landuse in the Hamilton CMA
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rather than locating and clustering only at the CBD. Figure 3.7 shows the CBD and the

major shopping malls in the region.

Figure 3.7: The CBD & The Major Shopping Malls in the Region

Shopping Malls
[ ] Hamilton CMA

10 Kilometers

| ——

3.3 The Data Set

Three sets of data are used in this thesis. They are employment data,
socioeconomic data and economic data. The employment data are obtained from the
Regional Municipality of Hamilton-Wentworth for the years 1990 and 1997. The
Hamilton-Wentworth region encompasses all the municipalities of the CMA with the
exception of Burlington and Grimsby. Unfortunately, employment data for these two
municipalities are not attained. Therefore, the study area will be restricted to the

Hamilton-Wentworth region. The available data are based on two employment surveys
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conducted by the Regional Municipality of Hamilton-Wentworth. The 1990 employment
survey was conducted over a seven month period between May and December 1990. It
aimed at identifying the type of business activities located in Hamilton-Wentworth and
the number of people employed in these activities. The survey covered the entire
population of firms in Hamilton-Wentworth (Regional Municipality of Hamilton-
Wentworth, 1992) with the exception of farming activities. Although it is difficult to
estimate total agriculture employment, approximately 4000 people were listed in the 1986
census as living on a farm in Hamilton-Wentworth. Some businesses were probably
missed, but this is a small percentage of total employment and the affect on the aggregate
result is small. On the other hand, because the survey was conducted over a 7 month
time period there was the potential for missing businesses that relocated. It is also
possible that some firms were surveyed twice. Therefore, the 1990 employment survey
probably undercounted the total number of people working in the region by an estimated
5000 people. The total number of firms surveyed was 11570 and only 45 declined to
complete the survey. The response rate for the survey was extremely high with almost
99% of employers contacted, agreeing to complete the survey. Furthermore, each
business in the survey was categorized using both the 1980 version of the Standard
Industrial Classification (SIC) and the Regional Information System’s Committee (RISC)
codes. The database included the total number of employees in each firm and the
geographical coordinates represented in the UTM coordinate system. The Regional

Municipality provided an updated database for the businesses in the year 1997. The 1997
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database did not include the number of employees in each firm, otherwise, it has the same
characteristics as the 1990 database.

Socioeconomic data represented by the household numbers, population size and
employment by place of residence for Ontario and the Hamilton CMA for the year 1991
and 1996 were obtained from Statistics Canada. The spatial distribution of the household
and population among the various census tracts is given. The economic data used in this
thesis is the transaction tables for firms in different industries in the year 1990. This was
also obtained from Statistics Canada. These transaction tables are for the province of
Ontario. However, for the sake of the model, these are scaled down to the level of
Hamilton-Wentworth. Methods for estimating the regional transaction tables from the

provincial accounts are discussed in the next chapter.

3.3.1 Extracting the employment data

Next the methods used to extract the required data to develop the model are
discussed. The focus of this section is a discussion of the method used to determine the
stayer firms-those that remained in the same location under the same SIC number
between 1990 and 1997. As mentioned earlier, the employment databases for both years
1990 and 1997 are characterized by the geographic location (x and y coordinates) and by
the SIC code. We made the assumption that firms, which maintained the same
geographical location with the same SIC number are the firms that remained in the same
place between 1990 and 1997. We will call these stayer firms. A script in the Visual

Basic 4.0 programming language was written by the author in order to compare the two
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databases and extract this type of information. The program was written in a way that
reads a record from the 1990 database then reads a record in the 1997 database. If those
two records match by the coordinates and the SIC number, the program saves the record
in an output file and removes it out from the original databases to count for duplicates. If
they do not match, the 1990 record is removed and a new record is compared with the
1997 record. This was done until the last record in both databases is checked. The
output of this process is a new database file with the number of remained firms between
time period 1990 and 1997. The script also enabled us to extract the gain firms at time
period 1997 by intersecting the resultant database of the remaining firms from the 1997
database.

ArcView 3.0a GIS was used in this section for two reasons. On the one hand, it
was use to break down the employment database by the type of industry. This was done
using the query builder in the database package of ArcView. The result is several
databases that correspond to the various types of industries of the economy. Table 3.1
lists the various types of industrial sectors with the SIC ids for each industry. On the
other hand, ArcView was used to aggregate the individual firms for each census tract.
The database that contains the x and y coordinates was superimposed on the census tract
GIS coverage and a link between the two coverages was established. Next a tool in
ArcView was used to aggregate the points that lie on each census tract. The result is a
new database with the census tract id and the total number of firms associated with that

tract. This is repeated for the various industrial sectors.
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Table 3.1 Industrial Sectors and the 2 digit Standard Industrial Codes

Industry SIC ID's
Other Industries 01-09
Manufacturing Industries 10-39
Construction Industries 40 - 44
Transportation and Storage Industries 45 - 47
Communication and other Utility Industries 48 - 49
Wholesale Trade Industries 50-59
Retail Trade Industries 60 - 69
FIRE Industries 70 -76
Business Service Industries 77
Government Service Industries 81 -84
Educational Industries 85
Health and Social Service Industries 86
Accommodation, food and beverage service Industries 91 - 92
Other service industries 96 - 99

3.3.2 Kernel Estimation

Visualizing trends in the data under investigation is an important part of a
modeling exercise. In order for us to develop an effective location model, it is important
to look at the trend in our data and try to observe any kind of clustering in the region. In
geography, there are many ways to visualize the data by producing different types of
maps. One simple way is to plot the points representing each firm on the map and look
for an evident trend. This is called a dot map where we look directly at the spatial
distribution of events (firms) in space to observe any kind of clustering. However, there
are more effective statistical methods to accomplish this. Kemel estimation, a well-
known method, enables the researcher to observe the clustering of events in a
geographical area. According to Bailey and Gatrell (1995) estimating the intensity of a

spatial point pattern is like estimating a bivariate probability density. More formally, if s
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represents a general location in R and s, s, ..., S, are the locations of the n observed

events then the intensity A(s) at s is estimated by

__ L 1 (6-s)
*O=50% 7"{ ” )

Where:

e k() - a suitably chosen bivariate probability density function known as the kernel,

which is symmetric about the origin.

e 7 - a positive parameter, called the bandwidth. It determines the amount of
smoothing. It is the radius of a disc centered on s within which points s will
contribute significantly to A.(s).

e J4s) - an edge correction function. It is the volume under the scaled kernel centered
on s that lies inside R.

The edge correction function is given as follows

5.(s) = L%){@) du

Figure 3.8 illustrates how the kernel estimation is obtained for a point pattern in region

R.
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Figure 3.8: (2) Slice through a quartic kemnel, (b) Kernel estimation of a point pattern.

Mn -

0.8 -

0.6 4

04 -

\
02- \

0 T T T T T T .\

0 0.5 1.0
distance

T

Figure 3.8: (a)

Study locastion
region

Figure 3.8: (b)



39

It is worth noting that the bandwidth 7 effects the intensity and thus the clustering pattern.

Therefore, it is the researcher who can determine what bandwidths will mostly suite the

data to get a better visualization of the trend. For the purpose of this research, kernel

estimates were achieved using the point pattern analysis "Splancs" library and the

"Spatial" module of the Splus 4.5 statistical package. Results of the estimation are shown

in Appendix A (Figures A.1 to A.25). Following are the major clustering trends shown

by the different firms in the different industries. More details are provided into Appendix

A.

e Manufacturing firms show high clustering in the harbor of Hamilton city and northern
part of Stoney Creek. Also clustering of these firms is evident in the Southeast part
of Hamilton.

e Construction firms show the same clustering trend shown by manufacturing firms.

e Transportation firms cluster in the northern part of the city of Hamilton especially in
the northeast part close to the Q.E.W highway.

e Communication firms cluster in the northwest part of Hamilton. Clustering is more
intensified in the core of the city.

e Wholesale Trade firms show the same clustering trend shown by manufacturing firms
e Retail Trade firms show high affiliation with the core of the city. However, retail
firms exhibits a more dispersed clustering pattern in areas occupied by population.

e FIRE firms are clustered in the CBD area and around it.

e Business firms follow the trend shown by FIRE firms. Clustering is highly at the core

of the city.
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e Govermnment firms cluster at the core of the city.

e Education firms show high clustering at the core. Also, education firms tend to locate
in populated areas.

e Health and Social insurance firms cluster at the core of the city and in close proximity
to it.

e Accommodation, food and beverage firms cluster at the core of the city and in close
proximity to it.

e Other services follow the pattern of clustering shown by most service firms by

locating at the core and in close proximity to it.

3.4 Employment location Model
3.4.1 Conceptual Framework

In this section, we introduce the conceptual framework and modeling approach
we will use to develop the employment location model. We will start by looking at the
general structure of the model and then explain the different components of it. The
model is developed as a mathematical program that predicts the employment at the
census tract level. Since employment is associated with firms, the objective is to predict
the location of firms and from that to infer the employment.

In this context, consider a zone i of the metropolitan area. Assume that change in
employment will take place between time periods ¢ and ¢ + /. At time period ¢ zone i
holds F firms. As we move in time from ¢ to ¢ + / change in employment will take place.

The change process is best described according to the following diagram:
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Time t F,-L moved out Time t +1
We have F;(t)firms —» Fi(t)- Fi" + F°
Zone i Zone i

FiG moved in

Figure 3.9 Change process in firms over time interval [t, t+1]
As can be seen from the chart, during the time period [z, #+1], Fi" firms moved out from
zone i. During the same period F;® firms moved in. The net change in the number of
firms at zone i at time ¢ + / can be thought of as a loss and gain process. The move out
from the zone is considered as a loss to that zone and the move into the zone is
considered as a gain to the zone. It becomes obvious that in order to develop a model
that accounts for the net change in the number of firms at time ¢ + / it is important to
model the two processes. In order to model these processes, it is important to understand
the reasons that drive a firm to move out from a zone or move into another. Firms move
out from a zone for three reasons: the first is the move out to relocate elsewhere in the
region, the second is the move out because the firm is bankrupted, and the third is the
move out to relocate in a different region. In the first, the firm looks for a new location
that will maximize its profit. In the second and third, the firm vanishes from the zone and
the entire region. The model will not differentiate between the three processes and treat

them as one-the loss of firms from the zone. Firms move into a zone for one explicit
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reason, profit maximization. Therefore, firms search the metropolitan area for a location
that will insure the maximum amount of profit.

The modeling process involves modeling employment both at the aggregate and
the disagregate levels'. Three different models for the different industrial sectors will be
developed. An Input-Output model will be used to predict firms between time ¢ and ¢ + /
at the aggregate level. Those have to be broken to the disagregate level. For this we
make use of the random utility theory and employ a discrete choice model like a logit
model, where we predict the probability that a firm in an industrial sector n will choose
zone i as its destination. This will account for the gain process that takes place between
time ¢ and ¢ + 1. The loss process will also be modeled by employing certain types of
regression models. These models then will be linked together to get totals of firms at the
census tract level. Finally, employment will be determined from those predicted firms as

we will see in the following section.

3.4.2 Modeling Approach - Mathematical Structure

Consider a metropolitan area divided into M zones. In this study the metropolitan
area is the Hamilton CMA and the zones are the census tract (CTs). Assume that the
economy in the region is divided into N sectors. Let F,"(?) represents the total number of
firms belonging to sector n of the economy in zone i at time t. One has to keep in mind
that the total number of firms at time t is the basis of the model and is used as an input for

the base year. Also define:

' We mean by the aggregate level the Hamilton CMA region, the disagregate level is the census tarct.



43

e F™(t t+1) — number of lost firms in sector n of the economy that was located at
zone i between time period t and (t + 1).
e F/™(t t+1) — number of remaining firms in sector n of the economy that are located
at zone 1 between the time period t and (t + 1)
e F/S(t +1) — number of firms in sector n of the economy that move into zone i at time
period (t + 1), those are firms gained at zone 1.
Then the total number of firms in sector n of the economy located in zone i at time period
t is:
F'w) =F™@ t+1) + FM™@, t+1) ..(3.1)
Also, the total number of firms in sector n of the economy located in zone i at time period
(t+1)is:
Fr+1) =F™@, t+1) + F'°@, t+1) ...(3.2)
All terms in equations 3.1 and 3.2 are previously defined. One can make all terms in
equation (3.2) represented in terms of the lost and gained by subtracting equation 3.2
from equation 3.1. The result is:
Fl+1) =F['(t) - FM @, t+1) + FC, t+1) ..(3.3)
Equation (3.3) represents firms at time ¢ + / in terms of firms at time ¢, lost firms and
gained firms. Given that firms at time ¢ are known, the objective becomes to predict the
lost firms as well as the gained ones. Once the lost and gained firms are determined, we
can use the average number of employment in each industrial sector AVE"(¢t+1) to get the
total number of employment in each zone. Finally, we can aggregate over all the

modeled sectors to get the total employment at zone i:



44

ME, =Y AVE"F/(t)- Y AVE"F (t,t+1)+ Y AVE"F/°(t,t+1) ... (3.4)

In equation (3.4) we will use regression analysis to predict the total number of lost firms
in each zone. This will be done for all the modeled sectors. As for the gained firms
term, a multinomial logit model will be used to estimate the probability that a firm in
sector n of the economy will choose zone i to locate at, that is P"(i). If we know the total
number of gained firms at time t + 1 F"°(t+1), then gained firms at zone i in time period t
+1 can be represented as a function of the predicted probability
FC@, t+1) = F*°t+1) P(i) ...(3.5)
The Input-Output model will be used to determine the total number of firms
F'(t + 1) at time t + 1 for each industrial sector n at the regional level. Given that we are
modeling firms in the different sectors of the economy, an input-output model is an
efficient tool that capture the linkages that exist between the different sectors of the
economy. Firms F"(2) at time ¢ in the region are basically the aggregates of all firms in all

zones, that is:

M
F'(t)=) F'(t)
i=1
Substituting for the value of F";(#) in equation (3.1) yields:

F'(t) = iF”’i(:,t+1)+f:F"ﬁ(z,t+1) ...(3.6)

i=1 i=1
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In the same manner, total firms F"(¢ + 1) at time t+1 are the aggregates of all firms in all

Zones:.

F't+1)= iF';(t +1)

i=1

Substituting for the value of F",(t+1) in equation (3.2) yields:

F'(t+1)= iF"‘:-(t,t+l)+iF"cf.(t,t+l) (3.7

i=1 i=1
Subtracting equation (3.7) from equation (3.6) yields:

F"t+D)-F"(t)= iF"G,.(t,t +1)- iF"’;(t,t +1)

Rearranging we get:

fF"‘;T(t,t +D) =F"(t+1)-F"(t) +iF,."L (t,t+1)

i=1

Or:

FS(t+1) =F"(t +1)-F"(t) + i F(tt+1) ...(3.8)

i=1

Using equations (3.8), (3.5) and (3.4) the total number of employment can be expressed
in terms of the modeled elements F"(t+1), P"(i), F{**(t,t+1). Thus, The general form of

the employment location model will be given according to the following equation:



ME (t +1)=) AVE'F'(t)~ Y AVE"F"(1,t +1)+ ZAVE"P"(i)(F"(t +)-F"(t) + fF"L,(t,t + 1)]

3.4.3 Exogenous Sectors of the Model

i=1

...(3.9)

We have seen from the previous section that employment at time t + 1 is a

function of the lost and gained firms (equation 3.3). That is, the lost and gained firms

represent the net change in employment at zone i between time t and t + 1. In this

context, it is crucial to look at the net change in the number of firms to determine which

sectors should be modeled and which should not. In other words, determine what the

exogenous sectors, if any, will be? The data extracted in section 3.3.1 can be used for

this purpose. Table 3.2 summarizes the total number of firms in both time periods. It

also provides the employment for the year 1990.

Table 3.2 Total Employment and Firms in the Hamilton-Wentworth Region

Industry Employment % Employment Firms  Firms % Firms %Firms
1990 1990 1990 1997 1990 1997

Other Industries 980 0.50 82 122 0.71 1.01
Manufacturing 51255 26.40 905 928 7.81 7.69
Construction 6781 3.49 633 509 5.46 4.22
Transportation 4054 2.09 157 152 1.35 1.26
Communication 4886 2352 119 145 1.03 1.20
Wholesale Trade 6830 3.52 445 462 3.84 3.83
Retail Trade 29826 15.36 3607 3426 31.13 28.40
All Services* 89377 46.04 5639 6321 48.67 52.39

* All services sector includes: FIRE, Businesses, Government, Education, Health and Social,
Accommodation, Food & Beverages and other services.

Table 3.2 shows that the services of all types and retail trade sector exhibit the highest

proportion of establishments in both years. These account for 31.13% and 48.67% for
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both sectors in the year 1990. For the year 1997, the total number of establishments in
retailing tends to decline by 2.73% where as services grows by 3.72%. Manufacturing
ranks third in terms of number of establishments. It can be seen that services, retail trade
and manufacturing plays the major role in forming an economic market and job
opportunity in the region. From the 1990 database percentages of total employment in
these three sectors are 46.03%, 15.36% and 26.40%, respectively. Thus, the three sectors
account for 87.79% of the total employment in the year 1990 in the region. With these
figures it becomes mandatory to model these sectors since they count for most of the
employment and establishments. Construction and transportation represent less than 5%
of firms and employment in the region, thus we will assume that these two sectors are
given exogenous to the model. In the services sector, the firms in the government
services and education services will also be given exogenously to the model. These firms
are not profit maximizing firms and thus do not follow the trend shown by other types of
firms in which profit plays the major role in the location decision. The percentages of
firms in government and education services are 1.95% and 3.6%, respectively.

The general structure of the employment model is given in Figure 3.10. As can
be seen, the modeling process involves predicting firms at both the aggregate level and
dissaggregate level. At the aggregate level, the input-output model predicts the total
number of firms in the region for each sector of the economy. Exogenous final demand
is used as input for the input-output model to predict firms at the regional level. At the
dissaggregate level, the move out firms model predicts the lost firms at the zonal level.

These are aggregated for each sector of the economy and combined with the results
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predicted by the input-output model. The result of this combination is the totals of new
and relocated firms in the region. Totals of new and relocated firms are used as input for
the destination choice model. The destination choice model is a model that predicts the
choice probability at the dissaggregate level. Once the choice probability is calculated at
the dissaggregate level, it is translated into the actual number of new and relocated firms
by multiplying the choice probability by the totals of new and relocated firms given at the
aggregate level. Results from the lost firm model are combined with the total number of
firms at the base year to yield the remained firms at the dissaggregate level. These are
combined with the new and relocated firms predicted by the destination choice model to
yield the total number of firms at the census tract level. Finally, firms are translated into
employment using the exogenous size of firms in each industry. Total employment at

census tract i is the sum of the modeled and exogenous employment.
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Figure 3.10 General Structure of the Employment Location Model
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3.5 Conclusion

The formal structure of an employment location model is introduced in this
chapter. Three models are proposed and linked together to form the components of the
model. The three models are the input-output model, the destination choice model and
the lost firms model. The spatial distribution of employment at the census tract level is
based on the spatial distribution of firms at the same geographical scale. Thus, the model
predicts firms and infers employment based on the redistribution of firms.

An empirical analysis was done to identify the sectors to be modeled. Results
have shown that manufacturing, retail trade and services industries forms more than 87%
of the total employment and firms in the region. Other sectors like transportation and
communication have less presence in the region. The percentage of firms in these two
sectors is 1.35% and 1.03%, respectively. This suggests that the redistribution of firms
in transportation and communication will not have a significant influence on the spatial
distribution of employment in the region and so will be given exogenously to the model.
Moreover, firms in the government services and educational services will be taken
exogenously in the model. Firms in these two types of services are not profit seeking

firms and thus do not behave in the same way other services firms do.



CHAPTER FOUR

ESTIMATION OF THE EMPLOYMENT MODEL

4.1 Introduction

In this chapter of the thesis we explore the methods used to estimate the
parameters of the different models discussed in the previous chapter. The input-output
model, the destination choice model and the lost firm model form the elements of the
employment location model. The input-output model predicts the total number of firms
in each industry at time ¢ + /. The destination choice model distributes the new and
relocating firms to the different census tracts of the CMA. The lost firms model predicts
those firms that are lost in each of the census tracts between time period ¢ and ¢ + /. The
models are then linked together according to equation (3.9) and the total employment of
each census tract is predicted.

The remainder of this chapter is organized as follows. First, we evaluate the
input-output model for the Hamilton-Wentworth region using the provincial input-output
transaction tables. Next, the elements of the destination choice model are introduced.
The model is based on the assumption that new and relocating firms search the

metropolitan area for a location that maximizes their profit. The method used here is

51
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similar in structure to the one proposed by Erickson and Wasylenko (1980), Shukla and
Waddell (1991), and Yarish (1998). Models are developed for firms in the different
economic sectors. Characteristics of the census tracts and firms are used as the
explanatory variables in the logit formula. Estimated coefficients associated with each of
the explanatory variables are shown. Finally, the lost firms model is introduced and
estimated. Different types of regression models such as simple regression and
Simultaneous Autoregressive models are employed. As in the destination choice model,
separate models for the different modeled sectors are developed and estimated. Results

are provided and discussed.

4.2 The Input - Output Model
4.2.1 The Basic Model - Firms at the Regional Level

The input-output model is used at the highest level of hierarchy in the
employment model. It attempts to predict the total number of firms at the level of
Hamilton-Wentworth. According to Miller and Blair (1985), such a model captures the
linkages between the economic sectors. Thus, input-output modeling is a proper tool for
achieving our goal.

The starting point of the model is a set of input-output accounts, which
summarizes all the flows of goods and services that occur within an economy. Each firm
in the economy is assigned to one of a mutually exclusive and collectively exhaustive set
of n production sectors (Anderson et. al., 1994). The basic logic of these accounts is that

the output of each sector is made up of two aggregate components: intermediate demand,



which is the sale of goods and services from one production sector to another, and the
final demand, which is the sales of goods and services for a final purpose such as
consumption, investment, export, or sales to the public sector. Correspondingly, the
expenditure of each sector can be divided into two components: intermediate
expenditures, which is the purchase of goods and services from other sectors, and the
value added, which includes payment to labor, capital(debt services and profits), and the
public sector (taxes). Table 4.1 demonstrates the general form of a typical input-output
transactions table.

Table 4.1 An input-output account table

Purchasing Sector Final Demand(Y) Total Output

1 2 ... i n C I G E (X)
1 Z]] Z]2 Zli . ZIn C] I] G] E] X]
2 Z1  Z22 Z)i - Zm C: oL G E X;

Selling
Sector i Zi] VA Zij ... Zjp Ci [, G,' E,‘ ‘X,
n Znl  Znj Zni sss. Znn Cn I, G, E, X
Value l W w; Wi . Wy We Wi Wg Wg /4
Added k k1 kz k, kn kc k,' kG kE K
t t; t A tc liw 16 - Tf T
X1 X; X; X, C I G M X

The table shows that for all sectors, the value of output and expenditures balance so that
the sum of all elements in a row (output) is equivalent to the sum of all elements in the
corresponding column (expenditure). In the input-output analysis the sum of rows is

important and is mathematically summarized as follows:
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% =Zz,j+y,., Jd=1,.,n .+.(4.1)
j=1

y,=c¢, +i,+g, +e, ...(4.2)
Where:
e x;- the total output of industry i
e z;- the amount of output of industry i sold to industry j (intermediate demand)
e y;- the final demand for the output of industry i
e ;- the consumer purchases
e ;- the investment
e g;- the government purchases
e ¢;- the net export, (the difference between the export of the outputs of sector i and the

imports of like goods).

The input-output model is known to be a demand driven model; that is, the total output of
sector i will change if the final demand changes. Hence, the model assumes the final
demand values to be given exogenously to it. One further assumption is built into this
model; technology remains constant. This can lead us to the definition of what is so

called the "technical coefficient”, which is defined as

a, =L ...(4.3)
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The technical coefficient represents the value in dollars of sector i output used as input in
producing one dollar's worth of sector j output. Based on the assumptions of exogenous
final demand and fixed sectoral technologies, a model can be specified to project the total
output of each sector as a function of its own final demand and the final demand of all

other sectors. Combining equations (4.3) and (4.1) yields:

n
xi=z al)'xj+yj i=1,2,..., n
Jj=1

This equation can be written in matrix form as:

X=4X+Y

X=1-4)"Y ...(4.9)
Where:
e X - an (n x 1) column vector representing the total output in each sector of the
economy.
e A -an (nxn)matrix having in its elements the technical coefficients of sectors.
e (I-A)”’ -the Leontief Inverse. ([is called the identity matrix)
e Y -an (n x I) column vector having in it the final demand in each sector of the
economy.
In many cases, the dollar value of sectoral total output may not ultimately be the
most important measure of the economic impact following a change in exogenous

demand. Total output requirements could be translated into coefficients of firm per dollar
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of sectoral output. Assuming that these coefficients are denoted by (f1, f>, ..., fn) then a
diagonal matrix of those coefficients can be constructed to have these coefficients on the

diagonal of the matrix as follows:

fi 0 0
0 0 /,

The total number of firms in each sector can be obtained by multiplying matrix F by the
total output we have in equation (4.4) as follows:

f=FX
or

[=F[I-4)"Y] ...(4.5)

The result is an (n x /) matrix with the total number of firms in each sector of the
economy. In the employment model, these sectors are the sectors that form the economy
of the Hamilton-Wentworth region. In conclusion, projections of the total number of
firms in each sector at the regional level can be achieved if we use the technical
coefficients, the firm coefficients, and the final demand at the regional level.

The input-output model proposed above suffer some shortcomings that prevent it
from being an effective tool in long-run projections. The assumption of fixed technology
ignores economies of scales in production and thus does not meet the scope of long-term

projections since technology changes over time. However, Miller and Blair (1985)
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suggest techniques to over come the technology problem persisting in the input-output
model. Among these is the "Marginal Input Coefficient Technique", Miller and Blair
(1985, page 274) and the "RAS Technique", Miller and Blair (1985, page 276).
Toyomane (1989) used discrete choice theory to model the change in the technical
coefficients that enables the input-output model to be used in long-run simulations.

The problem of the technical coefficient and change in technology in our model
will be handled exogenously through scenarios where the coefficient values should be

altered when required.

4.2.2 Evaluating the Input-Output Model

One of the obstacles confronting the design of an input-output model at the
regional level is the limitation of data. The model not only requires measures of output
and firms in individual sector but also measures of the degree of interaction between n’
sectoral pairs. Such data can only be obtained via costly surveys of individual businesses.
Fortunately, science tackles these obstacle by developing methods which enables the
researcher to estimate the local or regional data from National data. Statistics Canada
provides input-output transaction tables at both the national level and the provincial level.
For the purpose of our model, the transaction table is needed at the regional level. Thus,
we employ the data provided for Ontario (provincial data) to derive a transaction table for

Hamilton-Wentworth.



58

4.2.2.1 The Commodity-By-Industry Input-Output Accounts

Input-output transactions for the year 1990 for the province of Ontario were
obtained from Statistics Canada. However, the form of data came in a shape that is not
the same as the one we introduced in the previous section, which represents the
transaction table in terms of a square matrix, known as the square system because the
flow of money is given on the basis of flows between industries. Therefore, the system is
a square matrix of industries by industries in dimension. This type of system, represented
by a square matrix, does not account for secondary production (commodities) which is
important and affects the economic system (Miller and Blair, 1985). Most modern
surveys overcome this problem by constructing what is called the rectangular system. In
this system rather than having one square matrix, we have two matrices: the make matrix
and the use matrix. The rows of the make matrix (also called the production output
matrix) are the commodities produced by industries in the economy, whereas the columns
describe the industry sources of commodity production. The diagonal elements of the
make matrix are the primary products (which define the industries in the first place)
while the off-diagonal elements are the secondary products. However, the matrix does
not provide a complete picture of the inter-industry activity in an economy since inputs to
an industry production process includes not only commodities but also value-added as
described in section 4.2.1. In order to complete this picture of sources and disposition of
industry output, another matrix is constructed, this is known as the use matrix. It records
the commodity inputs to an industrial process to form a complete transaction system with

the make matrix. The new system of transaction accounts will take the following form:
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Table 4.2 Summary of commodity and industry accounts

Commodities Industries Final Demand  Total Output
Commodities Use Matrix E 0
U (mx1) (mx1)
(mxn)
Industries Make Matrix X
14 (nx1)
(nx m)
Value Added w
(I1xn)
Total Inputs o' X'

Note: The term "m" stands for the rmmerof commodities in an economy, "n" stands for the
number of industries

In the table, V is the make matrix, an element v; represents the amount of commodity j
produced by industry i, U is the use matrix, an element u; represents the amount of
commodity i bought by industry j, E is the vector of commodities deliveries to the final
demand, W is a vector of industry value-added inputs and X is a vector of industry
outputs as defined in equation (4.4). This new system of industries and commodities can
be manipulated through linear algebra to yield the same system presented in equation
(4.4).

In table 4.2, we can normalize the make matrix V by its column sum resulting the

fraction of total production of commodity j in the economy produced by industry i:



60

where dj; is referred to as the commodity output proportion. In matrix notation the
equation is as follows:

D=vQ’
Or

V=DQ ...(4.6)
D is of dimension (n x m) corresponding to » industries by m commodities. In equation
(4.6) we assume that industries are fixed, so we are assuming that the total output of a
commodity is provided by industries in fixed proportions; this is often referred to as an
industry-based-technology assumption. Recalling the definition of the technical
coefficient in the base model (equation (4.3)) in terms of industry-by-industry, we can

define a similar coefficient in terms of commodity-by-industry as follows:

Here, b, is the dollar's worth of commodity i required to produce one dollar's worth of
industry j's output. In matrix terms the above equation is represented as:
B=UXx' .(47)
In the first row of Table 4.2 we can see that the total output of a commodity i is the sum
of that commodity consumed by industries in the economy plus any sales of that
commodity to final customers, that is:
Qi=uiptup+t ... tunt+E;

In matrix notation, this is represented by:
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Q=U+E
Using the value of U from equation (4.7) we get:

O=BX+E ...(4.8)
In the table the total output X associated with each industry can be expressed in terms of
the make matrix since X= V,. Substituting for the value of ¥ in equation (4.6) by X
yields:

X=DQ ...(4.9)

Substituting for the value of Q from equation (4.8) into equation (4.9) yields:

X=D[BX+E] ...(4.10)
Manipulating equation (4.10) yields:
X-DBX=DE
or
(I- DB)X =DE
or
X=(-DB)" (DE) ..(4.11)

The final demand of commodities, E, can be redefined in terms of industry output as
opposed to commodity output. An element of the matrix D that was defined earlier gives
the proportion of commodity j produced by industry i so that

Y =d; E;

And in matrix terms
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Y=DE ...(4.12)
The term DB is a matrix of (# x n) in dimension, which represents the technical
coefficient matrix of an #’ interaction industrial pairs. If we let the term DB = A and
substitute for the value of ¥ from equation (4.12) into equation (4.11) the result is
X =(I-A)" ¥ which is the square model we introduced in equation (4.4).

Given both the use matrix and the make matrix for the Province of Ontario for the
year 1990, we can apply the technique described above to form the square system from
the rectangular system. The matrices D, B and E are prepared and matrix algebra is
applied to get the values of 4 = DB and ¥ = DE. The results are shown in tables 4.3a and

4.3b.

Table 4.3a 1990 technical coefficients (4 = DB) for Ontario, Canada

Sector] Sector2 Sector3 Sector4d Sector5 Sector6 Sector7 Sector8

_—— e —— — e
Sectorl 0.40476 0.29736 0.12147 0.03433 0.04925 0.03265 0.03139 0.28195
Sector2 0.00395 0.00100 0.02586 0.01930 0.00221 0.00403 0.01862 0.00505
Sector3 0.00615 0.00314 0.12080 0.00990 0.01467 0.00794 0.00234 0.20828
Sector4 0.01965 0.00337 0.02673 0.05008 0.03170 0.04425 0.03016 0.03676
Sector5 0.03125 0.04646 0.02287 0.00608 0.01220 0.00482 0.00639 0.04377
Sector6 0.00578 0.01685 0.00837 0.00534 0.00289 0.00454 0.00525 0.02680
Sector7 0.04521 0.09087 0.10348 0.07574 0.10966 0.14045 0.14781 0.11992
Sector8 0.13909 0.03484 0.04501 0.07393 0.07321 0.06896 0.04822 0.07083
e e —
Table Key:

Sector 1 = Manufacturing

Sector 2 = Construction

Sector 3 = Transportation

Sector 4 = Communication

Sector 5 = Wholesale Trade

Sector 6 = Retail Trade

Sector 7 = All Services
Sector 8§ = Other sectors
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Table 4.3b 1990 final demand (Y= DE) for Ontario, Canada

Industrial Sector 1990 Final Demand

Manufacturing 58165038.03
Construction 33105460.15
Transportation 3863158.28
Communication 7292943 .40
Wholesale Trade 14485872.57
Retail Trade 21131396.68
All Services 74854921.15
Other sectors 3606635.35

4.2.2.2 Location Quotients and Regional Estimates

Tables 4.3a and 4.3b gives the technical coefficient matrix and the final demand
corresponding to each sector of the economy at the provincial level. However, the same
matrices are required at the regional level in order to apply the system introduced in
equation (4.4) for the study area. A method called the “location quotients technique” is
used to get figures at the regional level. The values are based on local sectoral
employment data. These will be used to calculate location quotients for sector i in region

¥ as:

_EJIE
E!/E”

LO! ...(4.13)

Where E; and E; are sector i's employment at the local and provincial levels respectively
and E " and E ” are total employment at the regional and provincial levels respectively. In
other words, the location quotient is the ratio of sectors i's employment share at the local
level to its employment share at the provincial level (Kanaroglou et. al., 1998). If the

location quotient is greater than 1, sector i has a strong presence in region 7, and as a
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result, it should be able to meet all local intermediate demand. The basic rule adopted is
to set local technical coefficients to the provincial value in those cases where the location
quotient is greater than 1, and to scale it down proportionately in those cases where the
location quotient is less than 1. For this, the adjusted regional technical coefficients in

terms of the adjusted location quotients become:

al(LQ!), if LQJ <1 ...(4.14)
a. =

" ay, if LO/ 21
Location quotients for all sectors at the regional level were calculated using the sectoral
employment for both Hamilton-Wentworth and Ontario. Employment data for Hamilton
were obtained from the 1990 employment survey. The data for the province of Ontario
were obtained from the 1991 census data. The results in Table 4.4 show that
manufacturing and retail trade are more localized at Hamilton-Wentworth with their
employment location quotients being greater than 1.

Table 4.4 Employment location quotients for Hamilton-Wentworth

Sectors E; E; LO/ a; Concentration in the region
Manufacturing 942995 51255 1.54 a; More Localized in the region
Construction 358890 6781 0.54 LQ/ xa;” Less Localized in the region

Transportation 187830 4054 0.61 LQO/ x a,-jP Less Localized in the region
Communication 188630 4886 0.74 LQO/ x aijP Less Localized in the region
Wholesale trade 233910 6830 0.83 LQ/ xa;’  Less Localized in the region
Retail trade 700925 29826 1.21 aj’ More Localized in the region
Services 2632485 89377 0.96 LQ/ xa;”  Less Localized in the region

Other Sectors 265570 980 0.10 LQ/ x a,-jP Less Localized in the region
——— e ————
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Other sectors show less localization at the region and so they can not meet all the local
intermediate demand. In the later sectors, the provincial technical coefficients are scaled
down to meet the regional requirements. Using the values of the regional location
quotients and the technical coefficients from Table 4.3a we can calculate the technical
coefficient matrix for Hamilton-Wentworth region. The results are provided in Table 4.5.
Although the final demand in the input-output model should be given exogenously to the
model, we took the task of computing the final demand corresponding to each sector for
Hamilton-Wentworth region for the year 1990. This is done to form a compatible system

that will match the figures at provincial level.

Table 4.5 Evaluated technical coefficient matrix for Hamilton-Wentworth

Sectorl Sector2 Sector3 Sectord Sector5 Sector6 Sector7 Sector8

Sectorl 0.40476 0.29736 0.12147 0.03433 0.04925 0.03265 0.03139 0.28195
Sector2 0.00212 0.00053 0.01387 0.01035 0.00118 0.00216 0.00998 0.00271
Sector3 0.00376 0.00192 0.07401 0.00607 0.00899 0.00487 0.00143 0.12761
Sector4 0.01445 0.00248 0.01965 0.03682 0.02331 0.03253 0.02218 0.02703
Sector5 0.02590 0.03851 0.01896 0.00504 0.01011 0.00399 0.00529 0.03628
Sector6 0.00578 0.01685 0.00837 0.00534 0.00289 0.00454 0.00525 0.02680
Sector7 0.00435 0.00875 0.00997 0.00730 0.01057 0.01353 0.01424 0.01155
Sector8 0.01457 0.00365 0.00471 0.00774 0.00767 0.00722 0.00505 0.00742

Note: The sectors listed in this table are the same as those in table 4.3a

In order to calculate the regional final demand we first calculate the total output at the
provincial level using equation 4.4. The total output for sector i at the regional level X', is

evaluated by assuming that the ratio of regional employment to provincial employment in
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sector i equals the ratio of the regional gross output to the provincial gross output for that

specific sector as follows:

And so:

E

Where all terms are previously defined. The above relation is based on two important

assumptions. The first suggests that the total output of a certain sector i/ depends on the

labor supply given in that sector. This relation is true at both the regional level as well as

the provincial. The second assumption is that the supply of labor for production at the

regional level is of the same magnitude as the supply at the provincial level. The above

assumptions also suggest the same level of productivity in the different regions of the

Province of Ontario. Computed values of both the total output and final demand for

Hamilton-Wentworth are shown in Table 4.6.

Table 4.6 Total sectoral output and final demand for Hamilton-Wentworth

Sector

Gross Output Final Demand
—_——— .- ——

Manufacturing
Construction
Transportation
Communication
Wholesale trade
Retail trade
Services

8086712.32
699442.64
347176.76
479580.45
707336.48

1051108.10

3939548.41
145982.99

4312870.39
629268.61
250966.68
194477.62
424379.00
955653.25

3811703.83

0.00

Other Sectors
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Finally, firm coefficients are calculated based on the total output given in Table
4.6 and the number of establishments we extracted from the 1990 regional employment
database. The results are shown in Table 4.7.

Table 4.7 Firm coefficients for the different sectors in the year 1990

Sectorl Sector2 Sector3 Sector4d Sector5 Sector6 Sector7 Sector8
—_———— e e — e s
0.00011 0.00072 0.00043 0.00030 0.00065 0.00325 0.00156 0.00083

It is worth noting that secfor?7 in all the tables above represents all service sectors. This is
the case since the tables provided by Statistics Canada are at the L-Level of aggregation
(The Input-Output Structure of the Canadian Economy, 1989) where all types of services
are grouped as one sector. However, not all of these sectors are modeled as indicated
earlier. Therefore, once the total firms in each sector is predicted according to equation
(4.5), number of firms in sector? are adjusted to fit the modeled sectors. This is done by
subtracting the number of firms in both the "government service" sector and
"educational" sector at time ¢ + / from the figure we obtain from equation (4.5) and that
corresponds to sector7. This yields the total number of firms for the modeled services

sectors at time ¢ + 1.

4.3 The Destination Choice Model

In this section we discuss the method used to construct the destination choice
model. This part of the employment model is used to project the gained firms at zone i at
time ¢ + /. Gained firms include new firms established between ¢ and ¢ +  and chose to

locate at census tract i, as well as those that moved into census tract i from elsewhere in
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the region. Moreover, the choice of location is considered to be behavioral, where firms
tend to locate at the site that will maximize their profit. In this context, discrete choice
theory can be employed to develop the model and carry out the task of predicting the
choice.  Next, we introduce the concept of the discrete choice theory that gives the
multinomial logit model its general form. The discussion then focuses on destination
choice models. The model we aim to develop is similar in structure to the theory
proposed by Yarish (1998), Shukla and Waddell (1991) and Erickson and Wasylenko
(1980). The definition and hypothesis of the explanatory variables in the multinomial
logit model are presented. Finally, the parameters associated with the variables are

estimated and results are presented and discussed.

4.3.1 Discrete Choice Theory

Ben-Akiva and Lerman (1985) identify the basic problem confronted by discrete
choice analysis as the modeling of choice from a set of mutually exclusive and
collectively exhaustive alternatives. McFadden (1975) uses the principle of utility
maximization to provide a complete model of individual choice. He defines the utility of
individual n facing choice i as a function of two types of variables: attributes of the
choice alternative and characteristics of choice makers.

Uru' = U(xm', Sn.)
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Where x,; are the attributes and s,; are the characteristics. In the principle of utility
maximization the decision-maker' is modeled as selecting the alternative with the highest
utility among those available at the time the choice is made. An operational model
consists of parameterized utility functions in terms of observed independent variables and
unknown parameters. The values of these parameters are estimated from a sample of
observed choices made by decision-makers when confronted with the choice situation.
Since it is impossible to specify and estimate a discrete choice model that will always
succeed in predicting the chosen altematives by all individuals the concept of random
utility is used.

The true utility of the alternatives are considered random variables, so the
probability that an alternative is chosen is defined as the probability that it has the
greatest utility among the available alternatives. The choice probability is derived by
assuming a joint probability distribution for the set of random utilities. Ben-Akiva and
Lerman (1985) identifies four different sources of randomness that effect utility function.
The first is the presence of unobserved attributes. Here, the analyst does not have
complete information about the attributes affecting the decision. The second source of
randomness is the presence of unobserved taste variation among decision-makers. The
third source of randomness is named by measurement errors of attributes and imperfect
information. The fourth source of randomness is the instrumental errors. In this case the
analyst does not have a complete information about the variables related to the actual

attributes.

! The decision-maker might be an individual person, a household or a firm.
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Based on the previous four sources of randomness, the random utility of an
alternative can be represented as the sum of two components:
1. A systematic (or deterministic) component V(x,;, Sn;)
2. A random component (or disturbance) that captures additive effects of unobserved

characteristics of individuals and alternatives &(x,;, s») (Daganzo, 1979)
Mathematically, the utility can be written as follows:
Uni = V(xni, Sny) + &(%ni, Sni) ...(4.15)
If we assume that individual n is going to choose alternative i from a set of discrete
alternatives J,, then the probability that alternative i is chosen is the probability that the
utility of alternative i exceeds the utility of all other variable alternatives. Thus,
Ppi = Pr(Uy> Uy for all i #j)

The multinomial logit model is derived under certain assumptions about the joint
distributions and the disturbance. If we assume that the disturbances ¢ are independently
and identically distributed and follow a Gumbel distribution, the probability can be

worked out to get the following formula:

e Vni

P,(i))=

S

=

...(4.16)

This equation is the general formula of the multinomial logit model. More complicated
forms of the probability can be obtained if other assumptions on the joint distributions

and the disturbances are assumed. One well known assumption is that the disturbances &
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are normally distributed and dependent resulting in correlations across the errors (Yarish,
1998). This is known as the probit model. Unfortunately, the equation of the normal
distribution is complex and makes estimation difficult. Equation (4.16) is easy to handle
and estimation of the parameters that form the utility function can be easily achieved via
maximum likelihood estimation.

The basic assumption of the multinomial logit model is the "Independence from
Irrelevant Alternatives" 11A property. The principle states that the ratio of probabilities
of choosing one alternative over another is unaffected by the presence or absence of any
additional alternative in the choice set. The IIA property assumes that the random
elements in the utility function are independent across alternatives (Ben-Akiva and
Lerman, 1985). This independence from irrelevant alternatives provides a
computationally easy model that allows the elimination or addition of alternatives in the
choice set without re-estimation (Yarish, 1998). However, the logit model will
overpredict the choice probability if two altermatives are identical or very similar in terms
of their characteristics. In such a case the disturbance of both alternatives will tend to be
correlated with each other which might lead to biased estimates of the modeled

parameters.

4.3.2 Intrametropolitan Location of New and Relocating Firms
In this section we present the theory proposed by Yarish (1998), Shukla and
Waddell (1991) and Erickson and Wasylenko (1980) to model the intrametropolitan

location of firms. New and relocating firms are those firms a census tract gains between
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time t and t + 1. Relocating firms can be thought of as totally new firms since both new
and relocating firms tend to locate at the site that will maximize their profit. Thus, firms
are modeled based on the assumption that they search the metropolitan area to locate at
the site that will ensure the maximum profit. Shukla and Waddell (1991) believe that a
firm location decision is motivated as an outcome of the following maximization problem
over possible locations i
Maximize [PF(X;, L, Z) - P, X;- R; L;]
Where:
e X;- the purchased non-land
e ;- the land inputs
e Z; -a vector of non-purchased inputs having to do primarily with various type of

access opportunity as spatial agglomeration attributes
e P - the free on board (f.0.b) output price
e P, -the price of variable inputs such as labour and capital price
e R;-the land price
The prices P and P, are assumed invariant with location within the metropolitan area,
while the land price R; varies spatially. The firm chooses the optimal quantities of X;, L;,
and Z; so that an indirect profit function in factor prices and non-price attributes of
location i can be specified (Shukla and Waddell, 1991):

Ui = U(P,PxR;Z)

If firms of any type face the same non-land prices within the urban area and that the input

employment is governed by technology considerations, then the prices P and P, can be
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considered as constants and the above function can be summarized as the industry
specific formulation of the maximum profit attainable by a firm in industry type n at
location i

Uin = Vin(Ri, Z) + &in ...(4.17)
A firm in sector n of the industry locates in j provided that profits are highest there, that is
U; = max U; for all i. This profit maximizing selection can be cast as a random utility
process subject to stochastic error. Assuming that the error term ¢, follows a Gumbel
distribution then equation (4.17) becomes identical to equation (4.15). This gives the
formulation of the logit model-equation (4.16). In this case »n represents any firm in

industry » and i represents a census tract to be chosen.

4.3.3 Explanatory Variables and Hypothesis

For this study the choice set for the logit model is the set of 116 census tracts that
form the Hamilton-Wentworth region. n represents the following modeled sectors:
manufacturing, construction, wholesale trade, retail trade, and certain services of the
economy. Given that we have five sectors and 116 census tracts to be modeled, our task
is to specify and estimate five MNL models, one for each of the modeled sectors where
the number of choices facing the individual (firm) is 116. Next we define the explanatory
variables of the logit model. These are the major elements in the logit formula, which
give it the power to predict. It is crucial to specify a good selection of variables that will
enable the model to do a good job in forecasting the choice decision. Recalling equation

(4.17) one can see that the logit formulation depends on land inputs. In our case the land
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inputs is reflected by the characteristics of each census tract. Moreover, characteristics of

firms are used in some of the modeled sectors, as we will see next.

4.3.3.1 Dependent variable specification

In order to model the sectors, we define five multinomial logit models, one for
each industry. The dependent variable represents the proportion of gained firms in each
census tract between time t and t + 1. The number of gained firms in each tract from the
total number of new and relocating firms in the region is used to represent the choice.
This approach is used to model the manufacturing, construction and wholesale sectors.
In this case we are using group data to represent the dependent variable. However, this is
not the case for retail trade and the services sectors. In the later, individual data
representing the gained firms at each census tract is used to designate the dependent
variable. The locational pattern of firms is used to identify the types of firms and thus
enables us to use individual data. Kernel maps for firms in the subsectors of each of the
modeled sectors are produced. The maps are presented in Appendix B with an analysis
of the locational pattern. The results show that different types of firms within
manufacturing, construction and wholesale trade sectors show the same general
locational trend, thus, no distinction between the different types of firms within the one
sector can be made based on the locational pattern. Firms within retail trade and service
sectors show a diverse locational pattern, thus, categorical variables are assigned to the
different types of firms to identify the firms' type. The identification of the types of firms

allows for using individual data to represent the dependent variable in the logit model.
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4.3.3.2 Independent Variable Specification

As mentioned earlier, we are modeling the choice of firms at the census tract
level. The linear-in-parameter form is specified for all the systematic utilities. The
independent variables used are shown in Table 4.8. Characteristics of the census tracts
and firms are used to represent the utility function. In the model we account for several
factors that we think would effect the location choice of the firms. These are structural

variables, control variables, agglomeration variables and categorical variables.

4.3.3.2.1 Structural Variables

Structural variables are used to reflect the structure of the urban area in terms of
the general form. Distance to the CBD is considered to be an important factor that affects
the location of firms. The CBD or the core is traditionally known as the commercial
heart of the urban area. If firms tend to locate in close proximity to the CBD, we then
observe a centralization tr\énd. In contrast, a decentralization trend takes place where
firms try to escape the core of the city and locate in the fringes. In this context, it
becomes important to test for this type of variable to see if firms of certain industries try

to escape the core and enjoy the amenities of locating in the suburban areas.
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Table 4.8 Explanatory variables used in the logit models

I - Structural Variables

CBDPRO Linear distance from the census tract centroid to the center of the zone
containing the Central Business District (CBD) Area
LNCBDPRO Natural logarithm (log) of CBDPRO

HWYPRO Dummy variable = 1 if a highway or an express way pass by or
intersect the zone, 0 otherwise
MALLPRO Dummy variable = 1 if a mall drops in a census tract or lie in

proximity to a census tract, 0 otherwise

II- Control Variables
HHLDDENS Household density in a census tract (HHLD/Sq. Km)

POPY%6 1996 population size at the census tract
MLAND Dummy variable = 1 if a census tract land use is manufacturing, 0
otherwise.

III- Agglomeration Variables

MCTW EMPA Accessibility to employment in manufacturing, construction,
transportation and wholesale trade industries

RS EMPA Accessibility to employment in retail trade and services

S EMPA Accessibility to employment in services

IV- Categorical Variables

RCATI Categorical variable = 1 if a firm is in SIC60, SIC64 or SIC65, 0
otherwise

RCAT2 Categorical variable =1 if a firm is in SIC62 or SIC63, 0 otherwise

RCAT3 Categorical variable = 1 if a firm is in SIC61 or SIC62, 0 otherwise

SCATI Categorical variable = 1 if a firm belongs to FIRE or Business, 0
otherwise

SCAT2 Categorical variable = 1 if a firm belongs to Health & Social,

Accommodation, food & beverages and Other services, 0 otherwise

The linear distance from the centroid of each census tract to the centroid of the
CBD zone is calculated using TransCAD 3.1 GIS system. The census tract coverage is

modified to include the CBD zone to it using ArcView GIS. The modified coverage is
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then imported into the TransCAD GIS to calculate the aerial distance in Kilometers from
the CBD. Distance from the CBD is included in all of the five models. For some
sectors-Retail trade and Services-the natural logarithm of the distance is used rather than
the distance itself, as it displays better statistical properties in terms of significance. The
hypothesized sign of the parameter associated with this variable is negative indicating
high affinity to locate at the core.

Distance from the CBD is not the only structural factor that drives the decision of
location in the urban area. Firms might find it more suitable to locate in close proximity
to shopping malls if this guarantees a higher profit. This type of clustering around malls
is an observable trend in the Hamilton-Wentworth context. Figure B.22 and B.23 show
that certain retail firms in SIC61 and SIC62 show the tendency to cluster in and around
malls. Therefore proximity to malls in the region for these types of firms does influence
the locational decision. For these types of firms proximity to malls MALLPRO is
included as an independent variable. This is represented as a dummy variable that holds
the value 1 if a tract contains a mall in it or neighbors a tract that contains a mall,
otherwise it is 0. The hypothesized sign of the MALLPRO is positive indicating the
preference of locating in proximity to malls.

Highway and Expressway accessibility plays a major role in the location decision
since it affects decentralization. Simmons et al. (1998) argues that the decentralization of
the commercial market is accompanied by decentralization of commercial activities along
major arterials. This suggests that proximity to highways and expressways is a factor that

might attract firms to locate on land accessible by car. Highway and Expressway
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proximity is also portrayed as a dummy variable that holds the value 1 if a highway or an
expressway passes through or intersects a census tract, and 0 otherwise. This was
prepared through the Spatial Analyst of the ArcView GIS system.  For our purpose,
highway proximity is used in all the logit formulas. The hypothesized sign for this
variable is positive suggesting high likelihood of locating near highways and

EXpressways.

4.3.3.2.2 Control Variables

Control variables are variable that regulates the spatial distribution of firms in the
region. These include population size and household density by census tract. The first is
used to test the effect of population size on the location decision since certain types of
firms are expected to follow population and others tend to avoid expensive inhabited
land. Retail trade and service sectors are expected to follow population since they are
population-oriented. Kernel maps for certain retailing and service firms (see Appendix
B) show this type of trend when compared with the population map in Figure 3.4.
Population size is also used to capture the aspect of urbanization in the region. The
hypothesized sign of this variable is positive showing the tendency to follow population.

Household density is used as a surrogate to capture the effect of newly developed
land and its influence on location decision. It is also used to capture the effect of
decentralization in the region. Figure 3.3 shows the household density in terms of low,
medium and high density. The core of the city exhibits the highest household density.

Other parts of the city of Hamilton such as the lower part as well as the northern part of
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the mountain escarpment have the medium density. The outer strips of the CMA exhibits
the lowest household density. It becomes clear that household density is a good proxy for
newly developed land when looking at the spatial trend it shows in the region. Other
things being equal in the logit model, the amount of newly developed land is used to test
the locational decision choice in the peripheries versus locating at the core. The core of
the city exhibits the highest amount of population reflected by the high household density
in this part of the CMA. With development taking place, population is expected to
occupy land in the periphery of the CMA.

However, this would have lower household density in the short run than that of
the core given that the land area of the census tracts in the periphery are larger as shown
in Figure 3.2. Thus for those new and relocating firms that seek to follow development
and exit the congested core, it is expected that locating at the periphery would be a
favorable choice. This choice is portrayed in two ways. First, by locating at periphery
the firm will form a new accessible market for the clients at these areas. In particular,
this is expected for firms in retailing and services. Secondly, the firm will benefit from
paying less rent for land in these areas. This is expected for all types of firms. In both
cases, the firms are able to earn a higher profit. Thus, the likelihood of locating at these
areas is expected. The hypothesized sign for the HHLDDENS variable is negative
indicating the attractiveness to land with lower household density, which will reflect the
decentralization of employment in the region.

Land use by type is another factor that might influence the location decision of

firms. It intends to test for the effect of specialization at certain locations of the region.
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However, land use data were not available for commercial establishments. The only type
of land use data available is the land uses in manufacturing industries given in Figure 3.6.
Manufacturing land use is identified since this type of land use tends to specialize at
certain locations of the CMA. Thus, for the manufacturing MNL model land use is taken
into consideration to see what is the effect of land use specialization on the decision of
location. The hypothesized signs for this variable is positive indicating the favor of

locating on specialized land.

4.3.3.2.3 Agglomeration Variables

Agglomeration variables are used to capture the effect of agglomeration
economies on the location decision. Selting et al. (1995) argue that agglomeration
economies are instrumental in explaining firm location. According to Yarish (1998),
agglomeration economies are locational advantages gained by firms when choosing to
locate and cluster in large metropolitan cities over smaller towns. There are several ways
to represent the effect of agglomeration economies in a model. One simple way to create
an agglomeration index is to sum the proportion of firms in different industries with
respect to the total number of industries. This was proposed by Wheaton and Shishido
(1981) where they used this type of agglomeration measure to test the assumption that
heavy concentration of industries is equivalent to industries being tightly interwoven; that
is, they exhibit strong forward and backward linkages. So locating together helps capture

the external benefits of agglomeration.
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Selting et al. (1995) suggest that clusters of firms can be obtained by using
correlation coefficients or factor analysis. However, they argue that correlation expresses
geographical tendency rather than functional association since consistent spatial
associations do not imply that there are economic linkages between sectors. To
overcome this type of deficiency input-output analysis can be used. The flow of money
from one sector to the other in an input-output table can give a more precise idea on the
type of linkages that persist among the different sectors. Those sectors with higher flows
tend to interact more than those with low flows. On this basis, firms in sector i that
interact mostly with firms in sector j might find it useful to locate in proximity to those
firms to minimize transportation cost.

Gravity models as a spatial interaction measurements was suggested by both
Selting et al. (1995) and Shukla and Waddell (1991) to measure agglomeration of
economies the zonal level. This measurement can be represented as an accessibility
measure to certain zone to capture agglomeration forces influenced by other firms in the
surrounding neighborhood. We took the task of measuring agglomeration economies in
terms of what has been presented above to define suitable agglomeration variables to use
in the different logit models. Correlation coefficients of the number of firms locating at
the census tracts for each pair of the sectors in the economy are calculated. However due
to the fact that some tracts are small in size the weighted average number of firms in a
tract was used instead of the actual number of firms in that tract. This average is
calculated by counting the number of firms in a tract and the surrounding tracts and then

dividing by the total number of counted tracts. The reason why this kind of measurement
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is attained is because we want to capture the effect of the nearest neighbor that may
persist for small census tracts. The results of this calculation indicate that there are
agglomeration economies in the region. The figures in Table 4.9 show that
manufacturing  industries interact highly with construction, transportation,
communication and wholesale trade. However, wholesale trade firms interact the most
with manufacturing having a correlation value of 0.94. Also firms in construction
correlate with firms in transportation and wholesale trade. All of the previous firms show
a weak affiliation with retail trade and services firms. Retail trade firms show high
affiliation with service firms and vise-versa.
Table 4.9 Correlation coefficient of the "weighted average number" of firms in census

tracts

Sectorl Sector2 Sector3 Sectord Sector5 Sector6 Sector?
Sectorl 1.00 0.86 0.71 0.63 0.94 0.51 0.39

Sector2 1.00 0.68 0.46 0.89 0.58 0.42
Sector3 1.00 0.64 0.81 0.27 0.31
Sectord 1.00 0.73 0.40 0.18
Sector5 1.00 0.47 0.33
Sectoré 1.00 0.74
Sector7 1.00

Sector]= Manufacturing, Sector2 = Construction, Sector3 = Transportation, Sectord =
Communication, Sector5= Wholesale Trade, Sector6 = Retail Trade, Sector7 = Services

The result of the correlation coefficient can also be achieved by looking and
comparing the kernel maps we produce for the different sectors in Chapter 3. The results
of the input-output table indicate some of the correlations between sectors but with some

discrepancies. The actual figures in the input-output table are calculated from the
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technical coefficient matrix and total output we evaluated in section 4.2. The results are
summarized in table 4.10. In the input-output framework, firms in sector i will tend to
locate in proximity to firms in sector j if this helps minimize the cost of transportation.
This kind of assumption suggests that the purchasing sector will tend to locate in
proximity to the selling sector to enjoy the benefit of agglomeration and minimize the
cost of transportation.

Table 4.10: 1990 transaction table for the Hamilton-Wentworth region

Sector] Sector2 Sector3 Sectord Sector5 Sector6 Sector7

Sectorl 3273226 207992 42173 16468 34836 34320 123666
Sector2 17159 376 4817 4965 840 2275 39347
Sector3 30481 1347 25696 2912 6359 5119 5665
Sector4 116861 1737 6824 17662 16488 34200 87384
Sector5 209490 26936 6584 2417 7157 4204 20873
Sector6 46757 11788 2907 2565 2047 4775 20702
Sector7 35238 6126 3463 3501 7476 14229 56124

Sector]= Manufacturing, Sector2 = Construction, Sector3 = Transportation, Sectord =
Communication, Sector5= Wholesale Trade, Sector6 = Retail Trade, Sector7 = Services

Table 4.10 indicates that the flow of money from the manufacturing sector is directed
towards the construction sector and the wholesale trade sector. Also manufacturing tends
to interlink with its own sector, this result is expected since sub-sectors within the one
sector might agglomerate within the same area for the same reasons discussed above.
Thus, firms in manufacturing will tend to agglomerate in close proximity to other
manufacturing firms, and firms in construction and wholesale will tend to cluster around
manufacturing firms. As for the construction sector, it pours money into the

manufacturing sector, transportation and communication sectors. This suggests that firms
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of these types will tend to cluster in close proximity to construction firms. Wholesale
trade interlinks with manufacturing. The flow of money from this sector into the
manufacturing sector is the highest. Additionally, wholesale money flow into the
construction direction. Again, this implies that firms in manufacturing and wholesale
sectors locate in close proximity to construction firms. Retail trade firms show the
tendency to direct money into the services sector, the manufacturing and construction
sectors. However, this is not compatible with the results from Table 4.9 or the kernel
maps (Figures B.17 - B.27 in Appendix B) for these sectors. Table 4.9 and the kernel
maps in Figures B.17 to B.27 show a strong relation between retail trade and services
firms. Nevertheless, the relation with respect to manufacturing and construction is not as
strong as suggested in the input-output table. Services sector flow of money is directed
towards the services sector, retailing and manufacturing industries. As in the case of
retailing, this shows to have a poor relation with manufacturing when looking at the
results in Table 4.9 or the kernel maps. These results suggest that the services sector is
highly interacted with both retail trade and itself.

The previous discussion indicates that agglomeration economies do exist for
Hamilton-Wentworth. In this context, it is important to include agglomeration economies
measurement in the logit formula to account for the powers of agglomeration that
influence the choice decision. Agglomeration in the model is represented as a spatial
interaction measure index. Accessibility is used to represent agglomeration. The
important question that arises here is: "What kind of measurement is efficient in

representing the effect of agglomeration induced by certain types of firms at the census
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tract level?" A direct and straightforward answer would be accessibility to firms. In
reality, this is true. Imagine a census tract in a geographical area and assume that firms
are attracted to that specific tract due to the effect of agglomeration. In this case, it would
be important to take into consideration the effect of locating in close proximity to the
tract. Firms might not locate exactly in that tract to enjoy the benefit of agglomeration
since census boundaries are nothing but artificial walls imposed by the available data and
they do not account for a firm looking for a site that would maximize its profit. A firm
may find it useful to locate in close proximity to a firm at a distance of 2 kilometers or so;
that is, in a neighboring tract. However, to have a meaningful measurement we will use
accessibility to employment rather than accessibility to firms. This kind of measurement
is proposed by Ihlanfeldt and Raper (1990), Shukla and Waddle (1991) and Yarish (1998)
to capture the effect of agglomeration economies.

Accessibility accounts for neighborhood effect since it is a distance decay

function. The general form of accessibility is as follows:

A =i—’ﬁ— ...(4.18)

Where:

e A; - accessibility to census tract i

e E; - Employment in the census tract j.
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e D; - is the linear distance between the centroid of census tract i to centroid of census
tract j

e [ - is a parameter associated with the speed of decay of the agglomeration force,
usually this equals to 2.

Three different types of independent variables are constructed to capture the

effect of agglomeration:

1. MCTW _EMPA: Accessibility to employment in manufacturing, construction,
transportation and wholesale trade industries

2. RS_EMPA: Accessibility to employment in retail trade and services

3. § EMPA: Accessibility to employment in services

The hypothesized sign of the parameters associated with the previous three variables is

positive indicating the interlinkages and agglomeration powers that might exist between

the different sectors of the economy.

4.3.3.2.4 Categorical Variables

As pointed in Section 4.3.3.1 individual data is used to represent the dependent
variable in the logit model for both retail trade and services. Since the different types of
firms in the one sector show a deviant trend of clustering, new variables are constructed
to categorize firms within the one sector. This type of variables is called categorical
variables. These variables are based on the trend shown in the kernel maps of the
subsectors within retailing and services. For instance, Figures (B.17, B.21 and B.22)

show dispersed locational trend in the region that matches the population distribution
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from Figure (3.4). Therefore, a categorical variable RCATI that holds the value 1 is
assigned if the firm is in any of these three sectors, and 0, otherwise. Figures (B.19 and
B.20) show low intensity in the downtown core area whereas other types of firms in
retailing have high intensity at the downtown area. As a result the variable RCAT?2 is
created. This variable equals 1 if the firm i1s in SIC62 or SIC63 and is 0, otherwise.
Moreover, Figures (B.18 and B.19) show the tendency to locate in and around malls.
This locational tendency is evident in the high clustering around the malls as can be seen
in Figures (B.18 and B.19). For this the variable RCAT3 is defined. RCAT3 hold the
value 1 if the firm belongs to SIC61 or SIC62 and is 0, otherwise. The first variable
RCATI is used to interact with the population size variable; RCAT?2 is used to interact
with the log of the distance from the CBD and RCAT3 is used to interact with the
proximity to the mall variable. A final word about categorical variables is that unlike the
last three groups of variables, which are gemeric and available to all choices, the
categorical variables are not. They are specified for certain tracts (choices) which make
them alternative specific variables.

Categorical variables for the subsectors comprising the services sector are defined
based on the clustering trend observed in the kernel maps. In this context, two variables
are constructed. The first is SCATI1 that holds the value 1, if the firm is in SIC86,
SIC9192 or SIC9699 and a 0 if not. This variable is used to interact with the population
size variable. Figures (B.25, B.26 and B.27) indicate that firms of those types tend to be
dispersed in the region and follow a pattern that is similar to the spatial distribution of

population in the region. The second variable is SCAT?2 that takes the value 1 if the firm
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is in SIC7076 or SIC77 and is 0, otherwise. This variable is used to interact with the log
of the distance to the CBD. Although all types of services tend to have high clustering
pattern in the core of the city, FIRE and businesses have the highest presence at the core.
The hypothesized sign of the categorical variables will depend on the type of variables

they will interact with.

4.3.3.3 Results

The estimates of the MNL models are presented in Tables 4.11 for the five-
modeled sectors. Parameters associated with the explanatory variables that form the
utility function of the logit model are estimated using a program developed by Ferguson
(1995). Unlike other models available in the market, the model is a powerful tool that
enables the user to estimate a multinomial logit model with a large number of choices. In
our case, the numbers of choices available to the decision-makers (firms) is 116.
Numerous runs of the model were performed to get the best combination of explanatory
variables and to obtain the best fit for the models. In the estimation process, variables
other than those defined in Table 4.8 that were noted in the literature review were
included to test for their effect on the model and its fit. These variables include: labor
force, represented by employment by place of residence at the census tract level; average
income of household in each census tract; and average monthly dwelling rent as a
surrogate for land prices. Nevertheless, these additional variables showed to be
insignificant in all runs and do not add any improvement to the statistical result of the

models, thus, they were omitted from the model specification. Given the fact the
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multinomial logit model comprises 116 choices, each model can have up to 115
constants. Again, not all of these constants came out to be significant and as a result they
were omitted. The estimated parameters for the five models with the t-statistics values
are reported below.

In the manufacturing logit model, distance to the CBD exhibits a significant and
positive sign implying a decentralized locational trend from the core. The highway and
expressway proximity is also significant with a positive sign indicating the preference of
locating in close proximity to highways and expressways. This high affiliation with the
highway proximity is evident with the t-statistic being the most significant of all the
variables. This indicates that accessibility is important for manufacturing firms. The
household density retains a significant and negative sign indicating the tendency of
locating on land with low household density. This can be interpreted as the preference of
locating on large vacant land farther from the CBD. This locational behavior for
manufacturing firms is expected since these firms seek to locate on large and vacant land
if they are to expand in the future. Manufacturing firms do not seem to follow
population, this is evident with the negative sign of POP96 variable. This suggests the

trend of specializing in areas with less population size.
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Table 4.11 Logit Estimated Parameters for the Different Industrial Sectors

Manufacturing
Industries

Beta T-stat
0.061 4.870
1.284 9.225
(-0.796) -7.957
(-0.093) -5.265
1.126 9.993
(0.138) 4.608
-2856.908
-2489.871
0.128
0.123

Note: Values in () are in thousands
e W L — e e e e ——— e ———

Construction
Industries
Beta T-stat
-0.057 -3.326
1.194 7.157
(-1.595) -13.145
(0.237) 7.515
-1578.192
-1422.361
0.099
0.092

Wholesale Trade

Industries
Beta T-stat
0.039 2.606
1.022 6.038
(-2.228) -15.435
(0.090) 5.143
(0.408) 12.127
-1616.221
-1371.929
0.151
0.144

Retail Trade

Industries
-0.417 -4.128
0.981 9.602
(-1.741) -16.680
(0.099) 11.584
(0.269) 8.168
(0.094) 4.588
0.055 5.455
0.902 6.502
-7939.496
-7278.273
0.083
0.076

90

Services
Industries 7
Beta T-stat

-0.008 -1.768
1.033 15.316
(-0.078)  -3.004
(0.136) 10.017
(0.057) 15.646
-0.910 -3.638
(0.054) 4.046
-12958.287
-11655.769

0.101

0.097
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Specialization at certain locations is evident for manufacturing industries. The
high significance and positive sign of MLAND variable suggests this. Specialization is
also deduced from the few numbers of significant constants in the logit model. Out the
115 constants only 9 came out to be significant reflecting the market share of new and
relocating firms at the certain tracts of the CMA. Localization economies are evident for
manufacturing firms. The sign of MCTW EMPA is positive and significant, this suggests
that manufacturing firms appreciate the forces of agglomeration economies.

Construction firms show some affinity to locate in close proximity to the core of
the city. Similar to the manufacturing firms, construction firms show a tendency to locate
near highways and expressways. Locating in the fringes is evident with the negative sign
of the variable HHLDDENS. Nevertheless, construction firms seem to benefit from the
effect of agglomeration. This is detected in the positive sign of the MCTW EMPA
variable. Population size appears to be insignificant in the final run, so it was omitted
from the model specification. As in the case of manufacturing firms, only seven of the
115 constants appear to be significant. This is due to the fact that firms in this sector try
to cluster and specialized in a limited number of census tracts.

Wholesale trade firms results reveal the fact that the core is not a desirable place
to locate at. The MNL model shows the best fit of data among all the modeled sectors
with rho-square value of 0.151. Wholesale trade firms escape the congested core and
tend to locate in the suburbs to enjoy the available amount of vacant, inexpensive land.
Moreover, firms in wholesale trade sector benefit the effect of localization imposed by

the agglomeration of economies. The positive sign of MCTW EMPA variable illustrates
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localization effect. Moreover, the positive sign of the POP96 variable reflects
urbanization, as firms in this industry tend to locate in populated areas. However, the
population variable is marginally significant when comparing its significance to the retail
and services logit models. Again, firms in this sector of the economy show the tendency
to cluster in specialized areas in the region. This is observed in the few numbers of
significant constants (seven) in the last run.
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