ON SOME INFERENTIAL ASPECTS FOR TYPE-II AND PROGRESSIVE TYPE-II CENSORING

By<br>WILLIAM VOLTERMAN, B.SC., M.SC.

A Project
Submitted to the School of Graduate Studies in Partial Fulfillment of the Requirements for the Degree

Doctor of Philosophy

McMaster University
© Copyright by William Volterman, October 2011

| AUTHOR: | William Volterman, | B.SC. | (McMaster University) |
| :--- | :--- | :--- | :--- |
|  |  | M.SC. (McMaster University) |  |


#### Abstract

This thesis investigates nonparametric inference under multiple independent samples with various modes of censoring, and also presents results concerning Pitman Closeness under Progressive Type-II right censoring. For the nonparametric inference with multiple independent samples, the case of Type-II right censoring is first considered. Two extensions to this are then discussed: doubly Type-II censoring, and Progressive Type-II right censoring. We consider confidence intervals for quantiles, prediction intervals for order statistics from a future sample, and tolerance intervals for a population proportion. Benefits of using multiple samples over one sample are discussed. For each of these scenarios, we consider simulation as an alternative to exact calculations. In each case we illustrate the results with data from the literature. Furthermore, we consider two problems concerning Pitman Closeness and Progressive Type-II right censoring. We derive simple explicit formulae for the Pitman Closeness probabilities of the order statistics to population quantiles. Various tables are given to illustrate these results. We then use the Pitman Closeness measure as a criterion for determining the optimal censoring scheme for samples drawn from the exponential distribution. A general result is conjectured, and demonstrated in special cases.
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## Chapter 1

## Introduction

In lifetime and reliability analysis we are concerned with obtaining results which allow us to make inference about the processes or populations involved. Both cost and time may be factors that place constraints on the types of experimental designs that can be used. Thus, censoring can be used as a way to limit the time, cost, or a combination of both. This leads to the question of which designs are best to make inference given these constraints.

It can also be of interest to obtain more information from future independent samples. The question that arises now, is how to incorporate this new information. When we have multiple independent censored samples, one can always write the likelihood explicitly. However, this is not the case for multiple independent samples when we make no distributional assumptions.

With two independent samples it is known (see Balakrishnan et al., 2010b) how
to make distribution free intervals for quantiles, tolerance intervals, and prediction intervals when both samples are Type-II right censored or progressively Type-II censored. The authors show that there are gains in the maximum coverage probabilities over the equivalent one sample scenario. Thus in some sense these designs are better.

Nonparametric inference for two independent samples of minimal repair systems is considered in Beutner and Cramer (2010). They have shown how to make prediction intervals for future samples conditional on surviving until some specified time. Again there are gains in some sense, over equivalent one sample scenarios.

We may ask what schemes for one or more samples would be best. Determination of optimal progressive censoring schemes has been considered for a variety of criteria with varying assumptions.

### 1.1 Order Statistics

Consider observing $n$ independent observations $X_{1}, X_{2}, \ldots, X_{n}$. Placing the observations in ascending order, we have $X_{1: n} \leq X_{2: n} \leq \ldots \leq X_{n: n}$, where $X_{i: n}$ is the $i$-th order statistic (OS).

Typically the $n$ observations come from some common underlying distribution. We denote this common cumulative distribution function $(\mathrm{CDF})$ as $F_{X}$. If the distribution is absolutely continuous, it has probability density function (PDF) $f_{X}$.

In this i.i.d. case the joint and marginal distributions of the order statistics have simple explicit formula involving the underlying distribution function and there exists
a wide variety of literature on order statistics. Both Arnold et al. (1992) and David and Nagaraja (2003) provide an introduction to the topic.

It is well known that the joint density of $n$ order statistics is

$$
\begin{equation*}
f^{X_{1: n}, \ldots, X_{n: n}}\left(x_{1}, \ldots, x_{n}\right)=n!\prod_{j=1}^{n} f\left(x_{j}\right) \tag{1.1.1}
\end{equation*}
$$

where $\xi_{0}<x_{1} \leq x_{2} \leq \cdots \leq x_{n}<\xi_{1}$. Here, $\xi_{0}$ and $\xi_{1}$ represent the lower and upper endpoints of the distribution respectively; these may not be finite. For $1 \leq j_{1}<j_{2} \leq$ $n$, the joint distribution of two order statistics is

$$
\begin{align*}
f^{X_{j_{1}: n}, X_{j_{2}: n}}\left(x_{1}, x_{2}\right)= & \frac{n!}{\left(j_{1}-1\right)!\left(j_{2}-j_{1}-1\right)!\left(n-j_{2}\right)!}  \tag{1.1.2}\\
& \times F\left(x_{1}\right)^{j_{1}-1}\left[F\left(x_{2}\right)-F\left(x_{1}\right)\right]^{j_{2}-j_{1}-1}\left[1-F\left(x_{2}\right)\right]^{n-j_{2}} f\left(x_{1}\right) f\left(x_{2}\right),
\end{align*}
$$

when $\xi_{0}<x_{j_{1}} \leq x_{j_{2}}<\xi_{1}$. For $1 \leq j \leq n$, the marginal PDF and CDF of $X_{j: n}$ is known to be

$$
\begin{align*}
f^{X_{j: n}}(x) & =\frac{n!}{(j-1)!(n-j)!} F(x)^{j-1}[1-F(x)]^{n-j} f(x),  \tag{1.1.3}\\
F^{X_{j: n}}(x) & =\sum_{\ell=j}^{n}\binom{n}{\ell} F(x)^{\ell}[1-F(x)]^{n-\ell} \tag{1.1.4}
\end{align*}
$$

respectively, where $\xi_{0}<x<\xi_{1}$. Equation (1.1.4) applies when the underlying distribution is continuous, whereas equations (1.1.1) to (1.1.3) require absolute continuity. See Arnold et al. (1992) or David and Nagaraja (2003) for more about order statistics.

| Group 1 | 0.31 | 0.66 | 1.54 | 1.70 | 1.82 | 1.89 | 2.17 | 2.24 | 4.03 | 9.99 |
| :--- | ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | ---: |
| Group 2 | 0.00 | 0.18 | 0.55 | 0.66 | 0.71 | 1.30 | 1.63 | 2.17 | 2.75 | 10.60 |
| Group 3 | 0.49 | 0.64 | 0.82 | 0.93 | 1.08 | 1.99 | 2.06 | 2.15 | 2.57 | 4.75 |
| Group 4 | 0.02 | 0.06 | 0.50 | 0.70 | 1.17 | 2.80 | 3.57 | 3.72 | 3.82 | 3.87 |
| Group 5 | 0.20 | 0.78 | 0.80 | 1.08 | 1.13 | 2.44 | 3.17 | 5.55 | 6.63 | 8.11 |
| Group 6 | 1.34 | 1.49 | 1.56 | 2.10 | 2.12 | 3.83 | 3.97 | 5.13 | 7.21 | 8.71 |

Table 1.1: Time to breakdown of insulating fluids

### 1.1.1 Pooled Order Statistics

Suppose we have $B$ independent samples, upon combining the $B$ samples and ordering them we have what we call the pooled order statistics. We shall denote the pooled order statistics as $Z_{(i)}$. Balakrishnan et al. (2010b) considered the pooled order statistics for Type-II right censored and progressively Type-II censored samples.

For complete i.i.d. samples the pooled order statistics are equivalent to order statistics from a large sample. This is of course the basis for taking a sample of size $n+1$ by obtaining an independent sample of size one and appending it to an existing sample of size $n$.

As it will become apparent later, under certain assumptions, these pooled order statistics are related to the usual order statistics from the underlying distribution.

### 1.1.2 Motivating Examples

As a motivating example consider the time to insulating fluid breakdown originally taken from Nelson (1982, Table 4.1, p. 462) as in Table 1.1.

This data set has been used repeatedly in the literature under various censoring
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schemes, particularly when the data is presumed to be exponentially distributed.

### 1.2 Types of censoring

Censoring of data can arise naturally due to the nature of the sampling or experimental design, or inherent structure of the situation. However, sometimes censoring can be exploited by experimenters as an efficient method of obtaining information with regards to cost and time. There are a number of censoring methods available to experimenters; below are a few of these which are commonly used in reliability and life testing.

### 1.2.1 Type-I Censoring

Consider a sample where we observe outcomes only in some specified interval $\left(T_{L}, T_{U}\right)$, where $T_{L}<T_{U}$. Such an interval is to be known ahead of time. When an item fails in the given interval its time is observed exactly; if the item fails in the interval $\left(-\infty, T_{L}\right]$ or $\left[T_{U}, \infty\right)$, then only the interval that it fails in is known.

$$
\left.X_{1: n} \quad X_{2: n} \quad X_{3: n} \quad \cdots \quad X_{i: n}\right|_{T_{L}} \longrightarrow \text { Censored }
$$

Figure 1.1: Diagram of Type-I right censoring

In such a censoring scheme the number of observed failures is random. So if the upper and lower censoring bands are set too narrow, then an insufficient number of
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observations may be made.
Without distributional assumptions, no information about the distribution can be gleaned from such a Type-I sample outside the fixed interval. Thus unless one wishes to either make distributional assumptions about the population, or restrict their inference to the given region, Type-I censoring is not appropriate. However, it is widely used because the amount of time on test is bounded, and thus the cost for the experiment will be bounded.

### 1.2.2 Type-II Censoring

Type-II right censoring (herein referred to as Type-II censoring) is where the smallest $r$ of $n$ independent observations are observed. The number of observations $r$, is fixed before the experiment.

An experimenter would place $n$ items on test, and after observing the first $r$ failures, stop the test and the remaining $n-r$ items would be removed.

$$
\begin{array}{lllll}
X_{1: n} & X_{2: n} & \ldots & X_{r-1: n} & X_{r: n}^{\prime n-r}
\end{array}
$$

Figure 1.2: Diagram of Type-II censoring

The advantage of such a scheme over Type-I censoring is that one knows exactly how many failures will be observed ahead of time; however, the time to test possibly unbounded, and could be on average much larger than in Type-I censoring.

Table 1.2 shows Type-II right censoring which had been introduced to the insu-
lating fluid data in Table 1.1 by Balakrishnan et al. (2010b).

| Group 1 | 0.31 | 0.66 | 1.54 | 1.70 | 1.82 | 1.89 | 2.17 | 2.24 | 4.03 | $*$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Group 2 | 0.00 | 0.18 | 0.55 | 0.66 | 0.71 | 1.30 | 1.63 | 2.17 | 2.75 | $*$ |
| Group 3 | 0.49 | 0.64 | 0.82 | 0.93 | 1.08 | 1.99 | 2.06 | 2.15 | 2.57 | $*$ |
| Group 4 | 0.02 | 0.06 | 0.50 | 0.70 | 1.17 | 2.80 | 3.57 | 3.72 | 3.82 | $*$ |
| Group 5 | 0.20 | 0.78 | 0.80 | 1.08 | 1.13 | 2.44 | 3.17 | 5.55 | $*$ | $*$ |
| Group 6 | 1.34 | 1.49 | 1.56 | 2.10 | 2.12 | 3.83 | 3.97 | 5.13 | $*$ | $*$ |

Table 1.2: Insulating fluid data - Type-II censoring

| Group 1 | $*$ | $*$ | 1.54 | 1.70 | 1.82 | 1.89 | 2.17 | 2.24 | 4.03 | $*$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Group 2 | $*$ | 0.18 | 0.55 | 0.66 | 0.71 | 1.30 | 1.63 | 2.17 | 2.75 | $*$ |
| Group 3 | $*$ | 0.64 | 0.82 | 0.93 | 1.08 | 1.99 | 2.06 | 2.15 | 2.57 | $*$ |
| Group 4 | $*$ | 0.06 | 0.50 | 0.70 | 1.17 | 2.80 | 3.57 | 3.72 | 3.82 | $*$ |
| Group 5 | $*$ | 0.78 | 0.80 | 1.08 | 1.13 | 2.44 | 3.17 | 5.55 | $*$ | $*$ |
| Group 6 | $*$ | 1.49 | 1.56 | 2.10 | 2.12 | 3.83 | 3.97 | 5.13 | $*$ | $*$ |

Table 1.3: Insulating fluid data - doubly Type-II censoring

Doubly Type-II censoring occurs when the smallest $r^{L}$, and largest $r^{U}$ items are censored. In this case, the number of observed failures is $r=n-r^{L}-r^{U}$. It is clear that Type-II censoring is a special case of doubly Type-II censoring when $r^{L}=0$ and $r^{U}=n-r$. Similarly, when $r^{U}=0$ and $r^{L}=n-r$ then this is Type-II left censoring.

Table 1.3 shows the insulating fluid data with doubly Type-II data as introduced in Balakrishnan et al. (2004).

### 1.2.3 Progressive Type-II Right Censoring

Progressive Type-II right censoring (herein referred to as progressive Type-II censoring), is an extension of the Type-II censoring scheme mentioned prior. Place $n$ items
on a test. After the first failure $X_{1: r: n}^{\mathcal{R}}$, remove $R_{1}$ items randomly from the remaining $n-1$ items and then continue the test. After the next failure $X_{2: r: n}^{\mathcal{R}}$, remove $R_{2}$ items randomly from the remaining $n-2-R_{1}$ items and continue the test. One would continue in this manner until observing the final failure $X_{r: r: n}^{\mathcal{R}}$, and then the remaining $R_{r}$ items are removed. The $i$-th progressive Type-II order statistic (PCOS) is denoted as $X_{i: r: n}^{\mathcal{R}}$ or $X_{i: r: n}$ when the scheme which generates the order statistic is unambiguous.

$$
\begin{array}{cccc}
\chi_{1: r: n}^{R_{1}} & \bar{X}_{2: r: n}^{R_{2}} & \cdots & \bar{X}_{r: r: n}^{R_{r}}
\end{array}
$$

Figure 1.3: Diagram of progressive Type-II censoring

We call $\mathcal{R}=\left(R_{1}, \ldots, R_{r}\right)$, the progressive Type-II censoring scheme. Much like Type-II right censoring, the censoring scheme $\mathcal{R}$ is fixed before the experiment.

It can be seen that Type-II censoring is a special case of progressive Type-II censoring, where the scheme is $\mathcal{R}=(0, \ldots, 0, n-r)$. Expressions and inference for Type-II censored samples are often much simpler than the more general progressive Type-II censored samples.

Given a censoring scheme $\mathcal{R}$ we can further define the following constants. Define $\gamma_{1}, \ldots, \gamma_{r}$ as $\gamma_{\ell}=\sum_{i=\ell}^{r}\left(R_{i}+1\right)=n-(\ell-1)-\sum_{i=1}^{\ell} R_{i}$ for $\ell=1, \ldots, r$. In this context, $\gamma_{\ell}$ is the number of units remaining on test between the $(\ell-1)$-th and $\ell$-th failures. We further define the constants $c_{\ell-1}=\prod_{i=1}^{\ell} \gamma_{i}$ and $a_{i}(\ell)=\prod_{\substack{k=1 \\ k \neq i}}^{\ell} \frac{1}{\gamma_{k}-\gamma_{i}}$.

With this in hand we can obtain the joint distribution of the PCOS as

$$
\begin{equation*}
f^{X_{1: r: n}^{\mathcal{R}}, \ldots, X_{r: r: n}^{\mathcal{R}}}\left(x_{1}, \ldots, x_{r}\right)=c_{r-1} \prod_{\ell=1}^{r}\left\{1-F\left(x_{\ell}\right)\right\}^{R_{\ell}} f\left(x_{\ell}\right), \tag{1.2.1}
\end{equation*}
$$

where $\xi_{0}<x_{1} \leq x_{2} \leq \cdots \leq x_{r}<\xi_{1}$. For $1 \leq \ell_{1}<\ell_{2} \leq r$, the joint distribution of two PCOS is

$$
\begin{align*}
f^{X_{\ell_{1}: r: n}^{\mathcal{R}}, X_{\ell_{2}: r: n}^{\mathcal{R}}}\left(x_{\ell_{1}}, x_{\ell_{2}}\right)= & c_{\ell_{2}-1} \sum_{i=\ell_{1}+1}^{\ell_{2}}\left(a_{i}^{\left(\ell_{1}\right)}\left(\ell_{2}\right)\left[\frac{1-F\left(x_{\ell_{2}}\right)}{1-F\left(x_{\ell_{1}}\right)}\right]^{\gamma_{i}}\right) \\
& \times \sum_{i=1}^{\ell_{1}}\left(a_{i}\left(\ell_{1}\right)\left(1-F\left(x_{\ell_{1}}\right)\right)^{\gamma_{i}}\right) \frac{f\left(x_{\ell_{1}}\right)}{1-F\left(x_{\ell_{1}}\right)} \frac{f\left(x_{\ell_{2}}\right)}{1-F\left(x_{\left.\ell_{2}\right)}\right)}, \tag{1.2.2}
\end{align*}
$$

when $\xi_{0}<x_{\ell_{1}} \leq x_{\ell_{2}}<\xi_{1}$. For $1 \leq \ell \leq r$, the marginal PDF and CDF of $X_{\ell: r: n}^{\mathcal{R}}$ is known to be

$$
\begin{gather*}
f_{\ell: r: n}^{X^{\mathcal{R}}}=c_{\ell-1} \sum_{i=1}^{\ell} a_{i}(\ell)\{1-F(x)\}^{\gamma_{i}-1} f(x),  \tag{1.2.3}\\
F^{X_{\ell: r: n}^{\mathcal{R}}}=1-c_{\ell-1} \sum_{i=1}^{\ell} \frac{a_{i}(\ell)}{\gamma_{i}}\{1-F(x)\}^{\gamma_{i}} \tag{1.2.4}
\end{gather*}
$$

respectively, where $\xi_{0}<x<\xi_{1}$.
Note that equations (1.2.2)-(1.2.4) do not collapse to those in Section 1.1 in the special case of right censoring. However, these can be obtained from the previous results by appropriate expansions. Thus, we typically can consider results obtained with progressive censoring to provide alternate representations to those based on the
usual order statistics.

For more general theory, and methods regarding progressive Type-II censoring, see Balakrishnan and Aggarwala (2000). Optimal progressive censoring schemes are discussed in Burkschat et al. (2006) and Burkschat (2007, 2008), for a general class of location-scale models.

There are extensions to progressive censoring allowing the number of items removed after the $i$-th failure, $R_{i}$, to be random. In one such extension from Cramer and Iliopoulos (2010), known as adaptive progressive Type-II censoring, $R_{i}$ is random function of $R_{1}, \ldots, R_{i-1}$ and $X_{1: r: n}^{\mathcal{R}}, \ldots, X_{i-1: r: n}^{\mathcal{R}}$.

For illustrative purposes, we have introduced progressive Type-II censoring to the insulating fluid data. Table 1.4 is the insulating fluid data with the schemes $\mathcal{R}_{1}=(2,2,3), \mathcal{R}_{2}=(6,1,0), \mathcal{R}_{3}=(0,0,7)$, and $\mathcal{R}_{4}=(4,0,3)$ applied to each of the six samples. We include the censored items for comparisons sake.

### 1.3 Mixture Distributions

Mixture distributions naturally arise when a population can be divided into subpopulations (components), possibly with different distributions. The number of such components can be finite, countable, or uncountable. The idea of fitting mixture distributions goes as far back as Pearson (1894) who fit two normal distributions to a population of crabs; this provided evidence that there were two distinct subspecies of crabs.

| Group 1 | 0.31 | 0.66 | $*$ | 1.70 | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Group 2 | 0.00 | 0.18 | 0.55 | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |
| Group 3 | 0.49 | 0.64 | $*$ | 0.93 | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |
| Group 4 | 0.02 | 0.06 | 0.50 | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |
| Group 5 | 0.20 | $*$ | 0.80 | $*$ | $*$ | 2.44 | $*$ | $*$ | $*$ | $*$ |
| Group 6 | 1.34 | 1.49 | 1.56 | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |

(a) $\mathcal{R}_{1}=(2,2,3)$

| Group 1 | 0.31 | $*$ | 1.54 | $*$ | $*$ | $*$ | 2.17 | $*$ | $*$ | $*$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Group 2 | 0.00 | $*$ | $*$ | 0.66 | $*$ | 1.30 | $*$ | $*$ | $*$ | $*$ |
| Group 3 | 0.49 | $*$ | $*$ | $*$ | 1.08 | $*$ | $*$ | $*$ | 2.57 | $*$ |
| Group 4 | 0.02 | $*$ | 0.50 | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | 3.87 |
| Group 5 | 0.20 | $*$ | 0.80 | $*$ | $*$ | $*$ | $*$ | $*$ | 6.63 | $*$ |
| Group 6 | 1.34 | $*$ | $*$ | $*$ | 2.12 | $*$ | $*$ | $*$ | 7.21 | $*$ |

(b) $\mathcal{R}_{2}=(6,1,0)$

| Group 1 | 0.31 | 0.66 | 1.54 | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Group 2 | 0.00 | 0.18 | 0.55 | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |
| Group 3 | 0.49 | 0.64 | 0.82 | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |
| Group 4 | 0.02 | 0.06 | 0.50 | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |
| Group 5 | 0.20 | 0.78 | 0.80 | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |
| Group 6 | 1.34 | 1.49 | 1.56 | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |

(c) $\mathcal{R}_{3}=(0,0,7)$

| Group 1 | 0.31 | $*$ | 1.54 | $*$ | $*$ | 1.89 | $*$ | $*$ | $*$ | $*$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Group 2 | 0.00 | 0.18 | 0.55 | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |
| Group 3 | 0.49 | $*$ | 0.82 | 0.93 | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |
| Group 4 | 0.02 | 0.06 | 0.50 | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |
| Group 5 | 0.20 | $*$ | $*$ | 1.08 | 1.13 | $*$ | $*$ | $*$ | $*$ | $*$ |
| Group 6 | 1.34 | 1.49 | 1.56 | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |

(d) $\mathcal{R}_{4}=(4,0,3)$

Table 1.4: Insulating fluid data - Progressive Type-II censoring

We consider a finite mixture model with $D$ components $X_{i}$, distribution functions $F_{i}(1 \leq i \leq D)$, and mixing weights $0<\pi_{i} \leq 1$, subject to $\sum \pi_{i}=1$. Mixtures with such weights are known as convex mixtures. The mixture distribution is represented as follows

$$
\begin{equation*}
X \stackrel{d}{=} \sum_{i=1}^{D} Y_{i} X_{i}, \tag{1.3.1}
\end{equation*}
$$

where $Y=\left(Y_{1}, \ldots, Y_{D}\right)$ is a multinomial random variable of size one, and with success probabilities $\pi_{i} ; Y$ is independent of the underlying $X_{i}{ }^{\prime}$ s. Here $\stackrel{d}{=}$ is understood to be equality in distribution. Marginally, $Y_{i}$ follows a Bernoulli distribution with $P\left(Y_{i}=1\right)=\pi_{i}$.

The cumulative distribution function $F_{X}(\cdot)$ can be given as

$$
\begin{equation*}
F(t)=\sum_{i=1}^{D} \pi_{i} F_{i}(t) \tag{1.3.2}
\end{equation*}
$$

which is a weighted sum of the $D$ component distribution functions with $t \in \Re$. The mixing weight $\pi_{i}$ represents the proportion of the total population from component $i$. If the random variables are absolutely continuous, then the mixture density exists and

$$
\begin{equation*}
f_{X}(t)=\sum_{i=1}^{D} \pi_{i} f_{i}(t) \tag{1.3.3}
\end{equation*}
$$

It is easy to see that the distribution function $F_{X}(\cdot)$ and density function $f_{X}(\cdot)$ are valid distribution and density functions respectively. Sampling from such a distribution can be done in two stages. First generate one draw from the multinomial distribution with success vector $\left(\pi_{1}, \ldots, \pi_{D}\right)$; then given that $Y_{i}=1\left(Y_{j}=0, j \neq i\right)$, generate a single observation from the distribution of the $i$-th component $X_{i}$ as $x_{i}$. Thus $X=x_{i}$ is the sampled value from $X$.

In some cases non-convex mixtures will still yield valid distributions, though interpretation and simulation may prove more difficult. For a practical example see

Jiang et al. (1999).
In Figures 1.4a and 1.4b, we can see the mixture/component densities and mixture/component CDF's. Here, there are two components, normally distributed, with means 10 and 13 , variances 3 and 4, and mixing proportions 0.6 and 0.4.

Mixture models can be useful as approximations to distributions as well. Kernel density estimators are a special case of mixture models used to estimate some population. In this case, the underlying component densities are usually identical up to a location parameter, and the mixing proportions are equal. And while mixture models naturally arise when there are known sub-populations, such models are useful to model multi-modal distributions even when no underlying sub-populations exist.

Whether one uses a kernel density or some other mixture model, often mixtures of normal distributions are used. For a more in depth discussion of mixture models, see McLachlan and Peel (2000).

### 1.4 Pitman Closeness

Pitman closeness (also known as Pitman nearness or Pitman's measure of closeness) has been presented as an alternative criterion when one is not concerned with the size of loss. The Pitman closeness (PC) probability is defined as follows.

Definition 1.4.1 Given two estimators $T_{1}$ and $T_{2}$, and a population parameter $\theta$,

(b) CDF

Figure 1.4: Mixture of two normal distributions
the $P C$ probability of $T_{1}$ to $\theta$ relative to $T_{2}$ is

$$
\pi_{T_{1}, T_{2}}(\theta)=P\left(\left|T_{1}-\theta\right|<\left|T_{2}-\theta\right|\right)
$$

When $\pi_{T_{1}, T_{2}}(\theta) \geq 0.5$ we say $T_{1}$ is Pitman closer to $\theta$ than $T_{2}$.
Since $\theta$ is not usually known ahead of time, one may wish to determine which of $T_{1}$ and $T_{2}$ are better estimators for some $\theta \in \Omega$. Thus we have the following definition.

Definition 1.4.2 Given $T_{1}$ and $T_{2}$, we say that $T_{1}$ is uniformly Pitman closer to $\theta$ than $T_{2}$ if $\forall \theta \in \Omega, \pi_{T_{1}, T_{2}}(\theta) \geq 0.5$, and $\pi_{T_{1}, T_{2}}(\theta)>0.5$ for at least one $\theta \in \Omega$.

See Keating et al. (1993) for a comprehensive discussion on Pitman closeness.
These pairwise comparisons are typically how an estimator is chosen. However, in certain circumstances, the Pitman closeness may not be transitive. To some this is considered a severe issue. See Robert et al. (1993a) (with discussion in Blyth, 1993; Casella and Wells, 1993; Ghosh et al., 1993; Peddada, 1993; Rao, 1993; Robert et al., 1993b) for this and other criticisms.

Some of these considerations, such as transitivity are eliminated when considering ordered estimators, such as using order statistics as point estimators of quantiles. Much work has been done in this area recently (see for example Balakrishnan et al., 2009). Ahmadi and Balakrishnan (2009), Ahmadi and Balakrishnan (2011), Ahmadi and Balakrishnan (2010) consider a similar problem with record values, $k$-records, and upper-lower records respectively.

A further extension to the idea of Pitman closeness is the idea of simultaneous closeness.

Definition 1.4.3 Given a class of estimators $\mathcal{T}$ of $\theta$, then for every $T \in \mathcal{T}$ the Simultaneous Closeness Probability (SCP) is defined as follows.

$$
\pi_{T}(\theta)=P\left(|T-\theta|<\min _{T^{\prime} \in \mathcal{T} \backslash T}\left|T^{\prime}-\theta\right|\right)
$$

The estimator chosen by the simultaneous closeness as in Definition 1.4.3 need not be the same as chosen by Definition 1.4.1. However, in the case of ordered estimators, with some conditions, they will be. Whether it is better to look at simultaneous comparisons or pairwise comparisons depends on the context of the problem, and so we do not discuss this issue in any detail.

### 1.5 Scope of Thesis

This thesis will investigate various inferential aspects for single and multiple samples under Type-II, and progressively Type-II right censoring. Throughout this thesis it will be assumed that the underlying distribution is continuous. Where specified, absolute continuity may also be assumed.

In Chapter 2 we describe nonparametric inference for a single sample based upon ordinary order statistics. Some methods for point estimation of quantiles are discussed; confidence intervals for quantiles, prediction intervals, and tolerance intervals
are also mentioned. These nonparametric intervals will form the basis of the methods used in Chapters 3-5.

In Chapter 3, mixture representations for the marginal distribution of the pooled order statistics and joint distribution of two pooled order statistics are given. The joint distribution is briefly discussed along with some miscellaneous asymptotic properties of the pooled order statistics. We describe how to construct exact nonparametric inference in the pooled setting. Specifically, we discuss how to calculate coverage probabilities for confidence intervals for quantiles, prediction intervals, and tolerance intervals based on the pooled order statistics. The improvement over the single sample scenario is discussed, and the data in Table 1.2 is analyzed using these methods.

In Chapter 4, we extend the mixture representations from Chapter 3 to the case where the samples are doubly Type-II censored. A simple algorithm to obtain the necessary mixture weights is presented. We also provide comparisons of exact weights to simulated weights in terms of absolute and relative accuracy for a simple censoring scheme. The data in Table 1.3 is analyzed. In Chapter 5 we consider another extension to the Type-II censoring by considering progressively Type-II censoring. The representations here are different than those given in Chapters 3 and 4. We again consider simulation and analyze the data in Table 1.4.

In Chapter 6, we consider the Pitman closeness of a progressively censored order statistic to a population quantile. Some distribution-free results are given. In Chapter 7 we consider use Pitman closeness as a criterion to find an optimal censoring scheme
for the exponential distribution. An algorithm is given, some general results are conjectured, and for some specific cases, demonstrated.

Finally in Chapter 8, we suggest directions for future research.

## Chapter 2

## Nonparametric Inference

The basis for nonparametric inference with multiple independent pooled samples, is nonparametric inference for a single sample. So consider a single i.i.d sample of size $n$ from a continuous population with cumulative distribution function $F$. Intervals in the form $\left(X_{k_{1}: n}, X_{k_{2}: n}\right)$ where $1 \leq k_{1}<k_{2} \leq n$, can be used as the basis for distribution free inference in the single sample case. These intervals can be used as confidence intervals for population quantiles, tolerance intervals, and prediction intervals for future samples.

### 2.1 Quantile Estimation

For a continuous distribution $F$, the quantile $\xi_{p}$ is defined as $\inf _{x} F(x) \geq p$. Furthermore, all quantiles $\xi_{p}$ for $0<p<1$ exist, and $\xi_{p_{1}}<\xi_{p_{1}}$ when $0<p_{1}<p_{2}<1$. Traditional point estimates for quantiles can be based on either a single order statistic
such as $k=[n p], k=[(n+1) p]$, or $k=[n p]+1$. One may also use a linear combination of two order statistics such as $g X_{k: n}+(1-g) X_{k+1: n}$, where $k+g=(n+1) p$ and $0 \leq g<1$.

Davis and Harrell (1982) suggest an L-estimator based on the empirical distribution function. The Davis \& Harrell estimator is $\operatorname{HD}_{p}=\sum_{i=1}^{n} W_{n, i} X_{i: n}$, with the weights $W_{n, i}=I_{i / n}\{p(n+1),(1-p)(n+1)\}-I_{(i-1) / n}\{p(n+1),(1-p)(n+1)\}$. Here, $I_{x}\{a, b\}$ represents the incomplete beta function. Huang (2001) suggests a similar estimator that is based instead upon the modified level crossing empirical distribution function. In many cases this modified HD estimator is more efficient than the original estimator.

Zielinski (2006) compares all of the previous quantile estimators among others and suggests using the local smoothing estimator. However, such an estimate is not distribution free; in this case one would use a single order statistic to achieve robustness. In this vein, Balakrishnan et al. (2010c) have looked at the best order statistic to estimate a quantile in terms of Pitman closeness. This method however is again not distribution free.

Distribution free interval estimation for quantiles is much simpler. It is clear that the number of items from an i.i.d sample of size $n$ falling below the $p$-th quantile $\xi_{p}$ is distributed as $\operatorname{Binomial}(n, p)$; so that

$$
\begin{equation*}
P\left(X_{k_{1}: n} \leq \xi_{p} \leq X_{k_{2}: n}\right)=\sum_{i=k_{1}}^{k_{2}-1}\binom{n}{i} p^{i}(1-p)^{n-i} \tag{2.1.1}
\end{equation*}
$$

## Chapter 2.2 - Tolerance Intervals

We can similarly obtain one-sided intervals as

$$
\begin{align*}
& P\left(X_{k: n} \leq \xi_{p}\right)=\sum_{i=k}^{n}\binom{n}{i} p^{i}(1-p)^{n-i}  \tag{2.1.2}\\
& P\left(\xi_{p} \leq X_{k: n}\right)=\sum_{i=0}^{k-1}\binom{n}{i} p^{i}(1-p)^{n-i} \tag{2.1.3}
\end{align*}
$$

This of course follows from equation (1.1.4).
One can improve upon these interval estimates under the assumption of symmetry. Breth (1982) suggests distribution free methods when the median is known or unknown. In the former case the improvements over previous methods are substantial. In the latter, gains may still be appreciable.

### 2.2 Tolerance Intervals

One may wish to have some interval that would contain at least some specified proportion $(\gamma)$ of the population. Given $\gamma$ and a desired level of confidence then

$$
\begin{equation*}
P\left(F\left(X_{k_{2}: n}\right)-F\left(X_{k_{1}: n}\right) \geq \gamma\right)=\sum_{i=0}^{k_{2}-k_{1}-1}\binom{n}{i} \gamma^{i}(1-\gamma)^{n-i} \tag{2.2.1}
\end{equation*}
$$

This is based upon the assumption that the underlying random variable is continuous, so that $F(X) \sim \operatorname{Unif}(0,1)$. Hence $F\left(X_{k_{2}: n}\right)-F\left(X_{k_{1}: n}\right) \stackrel{d}{=} U_{k_{2}: n}-U_{k_{1}: n} \stackrel{d}{=} U_{k_{2}-k_{1}: n}$, where $U_{k: n}$ is the $k$-th order statistic of a sample of size $n$ from a standard uniform distribution. The latter distributional equality, is a property of uniform order statis-
tics. The coverage probability of this interval depends only on the distance between the two order statistics.

For one-sided tolerance intervals we have

$$
\begin{gather*}
P\left(1-F\left(X_{k: n}\right) \geq \gamma\right)=P\left(X_{k: n} \leq \xi_{1-\gamma}\right)  \tag{2.2.2}\\
P\left(F\left(X_{k: n}\right) \geq \gamma\right)=P\left(X_{k: n} \geq \xi_{\gamma}\right) \tag{2.2.3}
\end{gather*}
$$

which is equivalent to a one-sided confidence interval for the $p$-th quantile.

### 2.3 Prediction Intervals

It is often desirable to make predictions of order statistics from future samples. We may make prediction for either a specific order statistic, or at least a specified number from a future independent sample.

One-sided prediction intervals for a single order statistic is equivalent to exceedances (see Balakrishnan and Ng, 2006; David and Nagaraja, 2003; Gastwirth, 1968). Given a sample of size $n_{1},\left(X_{i_{1}: n_{1}}, \infty\right)$ is a one-sided prediction interval for the $i_{2}$-th order statistic $W_{i_{2}: n_{2}}$, from a future sample of size $n_{2}$ with probability

$$
\begin{equation*}
g_{i_{1}, i_{2}}=P\left(X_{i_{1}: n_{1}}<W_{i_{2}: n_{2}}\right)=\sum_{i<i_{2}-1} \frac{\binom{n_{2}}{i}\binom{n_{1}}{i_{1}+i_{2}-i-1}}{\binom{n_{1}+n_{2}}{i_{1}+i_{2}-1}} \tag{2.3.1}
\end{equation*}
$$

The probability for two-sided prediction intervals $\left(X_{i_{1}: n_{1}}, X_{i_{1}^{*}: n_{1}}\right)$, is given by $g_{i_{1}, i_{2}}-$
$g_{i_{1}^{*}, i_{2}}$.
For prediction of future progressively type-II order statistics, Guilbaud (2001) expresses the marginal distribution of a progressively type-II censored order statistic as a mixture of typical order statistics. This mixture representation combined with (2.3.1) can be used to calculate prediction intervals for a specified order statistic from a future progressively type-II censored sample. Exceedances can similarly be obtained for the case of a usual order statistic and a PCOS directly (See Bairamov and Eryilmaz, 2006; Ng and Balakrishnan, 2005).

To obtain the probability of at least $\lambda>0$ values from a future complete sample $\mathbf{W}$, consider the following. For $1 \leq i<j \leq n_{2}$ and $1 \leq k_{1}<k_{2} \leq n_{1}$, we have

$$
\begin{align*}
& P(\text { at least } \\
& \left.\lambda W^{\prime} s \in\left(X_{k_{1}: n_{1}}, X_{k_{2}: n_{1}}\right)\right) \\
& =\sum_{j=\lambda}^{n_{2}} \sum_{i=0}^{n_{2}-j} P\left(W_{i: n_{2}}<X_{k_{1}: n_{1}}<W_{i+1: n_{2}}<W_{i+j: n_{2}}<X_{k_{2}: n_{1}}<W_{i+j+1: n_{2}}\right)  \tag{2.3.2}\\
& =
\end{align*} \sum_{j=\lambda}^{n_{2}} \sum_{i=0}^{n_{2}-j} \frac{\binom{i+k_{1}-1}{i}\binom{j+k_{2}-k_{1}-1}{j}\binom{n_{1}+n_{2}-k_{2}-i-j}{n_{2}-i-j}}{\binom{n_{1}+n_{2}}{n_{2}}} .
$$

To obtain the probabilities for a type-II censored sample we need only to modify the indices in the sums. If the new sample has $r$ observed failures, then the probability need be separated into two sums reflecting whether the final observed value $W_{r: n_{2}}$ falls
below or above $X_{k_{2}: n_{2}}$. The probability would be

$$
\begin{align*}
& P\left(\text { at least } \lambda W^{\prime} s \in\left(X_{k_{1}: n_{1}}, X_{k_{2}: n_{1}}\right)\right) \\
& =\sum_{j=\lambda}^{r-1} \sum_{i=0}^{r-j-1} P\left(W_{i: n_{2}}<X_{k_{1}: n_{1}}<W_{i+1: n_{2}}<W_{i+j: n_{2}}<X_{k_{2}: n_{1}}<W_{i+j+1: n_{2}}\right) \\
& \quad+\sum_{j=\lambda}^{r} \sum_{c=0}^{n_{2}-r} P\left(W_{r-j: n_{2}}<X_{k_{1}: n_{1}}<W_{r-j+1: n_{2}}<W_{r+c: n_{2}}<X_{k_{2}: n_{1}}<W_{r+c+1: n_{2}}\right) \\
& =\sum_{j=\lambda}^{r-1} \sum_{i=0}^{r-j-1} \frac{\binom{i+k_{1}-1}{i}\binom{j+k_{2}-k_{1}-1}{j}\binom{n_{1}+n_{2}-k_{2}-i-j}{n_{2}-i-j}}{\binom{n_{1}+n_{2}}{n_{2}}} \\
& \quad+\sum_{j=\lambda}^{r} \sum_{c=0}^{n_{2}-r} \frac{\binom{r-j+k_{1}-1}{r-j}\binom{j+c+k_{2}-k_{1}-1}{j+c}\binom{n_{1}+n_{2}-k_{2}-r-c}{n_{2}-r-c}}{\binom{n_{1}+n_{2}}{n_{2}}} \tag{2.3.3}
\end{align*}
$$

If $r=1$, then the first term collapses leaving the second.

## Chapter 3

## Multiple Type-II Censored

## Samples

Consider estimating the $p$-th quantile $\xi_{p}$ from a continuous distribution with the interval $\left(X_{k_{1}: n}, X_{k_{2}: n}\right)$. If we do not wish to assume anything further, we can then find the coverage probability of this interval as in equation (2.1.1).

Suppose we take a sample of size $n=10$. We can estimate the median with the interval ( $X_{2: 10}, X_{9: 10}$ ), which has coverage probability

$$
P\left(X_{2: 10}<\xi_{0.5}<X_{9: 10}\right)=\sum_{i=2}^{8}\binom{10}{i}\left[\frac{1}{2}\right]^{10} \approx 0.9785
$$

If we wished to instead estimate an upper quantile, say $\xi_{0.9}$, the largest interval
( $X_{1: 10}, X_{10: 10}$ ) only has coverage probability

$$
P\left(X_{1: 10}<\xi_{0.9}<X_{10: 10}\right)=\sum_{i=1}^{9}\binom{10}{i}\left[\frac{9}{10}\right]^{i}\left[\frac{1}{10}\right]^{n-i} \approx 0.6513
$$

The median is the quantile which will have the highest coverage probability, and this nearly requires the complete sample. The $90-\%$ quantile requires the whole range and can not achieve a reasonable coverage probability. It is evident that more information is needed.

With a censored sample, the problem is exasperated. If there is $30 \%$ right censoring, then the coverage probabilities for the quantiles $\xi_{0.5}$ and $\xi_{0.9}$, of the largest interval $\left(X_{1: 10}, X_{7: 10}\right)$ are $82.71 \%$ and $7.02 \%$ respectively. One may wish to take additional future independent samples to obtain more favourable coverage probabilities.

However, this need not be the only reason one would wish to pool multiple type-II samples. It may be that a machine stresses items to failure, but can only place a certain number at a time. Multiple runs may then be done to fail a larger number of items. It will be shown later that it can be desirable to intentionally design an experiment with pooling in order to obtain better estimates of upper quantiles. Balakrishnan et al. (2010b) have considered inference for two independent type-II samples. In this chapter we will extend these results to $B$ independent type-II samples.

Consider $B$ independent type-II samples, where $X_{b, k: n_{b}}$ is the $k$-th order statistic from the $b$-th sample of size $n_{b}$. We have the condition that $1 \leq r_{b} \leq n_{b}$. When
$r_{b}=n_{b}$ the $b$-th sample is complete; and when $r_{b}<n_{b}$ the sample is type-II censored.
Let $Z_{(i)}$ be the $i$-th $(1 \leq i \leq \dot{r})$ pooled order statistic from the pooled sample.

### 3.1 Distributional Representations

The multi-sample case is naturally more complex than its two-sample counterpart. Consider the marginal distribution of a pooled order statistic.

In the two-sample case, when the $i$-th pooled order statistic is conditioned to be from the first sample, then the number of observed items from the second sample above or below it are fixed. This is not generally true with 3 or more samples, though it can be in certain cases. In the multi-sample case, given some item from some sample being the $i$-th pooled order statistic, we can freely fix the number of items above and below the $i$-th pooled order statistic in at most $B-2$ samples.

As a result, we can expect the representations given here to be much more complex than in the two-sample case.

### 3.1.1 Marginal Distribution of a pooled OS

To obtain the marginal distribution of $Z_{(i)}$, we can partition the sample space to obtain the following

$$
\begin{equation*}
P\left(Z_{(i)} \leq \xi_{p}\right)=\sum_{b=1}^{B} \sum_{k=1}^{r_{b}} P\left(Z_{(i)}=X_{b, k: n_{b}} \leq \xi_{p}\right) \tag{3.1.1}
\end{equation*}
$$

as the events, $Z_{(i)}=X_{b, k: n_{b}}$ are exhaustive, and are mutually exclusive with probability 1.

For any permutation of the samples that gives $Z_{(i)}=X_{b, k: n_{b}}$, let $\mathcal{A}=\{1,2, \ldots, B\} \backslash$ b. Some sample $b^{o} \in \mathcal{A}$ may have all of its observed values and some of the latent unobserved values below $X_{b, k: n_{b}}$. Namely $X_{b^{o}, r_{b^{o}}+c_{j}: n_{b^{o}}}<X_{b, k: n_{b}}<X_{b^{o}, r_{b^{o}}+c_{j}+1: n_{b^{o}}}$, for some $1 \leq c_{j} \leq n_{b^{o}}-r_{b^{\circ}}$. If this is the case, then for this permutation, $b^{o} \in\left\{b^{\prime}\right\}$.

Otherwise the latent unobserved values all lie above $X_{b, k: n_{b}}$ and the observed values can be either above or below. Namely, $X_{b^{o}, c_{j}: n_{b o}}<X_{b, k: n_{b}}<X_{b^{o}, c_{j}+1: n_{b o} o}$ for some $0 \leq c_{j} \leq r_{b^{\circ}}$. Thus these samples $b^{o}$ are in $\left\{b^{\prime \prime}\right\}$.

For any permutation of the samples giving $Z_{(i)}=X_{b, k: n_{b}}$, we have a partition of $\mathcal{A}$ into $\left\{b^{\prime}\right\}$, and $\left\{b^{\prime \prime}\right\}$. This is a valid partition of $\mathcal{A}$ iff $\dot{r}_{b^{\prime}}+\dot{c}_{b^{\prime \prime}}=i-k$. When $\dot{r}_{\mathcal{A}}<i-k$ or when $i<k$, no partition leading to $Z_{(i)}=X_{b, k: n_{b}}$ exist.
$\left\{b^{\prime \prime}\right\}$ can be further subdivided into $\left\{b_{\beta}^{\prime \prime}\right\}$ and $\left\{b_{\alpha}^{\prime \prime}\right\}$. The former being "large" $\left(r_{b^{\circ}} \geq i-k-\dot{r}_{b^{\prime}}\right)$ or complete samples, and the latter being the "small", incomplete samples. All samples in $\left\{b_{\beta}^{\prime \prime}\right\}$ can be treated as one larger sample for computational purposes, reducing the dimension of the sums involved.

We can now define a weight $W$, as

$$
W_{\{i\},\{h\},\{l\},\{j\}}=\frac{\binom{i-1}{h_{1}, \ldots, h_{d}, i-1-\sum h}\binom{n-i}{l_{1}, \ldots, l_{d}, n-i-\sum l}}{\binom{n}{j_{1}, \ldots, j_{d}, n-\sum j}}
$$

Thus, we have the following result.

Theorem 3.1.1 For $i=1,2, \ldots, \dot{r}$, and $0 \leq p \leq 1$, we have

$$
\begin{aligned}
& P\left(Z_{(i)} \leq p\right)=\sum_{b=1}^{B} \sum_{k=1}^{r_{b}} \sum_{\left.\sigma_{\left\{b^{\prime}\right\}}\right\}} \sum_{\substack{c_{j}=1 \\
j \in\left\{b^{\prime}\right\}}}^{n_{j}-r_{j}} \sum_{\substack{c_{j}=0 \\
j \in\left\{b_{\alpha}^{\prime}\right\}}}^{r_{j}} F_{U} F_{i+\dot{c}_{b^{\prime}}: n}(p) \\
& \times W_{i+\dot{c}_{b^{\prime}},\left\{\begin{array}{c}
k-1 \\
\left\{c_{j}+r_{j}\right\}, j \in\left\{b^{\prime}\right\} \\
\left\{c_{j}\right\}, j \in\left\{b_{\alpha}^{\prime}\right\}
\end{array}\right\}} \quad\left\{\begin{array}{c}
n_{b}-k \\
\left\{n_{j}-r_{j}-c_{j}\right\}, j \in\left\{b^{\prime}\right\} \\
\left\{n_{j}-c_{j}\right\}, j \in\left\{b_{\alpha}^{\prime}\right\}
\end{array}\right\},\left\{\begin{array}{c}
n_{b} \\
\left\{n_{j}\right\}, j \in\left\{b^{\prime}\right\} \\
\left\{n_{j}\right\}, j \in\left\{b_{\alpha}^{\prime \prime}\right\}
\end{array}\right\},
\end{aligned}
$$

where
$U= \begin{cases}\left\{c_{j} \mid \dot{c}_{b_{\alpha}^{\prime \prime}}=i-k-\dot{r}_{b^{\prime}}\right\} & \text { if }\left\{b_{\beta}^{\prime \prime}\right\} \text { is empty } \\ \left\{c_{j} \mid \dot{c}_{b_{\alpha}^{\prime \prime}} \leq i-k-\dot{r}_{b^{\prime}}\right\} & \text { if }\left\{b_{\beta}^{\prime \prime}\right\} \text { is non-empty and if } i-k-\dot{r}_{j^{\prime}} \leq \dot{r}_{b^{\prime \prime}} \\ \left\{c_{j} \mid i-k-\dot{r}_{b^{\prime}} \geq \dot{c}_{b_{\alpha}^{\prime \prime}} \geq i-k-\dot{r}_{b^{\prime}}-\dot{r}_{b_{\beta}^{\prime \prime}}\right\} & \text { if }\left\{b_{\beta}^{\prime \prime}\right\} \text { is non-empty and if } i-k-\dot{r}_{j^{\prime}}>\dot{r}_{b^{\prime \prime}} .\end{cases}$

Here $\mid U$ indicates that the multiple sum of $c_{j}$ 's in $\left\{b_{\alpha}^{\prime \prime}\right\}$ is restricted to the region given by $U$.

Proof: For convenience, let us assume $X \sim \operatorname{Unif}(0,1)$, since otherwise a probability integral transformation can be performed to bring the problem to uniform setting. As a result, it is known that $X_{k: n} \sim \operatorname{Beta}(k-1, n-k)$.

We have that, $P\left(Z_{(i)} \leq p\right)=\sum_{b=1}^{B} \sum_{k=1}^{r_{b}} P\left(X_{b, k: n_{b}}=Z_{(i)} \leq p\right)$. Let $\left\{b^{\prime}\right\}$ be some subset of $\mathcal{A}$. If $i-k<\dot{r}_{b^{\prime}}$ then $X_{b, k: n_{b}}=Z_{(i)}$ is impossible since there are more than $i$ observed values up to and including $X_{b, k: n_{b}}$. If $\dot{r}_{\mathcal{A}}<i-k$, then there are insufficient observed items from the other $B-1$ samples for $X_{b, k: n_{b}}$ to be the $i$-th pooled value. Consequently, $\dot{r}_{b^{\prime}}+\dot{c}_{b^{\prime \prime}}=i-k$ is necessary and sufficient for the probability to be
non-zero, and so we obtain

$$
P\left(Z_{(i)} \leq p\right)=\sum_{b=1}^{B} \sum_{k=1}^{r_{b}} \sum_{\substack{\left\{b^{\prime}\right\}}} \sum_{\substack{c_{j}=1 \\ j \in\left\{b^{\prime}\right\}}}^{n_{j}-r_{j}} \sum_{\substack{c_{j} \in\left\{b^{\prime \prime}\right\}}} P\left(X_{b, k: n_{b}}=Z_{(i)} \leq p, \cap_{j} \mathcal{B}_{b^{\prime}}, \cap_{j} \mathcal{C}_{b^{\prime \prime}}\right)
$$

where $\mathcal{B}_{b^{\prime}}=\left\{X_{j, r_{j}+c_{j}: n_{j}}<X_{b, k: n_{b}}<X_{j, r_{j}+c_{j}+1: n_{j}}\right\} \forall j \in\left\{b^{\prime}\right\}$, and $\mathcal{C}_{b^{\prime \prime}}=\left\{X_{j, c_{j}: n_{j}}<\right.$ $\left.X_{b, k: n_{b}}<X_{j, c_{j}+1: n_{j}}\right\} \forall j \in\left\{b^{\prime \prime}\right\}$.

Let us now consider $P\left(X_{b, k: n_{b}}=Z_{(i)} \leq p, \cap_{j} \mathcal{B}_{j}, \cap_{j} \mathcal{C}_{j}\right)$. Marginally, $X_{b, k: n_{b}}$ is $\operatorname{Beta}\left(k-1, n_{b}-k\right)$, each other (complete) sample conditioned on $X=x$ can be viewed as a binomial event with success probability $x$ and failure probability $1-x$.

So we then have,

$$
\begin{aligned}
& P\left(X_{b, k: n_{b}}=Z_{(i)} \leq p, \cap_{j} \mathcal{B}_{j}, \cap_{j} \mathcal{C}_{j}\right) \\
& =\int_{0}^{p} \frac{n_{b}!}{(k-1)!\left(n_{b}-k\right)!} x^{k-1}(1-x)^{n_{b}-k} \\
& \times \prod_{j \in\left\{b^{\prime}\right\}}\binom{n_{j}}{r_{j}+c_{j}} x^{r_{j}+c_{j}}(1-x)^{n_{j}-r_{j}-c_{j}} \prod_{j \in\left\{b^{\prime \prime}\right\}}\binom{n_{j}}{c_{j}} x^{c_{j}}(1-x)^{n_{j}-c_{j}} d x \\
& =\int_{0}^{p} x^{k-1+\dot{c}_{b^{\prime \prime}}+\left(\dot{r}_{b^{\prime}}+\dot{c}_{b^{\prime}}\right)}(1-x)^{n_{b}-k+\left(n_{b^{\prime \prime}}-\dot{c}_{b^{\prime \prime}}\right)+\left(n_{b^{\prime}}-\dot{r}_{b^{\prime}}-\dot{c}_{b^{\prime}}\right)} d x \\
& \times \frac{n_{b}!}{(k-1)!\left(n_{b}-k\right)!} \prod_{j \in\left\{b^{\prime}\right\}}\binom{n_{j}}{r_{j}+c_{j}} \prod_{j \in\left\{b^{\prime \prime}\right\}}\binom{n_{j}}{c_{j}} \\
& =F_{i+\dot{c}_{b^{\prime}}: n}(p) \frac{\left(i-1+\dot{c}_{b^{\prime}}\right)!\left(n-i-\dot{c}_{b^{\prime}}\right)!n_{b}!}{n!(k-1)!\left(n_{b}-k\right)!} \prod_{j \in\left\{b^{\prime}\right\}}\binom{n_{j}}{r_{j}+c_{j}} \prod_{j \in\left\{b^{\prime \prime}\right\}}\binom{n_{j}}{c_{j}}
\end{aligned}
$$

The final term above is a multivariate hypergeometric probability; see Johnson et al. (1997) for relevant details on this distribution. We have three cases here to consider. Firstly, if $\left\{b_{\beta}^{\prime \prime}\right\}$ is empty, the final term is 1 and this is already in the form of Theorem 3.1.1. Secondly, if $\left\{b_{\beta}^{\prime \prime}\right\}$ is non-empty and $i-k-\dot{r}_{b^{\prime}} \leq \dot{r}_{b_{\beta}^{\prime \prime}}$, then the final term can be summed out leaving the restriction $\dot{c}_{b_{\alpha}^{\prime \prime}} \leq i-k-\dot{r}_{b^{\prime}}$. Finally, if $\left\{b_{\beta}^{\prime \prime}\right\}$ is non-empty but $i-k-\dot{r}_{b^{\prime}}>\dot{r}_{b_{\beta}^{\prime \prime}}$, then $\left\{b_{\beta}^{\prime \prime}\right\}$ consists only of complete samples. In this case, they can be summed out but the restriction becomes $i-k-\dot{r}_{b^{\prime}} \geq \dot{c}_{b_{\alpha}^{\prime \prime}} \geq i-k-\dot{r}_{b^{\prime}}-\dot{r}_{b_{\beta}^{\prime \prime}}$. Hence, the Theorem.

Remark 3.1.2 If more than one sample is complete, then these samples can be combined into one sample for computational purposes. The will increase the efficiency of the calculations.

Remark 3.1.3 The pooled sample maximum $Z_{(\dot{r})}$ has an alternate representation based on the fact that $Z_{(\dot{r})}=\max _{1 \leq b \leq B} X_{b, r_{b}: n_{b}}$. The CDF can be given as

$$
\begin{equation*}
F_{Z_{(r)}}(t)=\prod_{b=1}^{B} F_{r_{b}: n_{b}}(t), \forall t \in \mathbb{R} \tag{3.1.2}
\end{equation*}
$$

Remark 3.1.4 The mixture weights are weighted hypergeometric probabilities, where the weight $n_{b} / n$ is the probability that the $\left(i+\dot{c}_{b^{\prime}}\right)$-th value came from sample $b$.
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Remark 3.1.5 Calculating the mixture probability for $X_{i: n}$ should be avoided as this is often the most computationally intensive portion.

Corollary 3.1.6 For $1 \leq i \leq \min _{j} r_{j}, Z_{(i)} \stackrel{d}{=} X_{i: n}$

Proof: Since $i \leq \min _{j} r_{j}$ then for all $b(1 \leq b \leq B)$ and $k\left(1 \leq k \leq r_{b}\right), i-k \leq$ $i-1<\min _{j} r_{j}$, so that $\sigma_{\left\{b^{\prime}\right\}}=\{\{\emptyset\}\}$. Thus all samples $b^{o}\left(b^{o} \neq b\right)$ are in $\left\{b_{\beta}^{\prime \prime}\right\}$ as $r_{b^{o}} \geq \min _{j} r_{j} \geq i-k=i-k-r_{\left\{b^{\prime}\right\}}$. Furthermore $P\left(Z_{(i)}=X_{b, k: n_{b}}\right)=0$ for all $k>i$. Thus the mixture representation reduces to

$$
\begin{aligned}
P\left(Z_{(i)} \leq \xi_{p}\right) & =\sum_{b=1}^{B} \sum_{k=1}^{r_{b}} W_{i, k-1, n_{b}-k, n_{b}} F_{i: n}\left(\xi_{p}\right)=F_{i: n}\left(\xi_{p}\right) \sum_{b=1}^{B} \sum_{k=1}^{i} \frac{\binom{i-1}{k-1}\binom{n-i}{n_{b}-k}}{\binom{n}{n_{b}}} \\
& =F_{i: n}\left(\xi_{p}\right) \sum_{b=1}^{B} \sum_{k=1}^{i} \frac{n_{b}}{n} \frac{\binom{i-1}{k-1}\binom{n-i}{n_{b}-k}}{\binom{n-1}{n_{b}-1}}=F_{i: n}\left(\xi_{p}\right) \sum_{b=1}^{B} \frac{n_{b}}{n} \sum_{k=1}^{i} \frac{\binom{i-1}{k-1}\binom{n-1}{n_{b}-k}}{\binom{n-1}{n_{b}-1}} \\
& =F_{i: n}\left(\xi_{p}\right) \sum_{b=1}^{B} \frac{n_{b}}{n} \cdot 1=F_{i: n}\left(\xi_{p}\right) .
\end{aligned}
$$

Corollary 3.1.7 Given B independent type-II left censored samples, the marginal distribution of $Z_{(i)}$ has the mixture representation

$$
Z_{(i)} \stackrel{d}{=} \sum_{k=1}^{n} Q_{(\dot{r}-i+1) k} X_{n-k+1: n}
$$

where $Q$ is a multinomial random variable independent of the $X$ 's and with success vector $\left(q_{i k}\right)$ as in Theorem 3.1.1, based on a type-II right censored sample with the same censoring scheme.

Proof: Since $\left\{X_{b, k: n_{b}} ; 1 \leq b \leq B, n_{b}-r_{b}+1 \leq k \leq n_{b}\right\}$ is a collection of B left
censored samples from $F_{X}(x)$, then for $\tilde{X}=-X,\left\{\tilde{X}_{b, k: n_{b}} ; 1 \leq b \leq B, 1 \leq k \leq r_{b}\right\}$ is a collection of right censored samples with distribution function $F_{\tilde{X}}(x)=1-F_{X}(-x)$. Here the pooled order statistic have the property that $\tilde{Z}_{(\dot{r}-i+1)}=-Z_{(i)}$ and so

$$
\begin{aligned}
P\left(Z_{(i)} \leq \xi_{p}\right) & =P\left(\tilde{Z}_{(\dot{r}-i+1)} \geq-\xi_{p}\right) \\
& =\sum_{k=1}^{n} q_{(\dot{r}-i+1) k} P\left(\tilde{X}_{k: n} \geq-\xi_{p}\right)=\sum_{k=1}^{n} q_{(\dot{r}-i+1) k} P\left(X_{n-k+1: n} \leq \xi_{p}\right)
\end{aligned}
$$

The second equality being the application of Theorem 3.1.1
We can similarly obtain results for type-II left censored samples, for the joint distribution of two or more pooled order statistics (Theorem 3.1.8, Propositions 3.1.10, 3.1.12, and 3.1.14) as done in Corollary 3.1.7.

### 3.1.2 Joint Distribution of two pooled OS

To obtain the joint probability of $P\left(Z_{\left(i_{1}\right)} \leq p_{1}, Z_{\left(i_{2}\right)} \leq p_{2}\right)$ for $1 \leq i_{1}<i_{2} \leq \dot{r}$, we proceed in a similar fashion as in Theorem 3.1.1. For $p_{1}<p_{2}$, we are interested in

$$
\begin{align*}
P\left(Z_{\left(i_{1}\right)}\right. & \left.\leq p_{1}, Z_{\left(i_{2}\right)} \leq p_{2}\right)=\sum_{b=1}^{B} \sum_{1 \leq k_{1}<k_{2} \leq r_{b}} P\left(X_{b, k_{1}: n_{b}}=Z_{\left(i_{1}\right)} \leq p_{1}, X_{b, k_{2}: n_{b}}=Z_{\left(i_{2}\right)} \leq p_{2}\right) \\
& +\sum_{b^{o} \neq b} \sum_{b=1}^{B} \sum_{k_{1}=1}^{r_{b o}} \sum_{k_{2}=1}^{r_{b}} P\left(X_{b^{o}, k_{1}: n_{b^{o}}}=Z_{\left(i_{1}\right)} \leq p_{1}, X_{b, k_{2}: n_{b}}=Z_{\left(i_{2}\right)} \leq p_{2}\right) \tag{3.1.3}
\end{align*}
$$

of which the two terms in either summand must be treated separately albeit in a similar fashion. When $p_{1} \geq p_{2}$ then the joint distribution reduces to $P\left(Z_{\left(i_{2}\right)} \leq p_{2}\right)$,
the marginal distribution of $Z_{\left(i_{2}\right)}$.
Again we introduce similar notation as used in the previous section. Here the $b$-th sample, may or may not be the same as the $b^{o}$-th sample, so $\mathcal{A}=\{1,2, \ldots, B\} \backslash$ $\left\{b \bigcup b^{o}\right\}$. We define $\left\{b^{\prime}\right\}$ as samples in $\mathcal{A}$ such that all the observed and some unobserved values from these samples are below $Z_{\left(i_{2}\right)}$. Furthermore, we define a $\left\{b_{1}^{\prime}\right\}$ as a subset of $\left\{b^{\prime}\right\}$ such that all the observed values fall below $Z_{\left(i_{1}\right)}$. Thus $\left\{b_{2}^{\prime}\right\}=\left\{b^{\prime}\right\} \backslash\left\{b_{1}^{\prime}\right\}$ has the final observed value between $Z_{\left(i_{1}\right)}$ and $Z_{\left(i_{2}\right)}$.

Similarly $\left\{b^{\prime \prime}\right\}$ is the complement of $\left\{b^{\prime}\right\}$ in $\mathcal{A} .\left\{b_{\beta}^{\prime \prime}\right\}$ is similarly defined as samples $b^{1}$ in $\left\{b^{\prime \prime}\right\}$ such that $\dot{r}_{b^{1}} \geq i-k-\dot{r}_{b^{\prime}}$.

We again define $\sigma_{\left\{b^{\prime}\right\}}$ as the collection of all valid $\left\{b^{\prime}\right\} . \sigma_{\left\{b_{1}^{\prime}\right\}}$ is the collection of valid $\left\{b_{1}^{\prime}\right\} \in\left\{b^{\prime}\right\}$.

Again we define a weight $\mathcal{W}$, as

$$
\mathcal{W}_{\{i\},\{h\},\{m\},\{l\},\{j\}}=\frac{\binom{i_{1}-1}{h_{1}, \ldots, h_{d}, i_{1}-1-\sum h}\binom{i_{2}-i_{1}-1}{m_{1}, \ldots, m_{d}, i_{2}-i_{1}-1-\sum m}\binom{n-i_{2}}{l_{1}, \ldots, l_{d}, n-i_{2}-\sum l}}{\left(\begin{array}{c}
j_{1}, \ldots, j_{d}, n-\sum j
\end{array}\right)} .
$$

Then we have the following Theorem.

Theorem 3.1.8 For $i_{1}=1,2, \ldots, \dot{r}-1, i_{1}<i_{2} \leq \dot{r}$, and $0 \leq p_{1}<p_{2} \leq 1$, the first term on the RHS of (3.1.3) is

$$
\sum_{\substack{\left.\sigma_{\left\{b^{\prime}\right\}}^{\prime}\right\}}} \sum_{\substack{\left.\sigma_{1}^{\prime}\right\}}} \sum_{\substack{\left\{c_{j_{1}}, c_{j_{2}}\right\} \\ j \in\left\{b_{1}^{\prime}\right\}}} \sum_{\substack{\left\{c_{j_{1}}, c_{j_{2}}\right\} \\ j \in\left\{b_{2}\right\}}} \sum_{\substack{\left\{c_{1}, c_{j_{2}}\right\} \\ j \in\left\{b_{\alpha}^{\prime}\right\}}} \mathcal{W}_{\{, \ldots, .,\}} F_{i_{1}+\dot{c}_{j_{1}, b_{1}^{\prime}, i_{2}+\dot{c}_{j_{1}}, b_{1}}+\dot{c}_{j_{2}, b_{1}^{\prime}}+\dot{c}_{j_{2}, b_{2}^{\prime}}: n}\left(p_{1}, p_{2}\right)
$$

where

$$
\begin{aligned}
& \{i\}=\left\{\begin{array}{c}
i_{1}+\dot{c}_{j_{1}, b_{1}^{\prime}} \\
i_{2}-i_{1}+\dot{c}_{j_{2}, b_{1}^{\prime}}+\dot{c}_{j_{2}, b_{2}^{\prime}}
\end{array}\right\}, \\
& \{h\}=\left\{\begin{array}{c}
k_{1}-1 \\
\left\{r_{j}+c_{j_{1}}\right\}, j \in\left\{b_{1}^{\prime}\right\} \\
\left\{c_{1}\right\}, j \in\left\{\left\{\hat{l}_{1}^{\prime}\right\}\right. \\
\left\{c_{j_{1}}\right\}, j \in\left\{b_{\alpha}^{\prime}\right\}
\end{array}\right\}, \\
& \{m\}=\left\{\begin{array}{c}
k_{2}-k_{1}-1 \\
\left\{c_{j_{2}}\right\}, j \in\left\{b_{1}^{\prime}\right\} \\
\left.\left\{r_{j}+c_{j_{2}}-c_{j},\right\}, j b^{\prime}\right\} \\
\left\{c_{j_{2}}\right\}, j \in\left\{b_{\alpha}^{\prime \prime}\right\}
\end{array}\right\}, \\
& \{l\}=\left\{\begin{array}{c}
-n_{b}-k_{2} \\
\left\{n_{j}-r_{j}-c_{j_{1}}-c_{j_{2}}\right\}, j \in\left\{\left\{_{1}^{\prime}\right\}\right. \\
\left\{n_{j}-j_{j}-c_{j_{2}}\right\}, j \in\left\{b_{1}^{\prime}\right\} \\
\left\{n_{j}-c_{j_{1}}-c_{j_{2}}\right\}, j \in\left\{b_{\alpha}^{\prime \prime}\right\}
\end{array}\right\}, \\
& \{j\}=\left\{\begin{array}{c}
\left\{\begin{array}{c}
n_{b} \\
\left\{n_{j}\right\}, j \in\left\{b_{1}^{\prime}\right\} \\
\left\{n_{j},\right\}, \in\left\{b^{2}\right\} \\
\left\{n_{j}\right\}, j \in\left\{b_{\alpha}^{b_{\alpha}}\right\}
\end{array}\right\} ; ~
\end{array}\right.
\end{aligned}
$$

and the second term on the RHS of (3.1.3) is

$$
\begin{aligned}
& \sum_{c_{b}=0}^{k_{2}-1} \sum_{c_{b}=0}^{r_{b} o-k_{1}} \sum_{\left.\sigma_{\left\{b^{\prime}\right\}}\right\}} \sum_{\substack{\left.\sigma_{\left\{b_{1}^{\prime}\right.}\right\}}} \sum_{\substack{\left\{c_{j_{1}}, c_{j_{2}}\right\} \\
j \in\left\{b_{1}^{\prime}\right\}}} \sum_{\substack{\left.c_{j_{1}}, c_{j_{2}}\right\} \\
j \in\left\{b_{2}^{\prime}\right\}}} \sum_{\substack{\left\{c_{c_{1}}, c_{j_{2}}\right\} \\
j \in\left\{b_{\alpha}^{\prime}\right\}}} \mathcal{W}_{\{, \ldots, \ldots,\}}^{1} F_{i_{1}+\dot{c}_{j_{1}, b_{1}^{\prime}}, i_{2}+\dot{c}_{j_{1}, b_{1}^{\prime}}+\dot{c}_{j_{2}, b_{1}^{\prime}}^{\prime}+\dot{c}_{j_{2}, b_{2}^{\prime}}: n}\left(p_{1}, p_{2}\right) \\
& +\mathbb{1}_{1 \leq n_{b^{o}}-r_{b^{o}} o} \sum_{c_{b}=0}^{k_{2}-1} \sum_{c_{b^{o}}=1}^{n_{b} o-r_{b^{o}}} \sum_{\sigma_{\left\{b^{\prime}\right\}}} \sum_{\left.\sigma_{\left\{b_{1}^{\prime}\right\}}\right\}} \sum_{\left\{\begin{array}{c}
\left.c_{c_{1}}, c_{j_{2}}\right\} \\
j \in\left\{b_{1}^{\prime}\right\} \\
j
\end{array}\right.} \sum_{\substack{\left.c_{j_{1},}, c_{c_{2}}\right\} \\
j \in\left\{b_{2}^{\prime}\right\}}} \sum_{\substack{\left\{c_{j_{1}}, c_{j_{2}}\right\} \\
j \in\left\{b_{\alpha}^{\prime}\right\}}} \\
& \mathcal{W}_{\{,, \ldots,\}}^{2} F_{i_{1}+\dot{c}_{j_{1}, b_{1}^{\prime}}^{\prime}, i_{2}+c_{b} o+\dot{c}_{j_{1}, b_{1}^{\prime}}+\dot{c}_{j_{2}, b_{1}^{\prime}}+\dot{c}_{j_{2}, b_{2}^{\prime}}: n}\left(p_{1}, p_{2}\right),
\end{aligned}
$$

where for $\mathcal{W}^{1}$, we have

$$
\begin{aligned}
& \{i\}=\left\{\begin{array}{c}
i_{1}+\dot{c}_{j_{1}, b_{1}^{\prime}} \\
i_{2}-i_{1}+\dot{c}_{j_{2}, b_{1}^{\prime}}+\dot{c}_{j_{2}, b_{2}^{\prime}}
\end{array}\right\}, \\
& \{h\}=\left\{\begin{array}{c}
k_{1}-1 \\
c_{b} \\
\left\{r_{j}+c_{j_{1}}\right\}, j \in\left\{b^{\prime}\right\} \\
\left\{c_{j_{1}}\right\}, j \in\left\{b_{2}^{\prime}\right\} \\
\left\{c_{\left.j_{1}\right\}}\right\}, j \in\left\{b_{\alpha}^{\prime}\right\}
\end{array}\right\}, \\
& \{l\}=\left\{\begin{array}{c}
n_{b^{\prime} o}-k_{1}-c_{b o} \\
n_{b}-k_{2} \\
\left\{n_{j}-r_{j}-c_{j_{1}}, c_{j_{2}}, j, j \in\left\{b_{1}^{\prime}\right\}\right. \\
\left\{n_{j}-r_{j}-c_{2}\right\}, j \in\left\{b_{2}^{\prime}\right\} \\
\left\{n_{j}-c_{j_{1}}-c_{j_{2}}\right\}, j, j \in\left\{b_{\alpha}^{\prime \prime}\right\}
\end{array}\right\}, \\
& \{m\}=\left\{\begin{array}{c}
c_{b} o \\
\left\{c_{j_{2}}\right\} c_{b}-1 \\
\left\{c_{j} \in b_{1}^{\prime}\right\} \\
\left\{c_{j}-c_{j}+c_{j} j_{j}, j,\left\{b_{b}^{\prime}\right\}\right. \\
\left\{c_{j_{2}}\right\}, j \in\left\{b_{\alpha}^{\prime}\right\}
\end{array}\right\}, \\
& \{j\}=\left\{\begin{array}{c}
\left.\begin{array}{c}
n_{b o} \\
n_{b} \\
n_{b o} \\
\left\{n_{j}\right\}, j \in\left\{b_{1}^{\prime}\right\} \\
\left\{n_{j}\right\}, j \in\left\{b_{b}\right\} \\
\left\{n_{j}\right\}, j \in\left\{b_{\alpha}^{\prime}\right\}
\end{array}\right\}
\end{array}\right\},
\end{aligned}
$$
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and for $\mathcal{W}^{2}$, we have

$$
\begin{aligned}
& \{i\}=\left\{\begin{array}{c}
i_{1}+\dot{c}_{j_{1}, b_{1}^{\prime}} \\
i_{2}-i_{1}+c_{b} o+\dot{c}_{j_{2}, b_{1}^{\prime}}+\dot{c}_{j_{2}, b_{2}^{\prime}}
\end{array}\right\}, \\
& \{h\}=\left\{\begin{array}{c}
k_{1}-1 \\
c_{b} \\
\left\{r_{j}+c_{j_{1}}\right\}, j \in\left\{b_{1}^{\prime}\right\} \\
\left\{c_{j_{1}}\right\}, j \in\left\{b_{2}^{\prime}\right\} \\
\left\{c_{j_{1}}\right\}, j \in\left\{b_{\alpha}^{\prime \prime}\right\}
\end{array}\right\}, \\
& \{m\}=\left\{\begin{array}{c}
r_{b^{o}}+c_{b_{o} o}-k_{1} \\
k_{2}-c_{b}-1 \\
\left\{c_{j_{2}}\right\}, j \in\left\{b_{1}^{\prime}\right\} \\
\left\{r_{j}-c_{j_{1}}+c_{j_{2}}\right\}, j \in\left\{b_{2}^{\prime}\right\} \\
\left\{c_{j_{2}}\right\}, j \in\left\{b_{\alpha}^{\prime \prime}\right\}
\end{array}\right\}, \\
& \{l\}=\left\{\begin{array}{c}
n_{b^{o}}-r_{b^{o}}-c_{b} o \\
n_{b}-k_{2} \\
\left\{n_{j}-r_{j}-c_{j_{1}}-c_{j_{2}}\right\}, j \in\left\{b_{1}^{\prime}\right\} \\
\left\{n_{j}-r_{j}-c_{j_{2}}\right\}, j \in\left\{b_{2}^{\prime}\right\} \\
\left\{n_{j}-c_{j_{1}}-c_{j_{2}}\right\}, j \in\left\{b_{\alpha}^{\prime \prime}\right\}
\end{array}\right\}, \\
& \{j\}=\left\{\begin{array}{c}
n_{b} \\
n_{b o} \\
\left\{n_{j}\right\}, j \in\left\{b_{1}^{\prime}\right\} \\
\left\{n_{j}\right\}, j \in\left\{b_{2}^{\prime}\right\} \\
\left\{n_{j}\right\}, j \in\left\{b_{\alpha}^{\prime \prime}\right\}
\end{array}\right\} .
\end{aligned}
$$

In the above expressions,
$U_{1}=\left\{\begin{array}{c}\left\{\left(c_{j_{1}, b_{\alpha}^{\prime \prime}}, c_{j_{2}, b_{\alpha}^{\prime \prime}}\right) \mid \dot{c}_{j_{1}, b_{\alpha}^{\prime \prime}}=i_{1}-k_{1}-\dot{r}_{b_{1}^{\prime}}-\dot{c}_{j_{1}, b_{2}^{\prime}}, \dot{c}_{j_{2}, b_{\alpha}^{\prime \prime}}=i_{2}-k_{2}-\dot{r}_{b_{2}^{\prime}}+\dot{c}_{j_{1}, b_{2}^{\prime}}-i_{1}+k_{1}\right\} \\ \text { if }\left\{b_{\beta}^{\prime \prime}\right\} \text { is empty, } \\ \left\{\left(c_{j_{1}, b_{\alpha}^{\prime \prime}}, c_{j_{2}, b_{\alpha}^{\prime \prime}}\right) \mid \dot{c}_{j_{1}, b_{\alpha}^{\prime \prime}} \leq i_{1}-k_{1}-\dot{r}_{b_{1}^{\prime}}-\dot{c}_{j_{1}, b_{2}^{\prime}}, \dot{c}_{j_{2}, b_{\alpha}^{\prime \prime}} \leq i_{2}-k_{2}-\dot{r}_{b_{2}^{\prime}}+\dot{c}_{j_{1}, b_{2}^{\prime}}-i_{1}+k_{1}\right\} \\ \text { if }\left\{b_{\beta}^{\prime \prime}\right\} \text { is non-empty with } \dot{r}_{b_{\beta}^{\prime \prime}} \geq i_{2}-k_{2}-\dot{r}_{b^{\prime}}, \\ \left\{\left(c_{j_{1}, b_{\alpha}^{\prime \prime}}, c_{j_{2}, b_{\alpha}^{\prime \prime}}\right) \mid \dot{c}_{j_{1}, b_{\alpha}^{\prime \prime}} \leq i_{1}-k_{1}-\dot{r}_{b_{1}^{\prime}}-\dot{c}_{j_{1}, b_{2}^{\prime}}, \dot{c}_{j_{2}, b_{\alpha}^{\prime \prime}} \leq i_{2}-k_{2}-\dot{r}_{b_{2}^{\prime}}+\dot{c}_{j_{1}, b_{2}^{\prime}}-i_{1}+k_{1},\right. \\ \left.\dot{c}_{j_{1}, b_{\alpha}^{\prime \prime}}+\dot{c}_{j_{2}, b_{\alpha}^{\prime \prime}} \geq i_{2}-k_{2}-\dot{r}_{b^{\prime}}-\dot{r}_{b_{\beta}^{\prime \prime}}\right\} \\ \text { if }\left\{b_{\beta}^{\prime \prime}\right\} \text { is non-empty with } \dot{r}_{b_{\beta}^{\prime \prime}}<i_{2}-k_{2}-\dot{r}_{b^{\prime}},\end{array}\right.$
$U_{2}=\left\{\begin{array}{c}\left\{\left(c_{j_{1}, b_{\alpha}^{\prime \prime}}, c_{j_{2}, b_{\alpha}^{\prime \prime}}\right) \mid \dot{c}_{j_{1}, b_{\alpha}^{\prime \prime}}=i_{1}-k_{1}-\dot{r}_{b_{1}^{\prime}}-\dot{c}_{j_{1}, b_{2}^{\prime}}-c_{b}, \dot{c}_{j_{2}, b_{\alpha}^{\prime \prime}}=i_{2}-i_{1}-k_{2}+c_{b}-\dot{r}_{b_{2}^{\prime}}+\dot{c}_{j_{1}, b_{2}^{\prime}}-c_{b^{\circ}}\right\} \\ \text { if }\left\{b_{\beta}^{\prime \prime}\right\} \text { is empty, } \\ \left\{\left(c_{j_{1}, b_{\alpha}^{\prime \prime}}, c_{j_{2}, b_{\alpha}^{\prime \prime}}\right) \mid \dot{c}_{j_{1}, b_{\alpha}^{\prime \prime}} \leq i_{1}-k_{1}-\dot{r}_{b_{1}^{\prime}}-\dot{c}_{j_{1}, b_{2}^{\prime}}-c_{b}, \dot{c}_{j_{2}, b_{\alpha}^{\prime \prime}} \leq i_{2}-i_{1}-k_{2}+c_{b}-\dot{r}_{b_{2}^{\prime}}+\dot{c}_{j_{1}, b_{2}^{\prime}}-c_{b^{\circ}}\right\} \\ \text { if }\left\{b_{\beta}^{\prime \prime}\right\} \text { is non-empty with } \dot{r}_{b_{\beta}^{\prime \prime}} \geq i_{2}-k_{2}-k_{1}-c_{b^{o}}-\dot{r}_{b^{\prime}}, \\ \left\{\left(c_{j_{1}, b_{\alpha}^{\prime \prime}}, c_{j_{2}, b_{\alpha}^{\prime \prime}}\right) \mid \dot{c}_{j_{1}, b_{\alpha}^{\prime \prime}} \leq i_{1}-k_{1}-\dot{r}_{b_{1}^{\prime}}-\dot{c}_{j_{1}, b_{2}^{\prime}}-c_{b}, \dot{c}_{j_{2}, b_{\alpha}^{\prime \prime}} \leq i_{2}-i_{1}-k_{2}+c_{b}-\dot{r}_{b_{2}^{\prime}}+\dot{c}_{j_{1}, b_{2}^{\prime}}-c_{b^{o}}\right. \\ \left.c_{j_{1}, b_{\alpha}^{\prime \prime}}+c_{j_{2}, b_{\alpha}^{\prime \prime}} \geq i_{2}-k_{2}-k_{1}-c_{b^{o}}-\dot{r}_{b^{\prime}}\right\} \\ \text { if }\left\{b_{\beta}^{\prime \prime}\right\} \text { is non-empty with } \dot{r}_{b_{\beta}^{\prime \prime}}<i_{2}-k_{2}-k_{1}-c_{b^{o}}-\dot{r}_{b^{\prime}},\end{array}\right.$

Here $\left|U_{1},\right| U_{2}$, and $\mid U_{3}$ imply a constraint to the multiple sum of $c_{j_{1}}$ 's and $c_{j_{2}}$ 's in $\left\{b_{\alpha}^{\prime \prime}\right\}$ to the described region.

Proof: We will restrict attention to the first summand in equation (3.1.3). The other summand is done similarly.

Again we consider only the case where $X \sim \operatorname{Unif}(0,1)$ wlog. The joint distribution of two uniform OS is $f^{X_{i_{1}: n}, X_{i_{2}: n}}\left(x_{1}, x_{2}\right)=\frac{n!}{\left(i_{1}-1\right)!\left(i_{2}-i_{1}-1\right)!\left(n-i_{2}\right)!} x_{1}^{i_{1}-1}\left[x_{2}-\right.$ $\left.x_{2}\right]^{i_{2}-i_{1}-1}\left(1-x_{2}\right)^{n-i_{2}}$ for $0<x_{1}<x_{2}<1$. We have $P\left(Z_{\left(i_{1}\right)} \leq p_{1}, Z_{\left(i_{2}\right)} \leq p_{2}\right)=$ $\sum_{b=1}^{B} \sum_{1 \leq k_{1}<k_{2}} P\left(Z_{\left(i_{1}\right)}=X_{b, k_{1}: n_{b}} \leq p_{1}, Z_{\left(i_{2}\right)}=X_{b, k_{2}: n_{b}} \leq p_{2}\right)$.

Clearly if $i_{2}-i_{1}<k_{2}-k_{1}$ then $X_{b, k_{1}: n_{b}}$ and $X_{b, k_{2}: n_{b}}$ can not simultaneously be $Z_{\left(i_{1}\right)}$ and $Z_{\left(i_{2}\right)}$ respectively as they are too far apart in terms of indices. We also require that $\dot{r}_{\mathcal{A}} \geq i_{2}-k_{2} \geq 0$ as in Theorem 3.1.1. Thus necessary and sufficient condition for $P\left(X_{b, k_{1}: n_{b}}=Z_{\left(i_{1}\right)}, X_{b, k_{2}: n_{b}}=Z_{\left(i_{2}\right)}\right)>0$ are $0 \leq i_{2}-k_{2} \leq \dot{r}_{\mathcal{A}}$ and $1 \leq k_{2}-k_{1} \leq i_{2}-i_{1}$,
so we obtain the following,

$$
\begin{aligned}
P\left(Z_{\left(i_{1}\right)} \leq p_{1}, Z_{\left(i_{2}\right)} \leq p_{2}\right)=\sum_{b=1}^{B} \sum_{1 \leq k_{1}<k_{2}} \sum_{\substack{\left\{b^{\prime}\right\}}} \sum_{\left.\sigma_{\left\{b_{1}^{\prime}\right\}}\right\}} \sum_{\substack{\left\{c_{j_{1}}, c_{j_{2}}\right\} \\
j \in\left\{b_{1}^{\prime}\right\}}} \sum_{\substack{\left\{c_{j_{1}}, c_{j_{2}}\right\} \\
j \in\left\{b_{2}^{\prime}\right\}}} \sum_{\substack{\left\{c_{j_{1}}, c_{j_{2}}\right\} \\
j \in\left\{b_{\alpha}^{\prime}\right\}}} \\
P\left(Z_{\left(i_{1}\right)}=X_{b, k_{1}: n_{b}} \leq p_{1}, Z_{\left(i_{2}\right)}=X_{b, k_{2}: n_{b}} \leq p_{2}, \cap \mathcal{B}_{\left\{b_{1}^{\prime}\right\}}, \cap \mathcal{B}_{\left\{b_{2}^{\prime}\right\}}, \cap \mathcal{C}_{\left\{b^{\prime \prime}\right\}}\right)
\end{aligned}
$$

where

$$
\left.\left.\left.\begin{array}{rl}
\mathcal{B}_{\left\{b_{1}^{\prime}\right\}}= & \left\{\begin{array}{l}
X_{j, r_{j}+c_{j_{1}}: n_{j}}<X_{b, k_{1}: n_{b}}<X_{j, r_{j}+c_{j_{1}}+1: n_{j}} \\
X_{j, r_{j}+c_{j_{1}}+c_{j_{2}}: n_{j}}<X_{b, k_{2}: n_{b}}<X_{j, r_{j}+c_{j_{1}}+c_{j_{2}}+1: n_{j}}
\end{array}\right. \\
& 0 \leq c_{j_{1}} \leq n_{j}-r_{j} \quad 0 \leq c_{j_{2}} \leq n_{j}-r_{j}-c_{j_{1}} \quad c_{j_{1}}+c_{j_{2}} \geq 1
\end{array}\right\} \begin{array}{l}
X_{j, c_{j_{1}}: n_{j}}<X_{b, k_{1}: n_{b}}<X_{j, c_{j_{1}}+1: n_{j}} \\
X_{j, r_{j}+c_{j_{2}}: n_{j}}<X_{b, k_{2}: n_{b}}<X_{j, r_{j}, c_{j_{2}}+1: n_{j}}
\end{array}\right\} \begin{array}{l}
0 \leq c_{j_{1}}<r_{j} \quad 1 \leq c_{j_{2}} \leq n_{j}-r_{j}
\end{array}\right\} \begin{aligned}
& X_{j, c_{j_{1}}: n_{b}}<X_{b, k_{1}: n_{b}}<X_{j, c_{j_{1}}+1: n_{b}} \\
& \mathcal{C}_{\left\{b^{\prime \prime}\right\}}= \\
& X_{j, c_{j_{1}}+c_{j_{2}: n_{b}}<X_{b, k_{2}: n_{b}}<X_{j, c_{j_{1}}+c_{j_{2}}+1: n_{b}}}=\begin{array}{l}
0 \leq c_{j_{2}} \quad 0 \leq c_{j_{1}}+c_{j_{2}} \leq r .
\end{array}
\end{aligned}
$$

Concerning ourselves with the probability in the summand we have

$$
\begin{aligned}
& P\left(Z_{\left(i_{1}\right)}=X_{b, k_{1}: n_{b}} \leq p_{1}, Z_{\left(i_{2}\right)}=X_{b, k_{2}: n_{b}} \leq p_{2}, \cap \mathcal{B}_{\left\{b_{1}^{\prime}\right\}}, \cap \mathcal{B}_{\left\{b_{2}^{\prime}\right\}}, \cap \mathcal{C}_{\left\{b^{\prime \prime}\right\}}\right) \\
= & \int_{0}^{p_{1}} \int_{u}^{p_{2}} \frac{n_{b}!}{\left(k_{1}-1\right)!\left(k_{2}-k_{1}-1\right)!\left(n_{b}-k_{2}\right)!} u^{k_{1}-1}(v-u)^{k_{2}-k_{1}-1}(1-v)^{n_{b}-k_{2}}
\end{aligned}
$$

$$
\begin{aligned}
& \prod_{j \in\left\{b_{1}^{\prime}\right\}}\binom{n_{j}}{r_{j}+c_{j_{1}}, c_{j_{2}}, n-r_{j}-c_{j_{1}}-c_{j_{2}}} u^{r_{j}+c_{j_{1}}}(v-u)^{c_{j_{2}}}(1-v)^{n-r_{j}-c_{j_{1}}-c_{j_{2}}} \\
& \prod_{j \in\left\{b_{2}^{\prime}\right\}}\binom{n_{j}}{c_{j_{1}}, r_{j}-c_{j_{1}}+c_{j_{2}}, n-r_{j}-c_{j_{2}}} u^{c_{j_{1}}}(v-u)^{r_{j}-c_{j_{1}}+c_{j_{2}}}(1-v)^{n-r_{j}-c_{j_{2}}} \\
& \prod_{j \in\left\{b^{\prime \prime}\right\}}\binom{n_{j}}{c_{j_{1}}, c_{j_{2}}, n-c_{j_{1}}-c_{j_{2}}} u^{c_{j_{1}}}(v-u)^{c_{j_{2}}}(1-v)^{n-c_{j_{1}}-c_{j_{2}}} d v d u \\
& =\frac{n!}{\left.\left.\left(i_{1}-1+\dot{c}_{j_{1},\left\{b_{1}^{\prime}\right\}}\right\}\right)\left(i_{2}-i_{1}-1+\dot{c}_{j_{2},\left\{b_{1}^{\prime}\right\}}+\dot{c}_{j_{2},\left\{b_{2}^{\prime}\right\}}\right\}\right)!\left(n-i_{2}-\dot{c}_{j_{1},\left\{b_{1}^{\prime}\right\}}-\dot{c}_{j_{2},\left\{b_{1}^{\prime}\right\}}-\dot{c}_{j_{2},\left\{b_{2}^{\prime}\right\}}\right)!} \\
& \int_{0}^{p_{1}} \int_{u}^{p_{2}} u^{i_{1}-1+\dot{c}_{j_{1},\left\{b_{1}^{\prime}\right\}}}(v-u)^{\left.i_{2}-i_{1}-1+\dot{c}_{j_{2},\left\{b_{1}^{\prime}\right\}}\right\}+\dot{c}_{j_{2},\left\{b_{2}^{\prime}\right\}}}(1-v)^{n-i_{2}-\dot{c}_{j_{1},\left\{b_{1}^{\prime}\right\}}-\dot{c}_{j_{2},\left\{b_{1}^{\prime}\right\}}-\dot{c}_{j_{2},\left\{b_{2}^{\prime}\right\}}} d v d u \\
& \frac{\prod_{j \in\left\{b_{\beta}^{\prime \prime}\right\}}\left(\begin{array}{c}
n_{j}, c_{j_{1}}, c_{j_{2}}, n-c_{j_{1}}-c_{j_{2}}
\end{array}\right)}{\binom{n-n_{b}-n_{\left\{h^{\prime},\right.}-n_{\left\{b_{\alpha}^{\prime \prime}\right\}}}{\left.i_{2}-k_{2}-\dot{r}_{\left\{b^{\prime}\right\}}{ }^{\prime}-\dot{c}_{\left\{b_{\alpha}^{\prime \prime}\right\}}\right\}}} \times \text { Constant },
\end{aligned}
$$

wherein the integral is the joint CDF of two OS from a sample of size $n$. The constant can be seen to be the weight $\mathcal{W}^{1}$, and with $U_{1}$ being the same restriction as in Theorem 3.1.1 which follows from the definition of $\left\{b_{\beta}^{\prime \prime}\right\}$.

Remark 3.1.9 The number of mixture terms required is strictly less than $\binom{n}{2}$, so the number of terms required for storage is at most $O\left(n^{2}\right)$. There are a total of $\binom{\dot{r}}{2}$ of these. So the total storage to calculate all terms is $O\left(n^{4}\right)$. However this bound is not sharp and in likely much lower.

### 3.1.3 Joint Distribution of pooled OS

There are many ways to obtain the mixture distribution of the joint pooled order statistics. Firstly one can represent the joint distribution of the $\dot{r}$ pooled order statistics as a mixture of the joint distribution of $\dot{r}$ order statistics from a sample of size
$n$.

Proposition 3.1.10 The joint distribution of the pooled order statistics, can be represented as a mixture of joint distributions of size $\dot{r}$, of a subset of the usual order statistics from a sample of size $n$. For all $0<\xi_{p_{1}}<\cdots<\xi_{p_{\dot{r}}}<1$ we have

$$
F_{Z_{(1)}, \ldots, Z_{(\dot{r})}}\left(\xi_{p_{1}}, \ldots, \xi_{p_{\dot{r}}}\right)=\sum_{1 \leq i_{1}<i_{2}<\ldots<i_{\dot{r}} \leq n} q_{k_{1}, \ldots, k_{\dot{r}}} F_{X_{i_{1}: n}, \ldots, X_{i_{\dot{r}}: n}}\left(\xi_{p_{1}}, \ldots, \xi_{p_{\dot{r}}}\right) .
$$

Proof: Consider any one of the $\binom{n}{n_{1}, \ldots, n_{B}}$ permutations of the $B$ samples, with respect to both the observable items, and latent unobserved items. Label the observable failures $X_{b, k: n_{b}}\left(1 \leq b \leq B\right.$ and $\left.1 \leq k \leq r_{b}\right)$ as $Z_{(1)}$ through $Z_{(\dot{r})}$. Count the number of unobservable failures before the $l$-th pooled order statistic and call it $j_{l}^{\prime}(1 \leq l \leq \dot{r})$. Then conditioned on this permutation, the $i$-th pooled order statistic is the $i+j_{i}^{\prime}$-th out of the $n$ total items. This yields a vector $\left(1+j_{1}^{\prime}, \ldots, i+j_{i}^{\prime}, \ldots, \dot{r}+j_{\dot{r}}^{\prime}\right)$ of strictly increasing values, as the sequence of $j$-primes is non-decreasing by construction. Since there are at most $n-\dot{r}$ items unobserved, and since $j_{i}^{\prime} \geq 0$ for all $i$, this is an increasing subset of size $\dot{r}$, from $\{1,2, \ldots, B\}$.

We can then partition the outcome space into all possible combinations that yield identical vectors $\left(1+j_{1}^{\prime}, \ldots, i+j_{i}^{\prime}, \ldots, \dot{r}+j_{\dot{r}}^{\prime}\right)$. Conditioned on being in this group of permutations, then the observed pooled order statistics are always the $1+j_{1}^{\prime}$-st $\ldots$ $i+j_{i}^{\prime}$-th $\ldots$ and $\left.\dot{r}+j_{\dot{r}}^{\prime}\right)$-th typical order statistics of a sample of size $n$.

## Chapter 3.1 - Distributional Representations

The mixture weight $q$ is the number of unique permutations of all the observed and unobserved items that yield the vector $\left(1+j_{1}^{\prime}, \ldots, i+j_{i}^{\prime}, \ldots, \dot{r}+j_{\dot{r}}^{\prime}\right)$, divided by the total number of permutations.

Remark 3.1.11 If the observed fraction $\frac{\dot{r}}{n} \rightarrow \varpi$ for some $0 \leq \varpi<1$, then the number of mixture terms required is at most $\binom{n}{r}=\binom{n}{[n \varpi]} \geq\left(\frac{n}{[n \varpi]}\right)^{n \varpi} \sim\left(\frac{1}{\varpi}\right)^{n \varpi}$. Similarly $\binom{n}{r} \leq\binom{ n}{[n / 2]} \sim \frac{2^{n}}{\sqrt{n}} \geq 2^{n-\delta}$ for all $\delta>0$. So an upper bound for the number of terms required for storage is between $O\left(\left(\frac{1}{\omega^{\omega}}\right)^{n}\right)$ and $O\left(2^{n}\right)$. Thus storage is at most exponential growth.

The upper bound of $O\left((2-\delta)^{n}\right)$ for all $\delta>0$ can be obtained. Consider $B$ samples of size 2 , each with one observation so that $n=2 B$. To determine the number of possible combinations we consider permutations, we consider two additional restrictions $X_{1,1: 2}<X_{2,1: 2}<\cdots<X_{B, 1: 2}$ and $X_{1,2: 2}<X_{2,2: 2}<\cdots<X_{B, 2: 2}$. That is both the observed variables are ordered and the unobserved latent variables are similarly ordered. The first is justified because the samples are identical. The second because the ordering of the latent variables does not change the distribution, only the number above or below an observed item.

It is clear that this is the number of Dyck words of length $n=2 B$. Thus the possible number of orderings is the $B$-th Catalan number, $C_{B}=\frac{1}{B+1}\binom{2 B}{B}$. Catalan numbers satisfy the recurrence relation $(B+2) C_{B+1}=2(2 B+1) C_{B}$, so that $\frac{C_{B+1}}{C_{B}}=$ $2 \frac{2 B+1}{B+2} \rightarrow 4$ as $B \rightarrow \infty$. Thus for all $\delta>0$, the storage is $O\left((4-\delta)^{B}\right)$, or equivalently $\left.O\left((2-\delta)^{n}\right)\right)$.

We can obtain a different representation based on the joint distribution of progressively type-II censored samples.

Proposition 3.1.12 The joint distribution of the pooled order statistics, can be represented as a mixture of progressively censored samples with number of observations $\dot{r}$ and total sample size $n$. For all $0<\xi_{p_{1}}<\cdots<\xi_{p_{\dot{r}}}<1$ we have

$$
F_{Z_{(1)}, \ldots, Z_{(\dot{r})}}\left(\xi_{p_{1}}, \ldots, \xi_{p_{\dot{r}}}\right)=\sum_{\substack{\left(j_{1}, \ldots, j_{B}\right) \in \\ \sigma\{1, \ldots, B\}}} \sum_{\substack{0 \leq i_{2} \leq r_{j_{2}}+i_{3}-1}} q_{\substack{j_{1}, \ldots, j_{B} \\ 0 \leq i_{B-1} \leq r \\ 0 \leq j_{B-1}+i_{B}-1}}^{i_{1}, \ldots, i_{B}} F_{\vec{T}}^{\vec{R}}\left(\xi_{p_{1}}, \ldots, \xi_{p_{\dot{r}}}\right)
$$

Where $\vec{T}^{\vec{R}}=\left\{T_{1: r: n}, \ldots, T_{\dot{r}: r: n}\right\}$ are the $\dot{r}$ observations from a progressively type-II censored sample of size $n$. The censoring scheme $\vec{R}$ is

$$
\vec{R}=(\underbrace{0, \ldots, 0}_{r_{j_{1}}+i_{2}-1 \text { times }}, n_{j_{1}}-r_{j_{1}}, \underbrace{0, \ldots, 0}_{r_{j_{2}}+i_{3}-i_{2}-1 \text { times }}, n_{j_{2}}-r_{j_{2}}, \ldots, \underbrace{0, \ldots, 0}_{r_{j_{B}}-i_{B}-1}, n_{j_{B}}-r_{j_{B}}) .
$$

Proof: Consider any permutation of the observed items and latent unobserved items, and label the observed items as the $\dot{r}$ pooled order statistics.

Furthermore, given this permutation, $\left(j_{1}, \ldots, j_{B}\right)$ is some (not necessarily increasing) permutation of $\{1,2, \ldots, B\}$, such that $X_{j_{1}, r_{j_{1}}: n_{j_{1}}}<X_{j_{2}, r_{j_{2}}: n_{j_{2}}}<\ldots<X_{j_{B}, r_{j_{B}}: n_{j_{B}}}$. Let $j_{l}^{\prime}(1 \leq l \leq B)$ be the number of observed values from all samples before the $l$-th sample.

Conditioning only on the events $X_{j_{1}, r_{j_{1}}: n_{j_{1}}}<X_{j_{2}, r_{j_{2}}: n_{j_{2}}}<\ldots<X_{j_{B}, r_{j_{B}}: n_{j_{B}}}$, and the vector of $j$-primes, we consider sequentially the latent unobserved items. After observing $r_{j_{1}}+j_{1}^{\prime}$ failures we remove $n_{j_{1}}-r_{j_{1}}$ items. These will be selected uniformly, and without replacement, amongst the remaining items due to independence amongst samples, and that all (unordered) items not yet removed are conditionally i.i.d.

We continue recursively, so that after observing $X_{j_{l}, r_{j_{l}}: n_{j_{1}}}$ we remove $n_{j_{l}}-r_{j_{l}}$ items uniformly amongst the remaining items. We continue this until the last observed failure $X_{j_{\dot{r}}}, r_{j_{\dot{r}}}: n_{j_{\dot{r}}}$, where the final $n_{j_{\dot{r}}}-r_{j_{\dot{r}}}$ items are removed.

As described this is a progressively type-II censored sample. It is clear that the collection of permutations of all items as described above is exactly the same as all possible permutations that result from a progressively type-II censored sample by construction. Thus the Theorem.

Consider the previous example with $B$ samples, each with one observed value, and one censored value. The representation in Proposition 3.1.12 is simply a single progressively censored sample. The censoring scheme is $\vec{R}=(1, \ldots, 1)$, which is of length $B$.

In general if all samples have one observed failure, and $R_{1}$ unobserved failures, the joint distribution will be a single progressively censored sample with scheme $\vec{R}=\left(R_{1}, \ldots, R_{1}\right)$. In this sense we can consider a progressively censored sample with an identical number of removals at each step, to be a pooling of several type-II censored samples.

Given some ordering of the final observable failure in $B$ samples we can determine the number of unique progressive type-II schemes as in Proposition 3.1.12 recursively.


Given the ordering $X_{j_{1}, r_{j_{1}}: n_{j_{1}}}<X_{j_{2}, r_{j_{2}}: n_{j_{2}}}<\cdots<X_{j_{B}, r_{j_{B}}: n_{j_{B}}}$, we determine the number of unique schemes recursively as follows. With one sample, there is trivially one scheme only. With two samples, we can have $i_{2}$ observed failures from the second sample fall below $X_{j_{1}, r_{j_{1}}: n_{j_{1}}}\left(0 \leq i_{2} \leq r_{j_{2}}-1\right)$. So thus there are $r_{j_{2}}$ schemes. Given $B-1$ samples we can add one sample and place $i_{j_{B}}$ observed failures from that sample in the $B-1$-st group. Leading to the recursive sum

$$
\begin{aligned}
S\left(B, r_{j_{1}}, \ldots, r_{j_{B}}, \vec{j}_{B}\right) & =\sum_{i_{B}=0}^{r_{j_{B}}-1} \sum_{i_{B-1}=0}^{r_{j_{B-1}}-1+i_{B}} \cdots \sum_{i_{3}=0}^{r_{j_{3}}-1+i_{4}} \sum_{i_{2}=0}^{r_{j_{2}}-1+i_{3}} 1 \\
& =\sum_{i_{B}=0}^{r_{j_{B}}-1} S\left(B-1, r_{j_{1}}, \ldots, r_{j_{B-2}}, r_{j_{B-1}}+i_{B}, \vec{j}_{B-1}\right) .
\end{aligned}
$$

Remark 3.1.13 In the special case where $r_{b}=r_{1}$ and $n_{b}-r_{b}=n_{1}-r_{1}>0$ for all $1 \leq b \leq B$ we can solve the recursion exactly. In this case the number of unique schemes is $S(B, r)=\frac{1}{(r-1) B+1}\binom{B r}{B}$.

We can also consider a more direct method of obtaining the joint distribution. Firstly, consider the joint distribution of the un-pooled statistics. Under the independence assumption between samples this is given as

$$
\begin{aligned}
f_{1, \ldots, \dot{r}}\left(x_{1,1}, \ldots, x_{b, r_{b}}\right) & =\prod_{b=1}^{B} f_{X_{b, 1: n_{b}}, \ldots, X_{b, r_{b}: n_{b}}}\left(x_{b, 1}, \ldots, x_{b, r_{b}}\right) \\
& =\prod_{b=1}^{B}\left[1-F_{X}\left(x_{b, r_{b}}\right)\right]^{n_{b}-r_{b}} \prod_{j=1}^{r_{b}} f_{X}\left(x_{b, j}\right)
\end{aligned}
$$

when $x_{b, 1}<\cdots<x_{b, r_{b}}, b=1,2, \ldots B$. We then have the following proposition.

Proposition 3.1.14 The pooled order statistics have the joint distribution as

$$
f_{Z_{(1)}, \ldots, Z_{(\dot{r})}}\left(z_{1}, \ldots, z_{\dot{r}}\right)=\sum_{\pi \in \mathfrak{G}} f_{1, \ldots, \dot{r}}\left(z_{\pi(1)}, \ldots, z_{\pi(\dot{r})}\right), z_{1}<\cdots<z_{\dot{r}}
$$

where $\mathfrak{S}$ represents all permutations $\pi$ on $(1,2, \ldots, \dot{r})$ that respect the ordering within each independent sample.

As given, Proposition 3.1.14 is not a mixture distribution as the summand will not integrate to 1 . However, it is clear that each term in the summand is a distinct permutation of the original data and thus Proposition 3.1.14 can be rewritten as a mixture distribution, where the component distributions are the pooled distribution given some particular ordering of the original data, and the weight is the probability of that ordering.

Given the representations in Propositions 3.1.10-3.1.14, we can obtain the joint distribution of any number of pooled order statistics.

For two pooled order statistics, if we were to use Proposition 3.1.10, we would obtain the same representation as Theorem 3.1.8. In the case of Proposition 3.1.12, we would obtain a mixture representation involving the joint distribution of two progressively censored order statistics. If one were to apply the results of Guilbaud (2004), we could turn this representation into the same as one would obtain with Proposition 3.1.10.

In the case of Proposition 3.1.14, to obtain the marginal or joint k -variate distributions, one needs to integrate out the appropriate pooled OS. However, the distribution will not be in terms of order statistics, but more general distributions for which the properties are not well known. Moreover, one needs all possible permutations of which there are $\binom{\dot{r}}{r_{1}, \ldots, r_{B}}$. Consequently, it does not seem reasonable to use this representation for the inference as discussed in Section 3.2.

### 3.2 Inference

Given the distributional representations in the previous section, one is able to obtain nonparametric confidence intervals for quantiles, tolerance, intervals, and prediction intervals.

The marginal distribution of $Z_{(i)}$ as given in Theorem 3.1.1, will be used in confidence intervals for quantiles, and one-sided tolerance and prediction intervals. Two
sided tolerance or prediction intervals require pairwise joint distributions as given in Theorem 3.1.8.

One can also use Propositions 3.1.10 or 3.1.12 to obtain the marginal or joint distributions. These have the advantage of being easily able to obtain multiple marginal and pairwise joint distributions simultaneously. Whereas with the representation in Theorems 3.1.1 and 3.1.8, one would need to obtain a mixture representation for each marginal or pairwise joint distribution individually.

For smaller sample sizes, the representations from the Propositions 3.1.10 or 3.1.12 may be more desirable. However as seen before, the storage space grows exponentially. In the case of Proposition 3.1.12, it may grow much faster than this. Storage is not the only issue however. Equal computational precision must be used for all weights, as they each will be used for different pairwise joint distribution. With only a modest number of samples and small number of observed values, there can be hundreds of thousands of necessary progressively type-II censored distributions.

So considering this, the representation in Theorem 3.1.8 may be best used when there are 3 or more samples. And either the representation in Theorem 3.1.8 or Proposition 3.1.12 in the two-sample case.

### 3.2.1 Confidence Intervals for Quantiles

One-sided coverage probabilities are very easily calculated combining the mixture representation as in 3.1.1, and one-sided confidence intervals for an order statistic as
in equation (2.1.2). Thus, the one-sided coverage probability is calculated as

$$
\begin{align*}
P\left(Z_{(i)} \leq \xi_{p}\right) & =\sum_{k=0}^{n} q_{i k} P\left(X_{k: n} \leq \xi_{p}\right) \\
& =\sum_{k=0}^{n} q_{i k} \sum_{l=k}^{n}\binom{n}{l} p^{l}(1-p)^{n-l} . \tag{3.2.1}
\end{align*}
$$

The two-sided interval $\left(Z_{\left(i_{1}\right)}, Z_{\left(i_{2}\right)}\right)$, for $1 \leq i_{1}<i_{2} \leq \dot{r}$, has coverage probability

$$
P\left(Z_{\left(i_{1}\right)} \leq \xi_{p} \leq Z_{\left(i_{2}\right)}\right)=P\left(Z_{\left(i_{1}\right)} \leq \xi_{p}\right)-P\left(Z_{\left(i_{2}\right)} \leq \xi_{p}\right)
$$

The two terms on the right hand side are one-sided coverage probabilities which can be calculated as in equation (3.2.1).

To compare the coverage probabilities between various schemes, Balakrishnan et al. (2010b) suggest the Standardized Maximum Coverage Probability (SCMP). We define this as

$$
S C M P_{\sigma ; r, n}=\frac{P\left(Z_{(\dot{r})}>p\right)}{E Z_{(\dot{r})}}
$$

Here $\sigma$ represents the pooling design. The SCMP compares the highest possible coverage probability for any quantile and accounts for the cost in terms of increase time to test.

The alternate representation as in equation (3.1.2) can be used for any distribution without calculating the mixture distribution as in Theorem 3.1.1. However, for simplicity, we will use the standard uniform distribution when making comparisons.

Results for different distributions will be similar.
Using the sampling design from Table $1.2^{1}$, we consider the following two scenarios. This censoring scheme will be referred to as the "Base" scheme.

First consider the gain in SCMP if we were to have observed an individual complete sample. Samples 1-4, or samples 5-6 would yield the same results, so we only consider sample 1, or sample 5 being complete. If we look at the first plot in Figure 3.1(a), we see the SCMP for the three cases, higher is better. The second plot shows the gains over the base case, in this regard, lower is better. Clearly there is a modest rise in SCMP. Observing all failures in sample 5 is mildly better than sample 1. However, this it because two more items are observed, as only the maximum observation in each sample can affect the SCMP.

We can see that observing even one additional failure, can have appreciable gains on the SCMP.

Next we consider the gain of the base case to the equivalent one-sample schemes ${ }^{2}$ and two-sample schemes ${ }^{3}$. Again the first plot in Figure 3.1(b) represents the SCMP for all three schemes. Here the gains are very noticeable. In the second plot we can see that the two-sample scheme has a marked improvement, but the base scheme has a very large gain. Furthermore, the peak gain is at a higher level.

We can see in this specific case that there is a significant gain in the maximum coverage probability after accounting for the expected time to test.

[^0]Figure 3.1: Gains in maximum coverage probabilities for upper quantiles
(a) SMCP for the original 6 sample (base) censoring scheme, SMCP for scheme with Sample 1 (or 2-4) complete, SMCP for scheme with Sample 5 (or 6) complete, and of the difference of the base case over each.

(b) SMCP for equivalent proportion, one-sample scheme ( $\mathrm{r}=52, \mathrm{n}=60$ ), two-sample scheme, base case, and the difference of one-sample case over the base case and the one-sample case over the two-sample case.


Table 3.1 shows the MCP for various upper quantiles, and various censoring schemes. The "pooled" censoring scheme is based on pooling the first two samples, first three samples, and so on up to all six samples. The "normal" censoring scheme is a single type-II censored sample with an equivalent amount of overall censoring as the pooled sample. While all confidence levels are somewhat low (as compared to the typical $95 \%$ desired), we can notice some interesting points. One can see that

| $\mathrm{n}, \dot{r}$ | type | 0.70 | 0.75 | 0.80 | 0.85 | 0.90 | 0.95 | 0.975 | 0.99 |
| :---: | :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 20,18 | Normal | 0.965 | 0.909 | 0.794 | 0.595 | 0.323 | 0.075 | 0.013 | 0.001 |
|  | Pooled | 0.978 | 0.940 | 0.859 | 0.704 | 0.458 | 0.165 | 0.049 | 0.009 |
| 30,27 | Normal | 0.991 | 0.963 | 0.877 | 0.678 | 0.353 | 0.061 | 0.006 | $<0.001$ |
|  | Pooled | 0.997 | 0.985 | 0.947 | 0.839 | 0.601 | 0.237 | 0.072 | 0.013 |
| 40,36 | Normal | 0.997 | 0.984 | 0.924 | 0.737 | 0.371 | 0.048 | 0.003 | $<0.001$ |
|  | Pooled | 0.999 | 0.996 | 0.980 | 0.912 | 0.706 | 0.303 | 0.095 | 0.017 |
| 50,44 | Normal | 0.998 | 0.981 | 0.897 | 0.639 | 0.230 | 0.012 | $<0.001$ | $<0.001$ |
|  | Pooled | 0.999 | 0.998 | 0.986 | 0.928 | 0.727 | 0.311 | 0.096 | 0.017 |
| 60,52 | Normal | 0.998 | 0.979 | 0.873 | 0.555 | 0.142 | 0.003 | $<0.001$ | $<0.001$ |
|  | Pooled | 0.999 | 0.999 | 0.991 | 0.941 | 0.746 | 0.318 | 0.098 | 0.017 |

Table 3.1: Coverage Probabilities of $\left(-\infty, X_{\dot{r}: n}\right)$ vs. $\left(-\infty, Z_{(\dot{r})}\right)$
the MCP for the pooled scheme is higher as expected. Furthermore, we can notice that the pooled sample MCP is monotonic in the number of samples. Clearly adding an additional sample can not reduce the coverage probability. However in the onesample case, a larger sample reduces the variability of the sample maximum around the limiting quantile $\left(\pi_{b}=\lim r_{b} / n_{b}\right)$. So that the MCP goes to 1 if the quantile is below $\pi_{b}$, and 0 if the quantile is above $\pi_{b}$.

## Minimal Width Confidence Intervals

Since we are working in a distribution free setting, we can not ascertain a priori the minimal width interval $\left(Z_{\left(i_{1}\right)}, Z_{\left(i_{2}\right)}\right)$. However we can consider the shortest interval in terms of indices, namely minimizing $i_{2}-i_{1}$. The problem is to find indices $i_{1}$ and $i_{2}$ such that $P\left(Z_{\left(i_{1}\right)} \leq \xi_{p} \leq Z_{\left(i_{2}\right)}\right) \geq \alpha$ and is of minimal width. Typically one would choose $\alpha=0.95$; however, due to the discrete nature of the problem exactly $100 \alpha \%$ is likely impossible.

As the mixture representations can become computationally intensive for larger sample sizes, or for a large number of samples, Balakrishnan et al. (2010a) suggest a branching algorithm to reduce the number of computations necessary. Unless otherwise stated, in this paper all confidence, prediction, and tolerance intervals are of "minimal-width".

### 3.2.2 Tolerance Intervals

As stated in Section 2.2, one-sided tolerance intervals are equivalent to confidence intervals for a population quantile. So the intervals $\left(-\infty, Z_{(i)}\right)$ and $\left(Z_{(i)}, \infty\right)$, which have probability $P\left(F\left(Z_{(i)}\right) \geq \gamma\right)$ and $P\left(F\left(Z_{(i)}\right) \leq 1-\gamma\right)$ respectively, can be rewritten as $P\left(Z_{(i)} \geq \xi_{\gamma}\right)$ and $P\left(Z_{(i)} \leq \xi_{1-\gamma}\right)$.

For a two-sided tolerance interval of the form $\left(Z_{\left(i_{1}\right)}, Z_{\left(i_{2}\right)}\right)$, for $1 \leq i_{1}<i_{2} \leq \dot{r}$
such that we wish to contain $100 \gamma \%$ of the population, the coverage probability is

$$
\begin{aligned}
P\left(F\left(Z_{\left(i_{2}\right)}\right)-F\left(Z_{\left(i_{1}\right)}\right) \geq \gamma\right) & =\sum_{i_{1} \leq l_{1}} \sum_{i_{2}+i_{1}-l_{1} \leq l_{2}} q_{i_{1} l_{1}}^{i_{2} l_{2}} P\left(F\left(X_{l_{2}: n}\right)-F\left(X_{l_{1}: n}\right) \geq \gamma\right) \\
& =\sum_{i_{1} \leq l_{1}} \sum_{i_{2}+i_{1}-l_{1} \leq l_{2}} q_{i_{1} l_{1}}^{i_{2} l_{2}} P\left(F\left(X_{l_{2}-l_{1}: n}\right) \geq \gamma\right) \\
& =\sum_{i_{1} \leq l_{1}} \sum_{i_{2}+i_{1}-l_{1} \leq l_{2}} q_{i_{1} l_{1}}^{i_{2} l_{2}} \sum_{l=0}^{l_{2}-l_{1}-1}\binom{n}{l} \gamma^{l}(1-\gamma)^{n-l} .
\end{aligned}
$$

Here, $q_{i_{1} l_{1}}^{i_{2} l_{2}}$ is the mixture weight from Theorem 3.1.8. The latter two equalities follow from equation (2.2.1).

### 3.2.3 Prediction Intervals

We can consider nonparametric prediction intervals for failures from future independent samples. We denote the future sample as $\mathbf{W}=\left\{W_{1: l: T}, \ldots, W_{t: t: T}\right\}$, and which may be a complete sample, type-II censored sample, or progressively type-II censored sample.

We can obtain the exceedance probability for a single order statistics $W_{\text {l:t:T }}(1 \leq$ $l \leq t)$ as

$$
P\left(Z_{(i)} \leq W_{l: t: T}\right)=\sum_{k=1}^{n} q_{i k} P\left(X_{k: n} \leq W_{l: t: T}\right)
$$

Here, $q_{i k}$ represents the mixture weights from Theorem 3.1.1.
In the case of a type-II censored sample or complete sample we can express this
further as

$$
\begin{equation*}
P\left(Z_{(i)} \leq W_{l: T}\right)=\sum_{k=1}^{n} q_{i k} \sum_{\kappa \leq l-1} \frac{\binom{T}{\kappa}\binom{n}{k+l-\kappa-1}}{\binom{n+T}{k+l-1}} . \tag{3.2.2}
\end{equation*}
$$

When $\mathbf{W}$ is a progressively type-II censored sample we can use the mixture representation from Guilbaud (2001) or Guilbaud (2004) to represent $W_{l: t: T}$ as a mixture of the usual order statistics. We then obtain the following.

$$
\begin{align*}
P\left(Z_{(i)} \leq W_{l: t: T}\right) & =\sum_{k=1}^{n} q_{i k} P\left(X_{k: n} \leq W_{l: t: T}\right) \\
& =\sum_{k=1}^{n} q_{i k} \sum_{k^{\prime}=0}^{T} q_{k^{\prime} l T}^{\prime} P\left(X_{k: n} \leq W_{k^{\prime}: T}^{\prime}\right) \\
& =\sum_{k=1}^{n} q_{i k} \sum_{k^{\prime}=0}^{T} q_{k^{\prime} l T}^{\prime} \sum_{\kappa \leq k^{\prime}-1} \frac{\binom{T}{k}\binom{n}{k+k^{\prime}-\kappa-1}}{\binom{n+T}{k+k^{\prime}-1}} . \tag{3.2.3}
\end{align*}
$$

Where $q_{k^{\prime} l T}^{\prime}$ are the mixture weights representing $W_{l: t: T}$ as a mixture of the usual order statistics. Rather than represent $W_{l: t: T}$ as a mixture of regular order statistics, the probability $P\left(X_{k: n} \leq W_{l: t: T}\right)$ can alternatively be calculated for example, as an exceedance probability between and order statistic and a progressive Type-II order statistic (see Bairamov and Eryilmaz, 2006).

In a similar manner we can also calculate the following

$$
\begin{gathered}
P\left(W_{l: t: T} \leq Z_{(i)}\right)=1-P\left(Z_{(i)} \leq W_{l: t: T}\right) \\
P\left(Z_{\left(i_{1}\right)} \leq W_{l: t: T} \leq Z_{\left(i_{2}\right)}\right)=P\left(Z_{\left(i_{1}\right)} \leq W_{l: t: T}\right)-P\left(Z_{\left(i_{2}\right)} \leq W_{l: t: T}\right) .
\end{gathered}
$$

For obtaining the probability of at least $\lambda$ values from $\mathbf{W}$ fall in-between two
pooled order statistics, let us consider the following. For $1 \leq i_{1}<i_{2} \leq \dot{r}$ and $1 \leq l_{1}<l_{2}<T$,
$P\left(\right.$ at least $\lambda$ W's $\left.\in\left(Z_{\left(i_{1}\right)}, Z_{\left(i_{2}\right)}\right)\right)=\sum_{k_{1}=1}^{n-1} \sum_{k_{2}=k_{1}+1}^{n} q_{i_{1} k_{1}}^{i_{2} k_{2}} P\left(\right.$ at least $\left.\lambda \mathbf{W}^{\prime} s \in\left(X_{k_{1}: n}, X_{k_{2}: n}\right)\right)$.

When $\mathbf{W}$ is a complete sample, using equation (2.3.2), we can express this as

$$
\begin{align*}
P(\text { at least } \lambda & \text { W's } \left.\in\left(Z_{\left(i_{1}\right)}, Z_{\left(i_{2}\right)}\right)\right)=\sum_{k_{1}=1}^{\dot{r}-1} \sum_{k_{2}=k_{1}+1}^{\dot{r}} q_{i_{1} k_{1}}^{i_{2} k_{2}} P\left(\text { at least } \lambda \mathbf{W}^{\prime} \mathrm{s} \in\left(X_{k_{1}: n}, X_{k_{2}: n}\right)\right) \\
& =\sum_{k_{1}=1}^{\dot{r}-1} \sum_{k_{2}=k_{1}+1}^{\dot{r}} q_{i_{1} k_{1}}^{i_{2} k_{2}} \sum_{j=\lambda}^{T} \sum_{i=0}^{m-j} \frac{\binom{i+k_{1}-1}{i}\binom{j+k_{2}-k_{1}-1}{j}\binom{T+n-k_{2}-i-j}{T-i-j}}{\binom{T+n}{n}} \tag{3.2.4}
\end{align*}
$$

If one wishes a particular group of order statistics from $\mathbf{W}$ to be in this interval, simply extract the appropriate portion from the inner summand.

When $\mathbf{W}$ is a type-II censored sample, using equation (2.3.3) instead of equation (2.3.2) as above, will yield the desired results.

Finally, when $\mathbf{W}$ is a progressively type-II censored sample, we can express the joint distribution of $\left\{W_{i: t: T}, W_{i+1: t: T}, W_{i+j: t: T}, W_{i+j+1: t: T}\right\}$ as a mixture of $(1,2,3$, or 4$)$ the usual order statistics depending on $i$ and $j$. Alternatively one can use the results of Ng and Balakrishnan (2005).

### 3.2.4 Miscellaneous results

Here we present some results regarding the asymptotic nature of pooled order statistics. However, we first need to define what we mean by asymptotic means as either the sample sizes $n_{b}$ or the number of samples $B$, can become large.

The former case includes the typical one-sample scenario. We can obtain the following result.

Proposition 3.2.1 Suppose that $B$ is fixed, and let us define $\pi_{b}=\lim _{n_{b} \rightarrow \infty} \frac{r_{b}}{n_{b}}$ and $0<\pi^{*}=\max _{b} \pi_{b}<1$. Then as $n_{b} \rightarrow \infty, \forall j$, we have

$$
F\left(Z_{(\dot{r})}\right) \xrightarrow{p} \pi^{*} .
$$

Proof: For every sample, we note that $X_{r_{b}: n_{b}} \xrightarrow{p} \xi_{\pi_{b}}$ as $n_{b} \rightarrow \infty$. Thus for every $\delta>0$ and $\epsilon>0, \exists$ an $N_{b}$ which depends on $\epsilon$ and $\delta$, such that when $n_{b}>N_{b}$, $P\left(\left|X_{r_{b}: n_{b}}-\xi_{\pi_{b}}\right|<\delta\right) \geq 1-\epsilon$.

We then consider the distribution of $Z_{(\dot{r})}$. For all $n_{b}>\max _{b} N_{b}$, we have

$$
\begin{aligned}
P\left(Z_{(\dot{r})} \leq \xi_{\pi^{*}}+\delta\right) & =\prod_{b=1}^{B} P\left(X_{b, r_{b}: n_{b}} \leq \xi_{\pi^{*}}+\delta\right) \\
& \geq \prod_{b=1}^{B} P\left(\left|X_{r_{b}: n_{b}}-\xi_{\pi_{b}}\right|<\delta\right) \geq \prod_{b=1}^{B}(1-\epsilon)=(1-\epsilon)^{B} .
\end{aligned}
$$

Consider partitioning all $B$ samples as follows, samples $b^{o}$ such that $\pi_{b^{o}}=\pi^{*}$, and
all other samples $b^{a}$ such that $\pi_{b^{a}}<\pi_{*}$. Then consider the following

$$
\begin{aligned}
P\left(Z_{(\dot{r})} \leq \xi_{\pi^{*}}-\delta\right) & =\prod_{b=1}^{B} P\left(X_{b, r_{b}: n_{b}} \leq \xi_{\pi^{*}}-\delta\right) \\
& =\prod_{b^{a}} P\left(X_{b^{a}, r_{b^{a}}: n_{b^{a}}} \leq \xi_{\pi^{*}}-\delta\right) \prod_{b^{o}} P\left(X_{b^{o}, r_{b^{o}}: n_{b^{o}}} \leq \xi_{\pi^{*}}-\delta\right) \\
& \leq \prod_{b^{o}} P\left(X_{b^{o}, r_{b^{\circ}}: n_{b^{o}}} \leq \xi_{\pi^{*}}-\delta\right) \leq \prod_{b^{o}} \epsilon \leq \epsilon .
\end{aligned}
$$

Finally we have that $P\left(\left|Z_{(\dot{r})}-\xi_{\pi^{*}}\right| \leq \delta\right) \geq(1-\epsilon)^{B}-\epsilon$. So $F\left(Z_{(\dot{r})}\right) \xrightarrow{p} \pi^{*}$.
The theorem can easily be extended to the cases $\pi^{*}=0$ and $\pi^{*}=1$.
We are primarily interested with the case where the number of samples becomes large. So we obtain a similar result.

Proposition 3.2.2 Given $B$ samples with $1 \leq n_{b} \leq M<\infty$ for some $M \geq 1$ for all $j$, then as $B \rightarrow \infty$ we have

$$
F\left(Z_{(\dot{r})}\right) \xrightarrow{p} 1 .
$$

Proof: Define $X^{*}=\max _{b} X_{b, 1: n_{b}}$. Clearly, $Z_{(\dot{r})} \geq X^{*}$ surely, as the latter is a subset of the observed values. Thus trivially, $X^{*} \leq_{s t} Z_{(\dot{r})}$ (where $\leq_{s t}$ is a stochastic ordering such that $\left.X \leq_{s t} Y \Leftrightarrow P(X>x) \leq P(Y>x)\right)$.

Define $\tilde{X}$ as follows. For each sample $b$ with size strictly smaller than $M$ we observe an additional $M-n_{b}$ items and append it to the $b$-th sample. Define $\tilde{X}$ as the minimum of the new samples. Thus $\tilde{X} \leq X^{*}$ surely by construction, then $\tilde{X} \leq_{s t} X^{*}$. Finally we have $\tilde{X} \leq_{s t} Z_{(\tilde{r})}$ by transitivity. Now clearly $\tilde{X}$ is the minimum
of $B$ i.i.d., random variables with distribution function $F_{\tilde{X}}(x)=1-\left(1-F_{X}(x)\right)^{M}$, with same support as X. Thus as $B \rightarrow \infty, \tilde{F}(\tilde{X}) \xrightarrow{p} 1$. So $P(\tilde{F}(\tilde{X})>1-\epsilon) \leq$ $P\left(F\left(Z_{(\dot{r})}\right)>1-\epsilon\right) \leq 1$ and by the squeeze theorem $P\left(F\left(Z_{(\dot{r})}\right)>1-\epsilon\right) \rightarrow 1$ as desired.

Remark 3.2.3 An alternate proof of Proposition 3.2.2 can be given, using the representation of $Z_{(\dot{r})}$ as in equation (3.1.2).

Proposition 3.2.2 suggests that additional samples will enable the estimation of any quantile, with any desired precision, given that we are able to take enough samples of bounded size. Whereas Proposition 3.2.1 suggests that in a fixed sample scenario there is an upper limit to quantiles which we wish to estimate and obtain meaningful confidence.

There is however a cost in terms of the intervals we make. Since pooling spreads out the sample, at larger sizes (i.e., as $n \rightarrow \infty$ ) the confidence intervals for quantiles may be narrower in the fixed sample case as opposed to the increasing sample case.

Another issue one needs to consider is that convergence in probability of the pooled order statistics to a constant, which may not be guaranteed for some sampling schemes. Consider the following example, we will also assume a uniform distribution for simplicity as a probability integral transformation can give us the uniform distribution. Observe $B$ samples, and in the $b$-th sample, observe only the first failure of $b$ items. The distribution function for the maximum can be represented as in equation

$$
\begin{aligned}
P\left(Z_{(r)} \leq \epsilon\right) & =P\left(Z_{(B)} \leq \epsilon\right)=\prod_{b=1}^{B} P\left(X_{b, 1: b} \leq \epsilon\right)=\prod_{b=1}^{B}\left(1-P\left(X_{b, 1: b} \geq \epsilon\right)\right) \\
& =\prod_{b=1}^{B}\left(1-(1-\epsilon)^{b}\right) \xrightarrow{B \rightarrow \infty} \prod_{b=1}^{\infty}\left(1-(1-\epsilon)^{b}\right)=(1-\epsilon)_{\infty}
\end{aligned}
$$

Where $(q)_{\infty}$ is the $q$-pochhammer function. See Andrews et al. (1999) for more information on the $q$-pochhammer function.

Thus some care must be taken when designing experiments using multiple type-II censored samples.

Bounding the sample size is sufficient though not a necessary condition to ensure that $Z_{\dot{r}} \rightarrow 1$ in probability.

### 3.3 Motivating Example Revisited

In this section we consider the motivating example from Table 1.2.
Using all six samples, the confidence interval for the $80 \%$ quantile is $[2.75,5.55]$, which has $95.9 \%$ confidence. Given the original complete data as in Table 1.1, and treating it as one sample with equivalent proportion of censoring the best possible interval would include the whole range of the data. The interval would be [0, 4.75] and with confidence level $87.3 \%$. If we wished to obtain a $95 \%$ confidence interval for this quantile under a one-sample scenario, we would have had to observe two more additional failures of the total 60 units. The resultant confidence interval would be

|  | $95 \%$ |  | Pred. Int. | Max 2-sided 1 width int. |  | Max 1-sided 1 width int. |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l$ | $\mathrm{~L}(i)$ | $\mathrm{U}(j)$ | $\mathrm{L}(i)$ | $\mathrm{U}(i+1)$ | Prob | $\mathrm{L}(i)$ | $\mathrm{U}(i+1)$ | Prob |
| 1 | $F^{-1}(0)$ | $0.82(17)$ | $0.00(1)$ | $0.02(2)$ | 0.124 | $F^{-1}(0)$ | $0.00(1)$ | 0.143 |
| 2 | $0.00(1)$ | $1.63(28)$ | $0.31(6)$ | $0.49(7)$ | 0.060 |  |  |  |
| 3 | $0.02(2)$ | $2.06(33)$ | $0.70(13)$ | $0.71(14)$ | 0.047 |  |  |  |
| 4 | $0.18(4)$ | $2.24(39)$ | $1.08(20)$ | $1.13(21)$ | 0.042 |  |  |  |
| 5 | $0.50(8)$ | $3.17(44)$ | $1.56(27)$ | $1.63(28)$ | 0.040 |  |  |  |
| 6 | $0.80(16)$ | $4.03(50)$ | $2.10(34)$ | $2.12(35)$ | 0.040 |  |  |  |
| 7 | $1.13(21)$ | $5.55(52)$ | $2.57(41)$ | $2.75(42)$ | 0.045 |  |  |  |
| 8 | $1.63(28)$ | $F^{-1}(1)$ | $3.97(49)$ | $4.03(50)$ | 0.062 |  |  |  |
| 9 | $2.12(35)$ | $F^{-1}(1)$ | $5.13(51)$ | $5.55(52)$ | 0.124 | $5.55(52)$ | $F^{-1}(1)$ | 0.183 |
| 10 | $2.80(43)$ | $F^{-1}(1)$ | $5.13(51)$ | $5.55(52)$ | 0.153 | $5.55(52)$ | $F^{-1}(1)$ | 0.501 |

Table 3.2: Prediction intervals for individual order statistics $W_{l: 10}$
[2.75, 5.55$]$ and would have confidence of $95.8 \%$. The total time to test would have been the same, but we would have had to fail two more items with no additional benefit.

This suggests that when the limiting issue is number of items failed, pooling samples can be beneficial.

Balakrishnan et al. (2001) develops exact inference in the case or multiple progressively type-II censored samples from the exponential distribution. It is well known that the MLE of the scale parameter $\vartheta$, is $\vartheta^{*}=(1 / \dot{r}) \sum_{b=1}^{B}\left[\sum_{k=1}^{r_{b}} X_{b, k: n_{b}}+\left(n_{b}-\right.\right.$ $\left.\left.r_{b}\right) X_{b, r_{b}: n_{b}}\right]$. Thus, the MLE of the quantile $\xi_{p}$ is $\hat{\xi}_{p}=-\vartheta^{*} \ln (1-p) . \vartheta^{*}$ is the sum of independent increments which are exponential, so that the normalized sum, $2 \dot{r} \vartheta^{*} / \vartheta$ has $\chi^{2}$ distribution with $2 \dot{r}$ degrees of freedom.

Thus using all six samples we can obtain a two-sided $95.9 \%$ confidence interval for the $80 \%$ quantile as $[3.01,5.31]$. The point estimate is 3.92 . This is narrower than the nonparametric confidence interval, as expected, but the difference is not immense.

In Table 3.2 we can see various prediction intervals for all order statistics from
a future independent sample of size 10. The number in the parenthesis next to the time to failure, represents which pooled order statistic it is.

The first part of the table gives the $95 \%$ prediction interval. In the cases of many of the extreme order statistics, these are one-sided intervals.

The second part gives the two-sided interval of width one, that has the highest confidence level, and its corresponding probability. One can note that the extreme order statistics will likely be pushed towards the boundaries, so that the confidence level is higher for the one-width interval.

The third part of the table gives the one-sided one-width interval with the highest confidence when it is higher than the two-sided, one-width interval in the second part. The corresponding probability is included as well. One can note that if we added a complete sample of size 10, the largest value has greater than a $50 \%$ chance of being the maximum as we have censored all the previous sample maximums. We can also note that there are several one-sided intervals, particularly in the upper extremes. If we wish to reduce this width, one would need to take additional samples.

The one-width prediction intervals are of interest for making point estimates. One could use any point in the interval as a point estimate; a common choice would be the mean. This can be done likewise for confidence intervals for quantile. Considering Table 3.2, we could use 2.11 as a point estimate for the 6 -th order statistic of a future sample of size 10 . The center of the $95 \%$ prediction interval is 2.41 , much higher.

## Chapter 4

## Multiple Doubly Type-II Censored

## Samples

In this chapter we consider a natural extension of the scenario considered in Chapter 3 to the case of multiple independent doubly Type-II censored samples. We denote again $n_{b}$ the sample size of the $b$-th sample, where $1 \leq b \leq B$, and $r_{b}$ to be the number of observed failures. We denote $r_{b}^{U}$ to be the number of right (or upper) censored items, and $r_{b}^{L}$ to be the number of left (or LOWER) censored items. These are all non-negative integers and $r_{b}^{U}+r_{b}+r_{b}^{L}=n_{b}$.

When $r_{b}^{L}=0$ for $b=1, \ldots, B$, then this becomes the case of Type-II right censoring considered previously in Chapter 3. Given the mixture representations in this chapter, inference for multiple doubly Type-II censored samples is the same as given in Section 3.2.

### 4.1 Distributional Representations

We first discuss the simpler case of two samples which was not considered in Balakrishnan et al. (2010b). The representations are much simpler for the same reasons as in Type-II right censoring. That is, given that one item is the $i$-th pooled OS, then the number of observed failures from the other sample above and below $Z_{(i)}$ is fixed.

### 4.1.1 Two-Samples

Suppose we have two independent doubly Type-II censored samples. For simplicity, we will order the samples by observed size, i.e., $1 \leq r_{1} \leq r_{2}$. Let us denote

$$
w_{i, k}^{b}=\frac{\binom{i-1}{k-1}\binom{n-i}{n_{b}-k}}{\binom{n}{n_{b}}}=\frac{n_{b}}{n} \frac{\left(\begin{array}{c}
\binom{n_{b}-1}{k-1}\binom{n-n_{b}}{i-k} \tag{4.1.1}
\end{array}\binom{n-1}{i-1}\right.}{} \text {; }
$$

here, $b=1,2$ indexes the samples. If $b=1$, then the numerator of the first part counts the number of orderings of all items such that $X_{2, i-k: n_{2}}<X_{1, k: n_{1}}<X_{2, i-k+1: n_{2}}$. We again use the convention that $X_{b, 0: n_{b}}=\xi_{0}$ and $X_{b, n_{b}+1: n_{b}}=\xi_{1}$.

## Marginal Distribution of a pooled OS

Consider the marginal distribution $P\left(Z_{(i)} \leq \xi_{p}\right)$, where $\xi_{p}$ is the $p$-th population quantile. Then, we have the following result.

Proposition 4.1.1 For any $0<p<1$ we have

$$
\begin{aligned}
& P\left(Z_{(i)} \leq \xi_{p}\right)=\sum_{j=1}^{i}\left[w_{i+r_{1}^{L}+r_{2}^{L}, r_{1}^{L}+j}^{1}+w_{i+r_{1}^{L}+r_{2}^{L}, r_{2}^{L}+j}^{2}\right] F_{i+r_{1}^{L}+r_{2}^{L}: n}\left(\xi_{p}\right) \\
& \quad+\sum_{j=0}^{r_{2}^{L}-1} w_{i+r_{1}^{L}+j, i+r_{1}^{L}}^{1} F_{i+r_{1}^{L}+j: n}\left(\xi_{p}\right)+\sum_{j=0}^{r_{1}^{L}-1} w_{i+r_{2}^{L}+j, i+r_{2}^{L}}^{2} F_{i+r_{2}^{L}+j: n}\left(\xi_{p}\right)
\end{aligned}
$$

when $1 \leq i \leq r_{1}$,

$$
\begin{aligned}
& P\left(Z_{(i)} \leq \xi_{p}\right)=\left[\sum_{j=1}^{r_{1}} w_{i+r_{1}^{L}+r_{2}^{L}, r_{1}^{L}+j}^{1}+\sum_{j=i-r_{1}}^{i} w_{i+r_{1}^{L}+r_{2}^{L}, r_{2}^{L}+j}^{2}\right] F_{i+r_{1}^{L}+r_{2}^{L}: n}\left(\xi_{p}\right) \\
& \quad+\sum_{j=1}^{r_{1}^{U}} w_{i+r_{1}^{L}+r_{2}^{L}+j, i-r_{1}+r_{2}^{L}}^{2} F_{i+r_{1}^{L}+r_{2}^{L}+j: n}\left(\xi_{p}\right)+\sum_{j=0}^{r_{1}^{L}-1} w_{i+r_{2}^{L}+j, i+r_{2}^{L}}^{2} F_{i+r_{2}^{L}+j: n}\left(\xi_{p}\right)
\end{aligned}
$$

when $r_{1}<i \leq r_{2}$, and

$$
\begin{aligned}
& P\left(Z_{(i)} \leq \xi_{p}\right)=\left[\sum_{j=i-r_{2}}^{r_{1}} w_{i+r_{1}^{L}+r_{2}^{L}, r_{1}^{L}+j}^{1}+\sum_{j=i-r_{1}}^{r_{2}} w_{i+r_{1}^{L}+r_{2}^{L}, r_{2}^{L}+j}^{2}\right] F_{i+r_{1}^{L}+r_{2}^{L}: n}\left(\xi_{p}\right) \\
& \quad+\sum_{j=1}^{r_{2}^{U}} w_{i+r_{1}^{L}+r_{2}^{L}+j, i-r_{2}+r_{1}^{L}}^{1} F_{i+r_{1}^{L}+r_{2}^{L}+j: n}\left(\xi_{p}\right)+\sum_{j=1}^{r_{1}^{U}} w_{i+r_{1}^{L}+r_{2}^{L}+j, i-r_{1}+r_{2}^{L}}^{2} F_{i+r_{1}^{L}+r_{2}^{L}+j: n}\left(\xi_{p}\right)
\end{aligned}
$$

when $r_{2}<i \leq r_{1}+r_{2}$.

Contrasting Corollary 3.1.6, it is evident that there is no $i$ such that the pooled order statistic $Z_{(i)}$ is equal in distribution to a single order statistic when both samples have left and right censoring.

### 4.1.2 Multiple Samples

We now consider the case of multiple independent samples.

## Marginal Distribution of a pooled OS

As with equation (3.1.1), we can write the distribution function of $Z_{(i)}$ as follows,

$$
\begin{equation*}
P\left(Z_{(i)} \leq \xi_{p}\right)=\sum_{b=1}^{B} \sum_{k=r_{b}^{L}+1}^{r_{b}^{L}+r^{b}} P\left(Z_{(i)}=X_{b, k: n_{b}} \leq \xi_{p}\right) \tag{4.1.2}
\end{equation*}
$$

For any permutation of all the items and from all samples such that $Z_{(i)}=X_{b, k: n_{b}}$, some samples will have all of the observed and some right censored items below $Z_{(i)}$. For this permutation, we say that these samples are in $\left\{b_{U}^{\prime}\right\}$. Conversely, some samples will have all observed and some left censored items above $Z_{(i)}$ (these samples are in $\left.\left\{b_{L}^{\prime}\right\}\right)$. The remaining samples would be have all left/right censored samples below/above $Z_{(i)}$ (these samples are in $\left\{b^{\prime \prime}\right\}$ ).

In this way, we have assigned groups for each permutation of the $n$ observed and unobserved failure times, based on the position of the left/right censored items relative to $Z_{(i)}=X_{b, k: n_{b}}$.

Let us define the weight function $\mathcal{W}$ as

$$
W_{b, k,\left\{b^{\prime}\right\}, \mathcal{C}, \ell}=\frac{\frac{n_{b}}{n}\binom{n_{b}-1}{k-1}}{\binom{n-1}{\ell-1}} \prod_{j \in\left\{b_{U}^{\prime}\right\}}\binom{n_{j}}{r_{j}^{L}+r_{j}+c_{j}^{U}} \prod_{j \in\left\{b_{L}^{\prime}\right\}}\binom{n_{j}}{c_{j}^{L}} \prod_{j \in\left\{b^{\prime \prime}\right\}}\binom{n_{j}}{r_{j}^{L}+c_{j}},
$$

which in the appropriate context is a weighted multivariate hypergeometric probabil-
ity and can be re-written so it appears in Section 3.1. This can be seen to collapse to the same weight function as in Section 3.1 when $r_{b}^{L}=0$ for all $b$.

Then, we have the following result.

Theorem 4.1.2 For any $1 \leq i \leq \dot{r}$ and $0<p<1$, the marginal distribution of $Z_{(i)}$ can be expressed as

$$
P\left(Z_{(i)} \leq \xi_{p}\right)=\sum_{b=1}^{B} \sum_{k=r_{b}^{L}+1}^{r_{b}^{L}+r_{b}} \sum_{\sigma_{\left\{b^{\prime}\right\}}} \sum_{\mathcal{C}} W_{b, k,\left\{b^{\prime}\right\}, \mathcal{C}, \ell} F_{\ell: n}\left(\xi_{p}\right)
$$

where

$$
\ell=i+r_{b}^{L}+\dot{r}_{\left\{b_{U}^{\prime}\right\}}^{L}+\dot{c}_{\left\{b_{U}^{\prime}\right\}}^{U}+\dot{c}_{\left\{b_{L}^{\prime}\right\}}^{L}+\dot{r}_{\left\{b^{\prime \prime}\right\}}^{L}
$$

and

$$
\mathcal{C}=\left\{\begin{array}{l}
\left(c_{1}, \ldots, c_{b-1}, c_{b+1}, \ldots, c_{B}\right): \dot{c}_{\left\{b^{\prime \prime}\right\}}=i-k+r_{b}^{L}-\dot{r}_{\left\{b_{U}^{\prime}\right\}} \\
1 \leq c_{j} \leq r_{j}^{U} \forall j \in\left\{b_{U}^{\prime}\right\}, 0 \leq c_{j} \leq r_{j}^{L} \forall j \in\left\{b_{L}^{\prime}\right\}, 0 \leq c_{j} \leq r_{j} \forall j \in\left\{b^{\prime \prime}\right\}
\end{array}\right\}
$$

For proof we refer to the proof of Theorem 3.1.1. The Theorem follows from a similar argument.

When considering the marginal distribution of $Z_{(i)}$, necessary and sufficient conditions for $\left\{b_{L}^{\prime}\right\}$ and $\left\{b_{U}^{\prime}\right\}$ to be valid are that $0 \leq i-k+r_{b}^{L}-\dot{r}_{\left\{b_{U}^{\prime}\right\}} \leq \dot{r}_{\left\{b^{\prime \prime}\right\}}$. When $\dot{r}_{\mathcal{A}}<i-k+r_{b}^{L}$, no valid partition of $\mathcal{A}$ will exist, and so $P\left(X_{b, k: n_{b}}=Z_{(i)}\right)=0$ in this case.

Remark 4.1.3 Alternate simpler representations for $Z_{(1)}, Z_{(\dot{r})}$ are as follows

$$
P\left(Z_{(1)} \leq \xi_{p}\right)=1-\prod_{b=1}^{B}\left(1-F_{r_{b}^{L}+1: n_{b}}\left(\xi_{p}\right)\right) \quad P\left(Z_{(r)} \leq \xi_{p}\right)=\prod_{b=1}^{B} F_{r_{b}^{L}+r_{b}: n_{b}}\left(\xi_{p}\right)
$$

These alternate representations become useful when calculating the maximum coverage probability for some given scheme.

Remark 4.1.4 Instead of Theorem 4.1.2, one can use the results of Theorem 3.1.1 (along with Corollary 3.1.7) when $1 \leq i \leq \min _{b} r_{b}$ and $\dot{r}-\min _{b} r_{b}<\leq i \leq \dot{r}$, as the sets $\left\{b_{U}^{\prime}\right\}$ and $\left\{b_{L}^{\prime}\right\}$ respectively will necessarily be empty.

It may be more practical for large $i$ to obtain the mixture distribution of $Z_{(i)}$ analogous to what is done in Corollary 3.1.7. Namely, reversing the schemes so that left and right censoring switch, and considering the mixture distribution of $Z_{(\dot{r}-i+1)}$, then reversing appropriately again. This should prove to be more efficient in terms of computation. A similar idea will work with the joint distribution of two pooled OS.

## Chapter 4.1 - Distributional Representations

## Joint Distribution of two pooled OS

To obtain a similar result for the bivariate distribution, we can again partition the sample space (up to a set of measure 1) as

$$
\begin{aligned}
P\left(Z_{\left(i_{1}\right)}\right. & \left.\leq p_{1}, Z_{\left(i_{2}\right)} \leq p_{2}\right)=\sum_{b=1}^{B} \sum_{r_{b}^{L}+1 \leq k_{1}<k_{2} \leq r_{b}^{L}+r_{b}} P\left(X_{b, k_{1}: n_{b}}=Z_{\left(i_{1}\right)} \leq p_{1}, X_{b, k_{2}: n_{b}}=Z_{\left(i_{2}\right)} \leq p_{2}\right) \\
& +\sum_{b^{o} \neq b} \sum_{b=1}^{B} \sum_{k_{1}=r_{b^{o}}^{L}+1}^{r_{b o}^{L}+r_{b^{o}}} \sum_{k_{2}=r_{b}^{L}+1}^{r_{b}^{L}+r_{b}} P\left(X_{b^{o}, k_{1}: n_{b^{o}}}=Z_{\left(i_{1}\right)} \leq p_{1}, X_{b, k_{2}: n_{b}}=Z_{\left(i_{2}\right)} \leq p_{2}\right)
\end{aligned}
$$

for any $1 \leq i_{1}<i_{2} \leq \dot{r}$ and $0<p_{1}<p_{2}<1$. When $p_{1} \geq p_{2}$ the bivariate distribution reduces to the marginal distribution of $Z_{\left(i_{2}\right)}$.

For any permutation of the items such that $Z_{\left(i_{1}\right)}=X_{b^{o}, k_{1}: n_{b o}}$ and $Z_{\left(i_{2}\right)}=X_{b, k_{2}: n_{b}}$, we can define $\left\{b_{L}^{\prime}\right\} /\left\{b_{U}^{\prime}\right\}$ as in the marginal case using $Z_{\left(i_{2}\right)} / Z_{\left(i_{1}\right)}$ as the cutoff instead. We require extra condition that all right/left censored items fall above/below $Z_{\left(i_{1}\right)} / Z_{\left(i_{2}\right)}$. Then define $\left\{b_{L 1}^{\prime}\right\}$ and $\left\{b_{U 1}^{\prime}\right\}$ as the subsets of $\left\{b_{L}^{\prime}\right\}$ and $\left\{b_{U}^{\prime}\right\}$, such that the first/final observed value falls above/below $Z_{\left(i_{1}\right)} / Z_{\left(i_{2}\right)}$.

Additionally, however, some samples may have left censored items above $Z_{\left(i_{1}\right)}$ and right censored items below $Z_{\left(i_{2}\right)}$. So, these samples can be labeled as $\left\{b_{U L}^{\prime}\right\}$. The remaining samples are again labeled as $\left\{b^{\prime \prime}\right\}$.

For brevity, we define $\mathcal{W}$ as

$$
\mathcal{W}_{\ell_{1}, \ell_{2},\{h\},\{l\},\{m\}}=\frac{\binom{\ell_{1}-1}{h_{1}, \ldots, h_{B}}\binom{\ell_{2}-\ell_{1}-1}{l_{1}, \ldots, l_{B}}\binom{n-\ell_{2}}{m_{1}, \ldots, m_{B}}}{\binom{n}{n_{1}, \ldots, n_{B}}} .
$$

Then, we have the following result.

Theorem 4.1.5 For any $1 \leq i_{1}<i_{2} \leq \dot{r}$ and $0<p_{1}<p_{2}<1$, we have the joint distribution of $Z_{\left(i_{1}\right)}$ and $Z_{\left(i_{2}\right)}$ as follows:

$$
\begin{aligned}
P\left(Z_{\left(i_{1}\right)} \leq \xi_{p_{1}}, Z_{\left(i_{2}\right)} \leq \xi_{p_{2}}\right) & =\sum_{b=1}^{B} \sum_{k_{1}=r_{b}^{L}+1}^{r_{b}^{L}+r_{b}-1} \sum_{k_{2}=k_{1}+1}^{r_{b}^{L}+r_{b}} \sum_{\sigma_{\left\{b^{\prime}\right\}}} \sum_{\mathcal{C}_{1}} \mathcal{W}_{\ell_{1}^{1}, \ell_{2}^{1}, \ldots}^{1} F_{l_{1}^{1}, l_{2}^{1}: n}\left(\xi_{p_{1}}, \xi_{p_{2}}\right) \\
& +\sum_{b=1}^{B} \sum_{b^{\circ} \neq b} \sum_{k_{1}=r_{b^{o}}^{L}+1}^{r_{b^{o}}^{L}+r_{b^{o}}} \sum_{k_{2}=r_{b}^{L}+1}^{r_{b}^{L}+r_{b}} \sum_{\sigma_{\left\{b^{\prime}\right\}}} \sum_{\mathcal{C}_{2}} \mathcal{W}_{\ell_{1}^{2}, \ell_{2}^{2}, \ldots .}^{2} F_{l_{2}^{1}, l_{2}^{2}: n}\left(\xi_{p_{1}}, \xi_{p_{2}}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& \ell_{1}^{1}=i_{1}+r_{b}^{L}+\dot{r}_{\left\{b_{U}^{\prime}\right\}}^{L}+\dot{c}_{j_{1},\left\{b_{U 1}^{\prime}\right\}}^{U}+\dot{c}_{j_{1},\left\{b_{U L}^{\prime}\right\}}^{L}+\dot{r}_{\left\{b_{L}^{\prime}\right\}}^{L}-\dot{c}_{j_{1},\left\{b_{L 1}^{\prime}\right\}}^{L}-\dot{c}_{j_{2},\left\{b_{L}^{\prime}\right\}}^{L}+\dot{r}_{\left\{b^{\prime \prime}\right\}}^{L}, \\
& \ell_{2}^{1}=i_{2}+r_{b}^{L}+\dot{r}_{\left\{b_{U}^{\prime}\right\}}^{L}+\dot{c}_{j_{1},\left\{b_{U 1}^{\prime}\right\}}^{U}+\dot{c}_{j_{2},\left\{b_{U}^{\prime}\right\}}^{U}+\dot{r}_{\left\{b_{U L}^{\prime}\right\}}^{L}+\dot{r}_{\left\{b_{U L}^{\prime}\right\}}^{U}+\dot{c}_{j_{2},\left\{b_{U L}^{\prime}\right\}}^{U}+\dot{r}_{\left\{b_{L}^{\prime}\right\}}^{L}-\dot{c}_{j_{1},\left\{b_{L}^{\prime}\right\}}+\dot{r}_{\left\{b^{\prime \prime}\right\}}, \\
& \ell_{1}^{2}=\ell_{1}^{1}+r_{b^{o}}^{L}+\min \left(0, c_{b}-r_{b}^{L}\right), \\
& \ell_{2}^{2}=\ell_{2}^{1}+\max \left(r_{b^{o}}^{L}, c_{b^{o}}-r_{b^{o}}+k_{1}\right)
\end{aligned}
$$

and the constraint for the sum is

$$
\begin{aligned}
& \mathcal{C}_{1}=\left\{\begin{array}{l}
\left\{\left(c_{j_{1}}, c_{j_{2}}\right)\right\}_{j \neq b}: 0 \leq c_{b} \leq k_{2}-1,0 \leq c_{b} \leq n_{b}-k_{1}, \\
\dot{c}_{j_{1},\left\{b^{\prime \prime}\right\}}=i_{1}-\left(k_{1}-r_{b}^{L}\right)-\dot{r}_{\left\{b_{U 1}^{\prime}\right\}}-\dot{c}_{j_{1},\left\{b_{U 2}^{\prime}\right\}}, \\
\dot{c}_{j_{2},\left\{b^{\prime \prime}\right\}}=\left(i_{2}-i_{1}\right)-\left(k_{2}-k_{1}\right)-\dot{r}_{\left\{b_{U L}^{\prime}\right\}}-\left(\dot{r}_{\left\{b_{U 2}^{\prime}\right\}}-\dot{c}_{j_{1},\left\{b_{U 2}^{\prime}\right\}}\right)-\left(\dot{r}_{\left\{b_{L 2}^{\prime}\right\}}-\dot{c}_{j_{1},\left\{b_{L 2}^{\prime}\right\}}\right), \\
\cdots
\end{array}\right\}, \\
& \mathcal{C}_{2}=\left\{\begin{array}{l}
\left\{\left(c_{\left.\left.j_{1}, c_{j_{2}}\right)\right\}_{j \neq b, b^{o}}: 0 \leq c_{b} \leq k_{2}-1,0 \leq c_{b^{o}} \leq n_{b^{o}}-k_{1}}^{\dot{c}_{j_{1},\left\{b^{\prime \prime}\right\}}=i_{1}-\left(k_{1}-r_{b^{o}}^{L}\right)-\max \left(0, c_{b}-r_{b}^{L}\right)-\dot{r}_{\left\{b_{U 1}^{\prime}\right\}}-\dot{c}_{j_{1},\left\{b_{U 2}^{\prime}\right\}},} \begin{array}{l}
\left.\dot{c}_{j_{2},\left\{b^{\prime \prime}\right\}}=\left(i_{2}-i_{1}\right)-\left[k_{2}-r_{b}^{L}-\max \left(0, c_{b}-r_{b}^{L}\right)\right]-\min \left(c_{b^{\circ}}, r_{b^{o}}-k_{1}+r_{b^{o}}^{L}\right)-\dot{r}_{\left\{b_{U L}^{\prime}\right\}}\right\} \\
\left.-\left(\dot{r}_{\left\{b_{U 2}^{\prime}\right\}}-\dot{c}_{j_{1},\left\{b_{U 2}^{\prime}\right\}}\right)-\left(\dot{r}_{\left\{b_{L 2}^{\prime}\right\}}\right\}-\dot{c}_{j_{1},\left\{b_{L 2}^{\prime}\right\}}\right), \ldots
\end{array}\right.\right.
\end{array}\right\},
\end{aligned}
$$

with the restrictions common to both $C$ 's being

$$
\cdots=\left\{\begin{array}{l}
0 \leq c_{j_{1}}^{U} \leq r_{j}^{U}, 0 \leq c_{j_{2}}^{U} \leq r_{j}^{U}, 1 \leq c_{j_{1}}^{U}+c_{j_{2}}^{U} \leq r_{j}^{U} \forall j \in\left\{b_{U 1}^{\prime}\right\}, \\
0 \leq c_{j_{1}} \leq r_{j}-1,1 \leq c_{j_{2}}^{U} \leq r_{j}^{U} \forall j \in\left\{b_{U 2}^{\prime}\right\}, \\
0 \leq c_{j_{1}}^{L} \leq r_{j}^{L}, 0 \leq c_{j_{2}}^{L} \leq r_{j}^{L}, 1 \leq c_{j_{1}}^{L}+c_{j_{2}}^{L} \leq r_{j}^{L} \forall j \in\left\{b_{L 1}^{\prime}\right\}, \\
0 \leq c_{j_{1}} \leq r_{j}-1,1 \leq c_{j_{2}}^{L} \leq r_{j}^{L} \forall j \in\left\{b_{L 2}^{\prime}\right\}, \\
0 \leq c_{j_{1}}^{L} \leq r_{j}^{L}-1,0 \leq c_{j, 2}^{U} \leq r_{j}^{U}-1 \forall j \in\left\{b_{U L}^{\prime}\right\}, 0 \leq c_{j_{1}}+c_{j_{2}} \leq r_{j} \forall j \in\left\{b^{\prime \prime}\right\}
\end{array}\right\} .
$$

The remaining arguments for $\mathcal{W}_{\{\ldots\}}^{1}$ are

$$
\{h\}=\left\{\begin{array}{c}
k_{1}-1 \\
\left\{r_{j}^{L}+r_{j}+c_{j_{1}}^{U}\right\}, j \in\left\{b_{U 1}^{\prime}\right\} \\
\left\{r_{j}^{L}+c_{j_{1}}\right\}, j \in\left\{b_{U 2}^{\prime}\right\} \\
\left\{c_{j_{1}}^{L}\right\}, j \in\left\{b_{U L}^{\prime}\right\} \\
\left\{r_{j}^{L}-c_{j_{1}}^{L}-c_{j_{2}}^{L}\right\}, j \in\left\{b_{L 1}^{\prime}\right\} \\
\left\{r_{j}^{L}-c_{j_{2}}^{L}\right\}, j \in\left\{b_{L 2}^{\prime}\right\} \\
\left\{r_{j}^{L}+c_{j_{1}}\right\}, j \in\left\{b^{\prime \prime}\right\}
\end{array}\right\},\{l\}=\left\{\begin{array}{c}
k_{2}-k_{1}-1 \\
\left\{c_{j_{2}}^{U}\right\}, j \in\left\{b_{U 1}^{\prime}\right\} \\
\left\{r_{j}-c_{j_{1}}+c_{j_{2}}^{U}\right\}, j \in\left\{b_{U 2}^{\prime}\right\} \\
\left\{n_{j}-c_{j_{1}}^{L}-c_{j_{2}}^{U}\right\}, j \in\left\{b_{U L}\right\} \\
\left\{c_{j_{2}}^{L}\right\}, j \in\left\{b_{L 1}^{\prime}\right\} \\
\left\{r_{j}-c_{j_{1}}+c_{j_{2}}^{L}\right\}, j \in\left\{b_{L 2}^{\prime}\right\} \\
\left\{c_{j_{2}}\right\}, j \in\left\{b^{\prime \prime}\right\}
\end{array}\right\},\{m\}=\left\{\begin{array}{c}
\left\{r_{j}^{U}-c_{j_{1}}^{U}-c_{j_{2}}^{U}\right\}, j \in\left\{b_{U 1}^{\prime}\right\} \\
\left\{r_{j}^{U}-c_{j_{2}}^{U}\right\}, j \in\left\{b_{U 2}^{\prime}\right\} \\
\left\{c_{j_{2}}^{U}\right\}, j \in\left\{b_{U L}^{\prime}\right\} \\
\left\{r_{j}+r_{j}^{U}+c_{j_{1}}^{L}\right\}, j \in\left\{b_{L 1}^{\prime}\right\} \\
\left\{r_{j}^{U}+c_{j_{1}}\right\}, j \in\left\{b_{L 2}^{\prime}\right\} \\
\left\{r_{j}^{U}+r_{j}-c_{j_{1}}-c_{j_{2}}\right\}, j \in\left\{b^{\prime \prime}\right\}
\end{array}\right\},
$$

and for $\mathcal{W}_{\{\ldots\}}^{2}$

We again refer to Section 3 for the proof.
For the necessary and sufficient conditions for each partition to be valid, we need to consider the cases $b^{o}=b$ and $b^{o} \neq b$ separately.

When $b=b^{o}$, necessary and sufficient conditions for $\left\{b_{L}^{\prime}\right\},\left\{b_{L 1}^{\prime}\right\},\left\{b_{U}^{\prime}\right\},\left\{b_{U 1}^{\prime}\right\}$, and
$\left\{b_{U L}^{\prime}\right\}$ to be valid are as follows:

$$
\begin{aligned}
0 & \leq i_{1}-\left(k_{1}-r_{b}^{L}\right)-\dot{r}_{\left\{b_{U 1}^{\prime}\right\}}-\mathcal{C}_{U 2}, \\
0 & \leq\left(i_{2}-i_{1}\right)-\left(k_{2}-k_{1}\right)-\dot{r}_{\left\{b_{U L}^{\prime}\right\}}-\left(\dot{r}_{\left\{b_{U 2}^{\prime}\right\}}-\mathcal{C}_{U 2}\right)-\left(\dot{r}_{\left\{b_{U 2}^{\prime}\right\}}-\mathcal{C}_{L 2}\right), \\
\dot{r}_{\left\{b^{\prime \prime}\right\}} & \geq i_{2}-\left(k_{2}-r_{b}^{L}\right)-\dot{r}_{\left\{b_{U}^{\prime}\right\}}-\dot{r}_{\left\{b_{U L}^{\prime}\right\}}-\left(\dot{r}_{\left\{b_{U 2}^{\prime}\right\}}-\mathcal{C}_{L 2}\right)
\end{aligned}
$$

for some $0 \leq \mathcal{C}_{U 2} \leq \dot{r}_{\left\{b_{U 2}^{\prime}\right\}}-\operatorname{size}\left\{b_{U 2}^{\prime}\right\}$ and $0 \leq \mathcal{C}_{L 2} \leq \dot{r}_{\left\{b_{L 2}^{\prime}\right\}}-\operatorname{size}\left\{b_{L 2}^{\prime}\right\}$. When

$$
0 \leq i_{1}-k_{1}+r_{b}^{L}, \quad 0 \leq\left(i_{2}-i_{1}\right)-\left(k_{2}-k_{1}\right), \quad i_{2}-k_{2}+r_{b}^{L} \leq \dot{r}_{\mathcal{A}}
$$

such a partition is guaranteed to exist; if one of those conditions fail, then $P\left(Z_{\left(i_{1}\right)}=\right.$ $\left.X_{b, k_{1}: n_{b}}, Z_{\left(i_{2}\right)}=X_{b, k_{2}: n_{b}}\right)=0$.

When $b \neq b^{o}$, necessary and sufficient conditions for $\left\{b_{L}^{\prime}\right\},\left\{b_{L 1}^{\prime}\right\},\left\{b_{U}^{\prime}\right\},\left\{b_{U 1}^{\prime}\right\}$, and $\left\{b_{U L}^{\prime}\right\}$ to be valid are as follows:

$$
\begin{gathered}
0 \leq i_{1}-k_{1}+r_{b^{o}}^{L}-\mathcal{C}_{b}+r_{b}^{L}-\dot{r}_{\left\{b_{U 1}^{\prime}\right\}}-\dot{r}_{\left\{b_{U 2}^{\prime}\right\}}+\mathcal{C}_{U 2}, \\
0 \leq i_{2}-i_{1}-k_{2}+\mathcal{C}_{b}-\dot{r}_{\left\{b_{U L}^{\prime}\right\}}-\mathcal{C}_{U 2}-\mathcal{C}_{L 2}, \\
\dot{r}_{\left\{b^{\prime \prime}\right\}} \geq i_{2}-k_{2}-k_{1}+r_{b}^{L}+r_{b^{o}}^{L}-\dot{r}_{\left\{b_{U}^{\prime}\right\}}-\dot{r}_{\left\{b_{U L}^{\prime}\right\}}-\mathcal{C}_{L 2}
\end{gathered}
$$

for some $r_{b}^{L} \leq \mathcal{C}_{b} \leq r_{b}^{L}+r_{b}-1,0 \leq \mathcal{C}_{U 2} \leq \dot{r}_{\left\{b_{U 2}^{\prime}\right\}}-\operatorname{size}\left\{b_{U 2}^{\prime}\right\}$ and $0 \leq \mathcal{C}_{L 2} \leq \dot{r}_{\left\{b_{L 2}^{\prime}\right\}}-$
size $\left\{b_{L 2}^{\prime}\right\}$. When

$$
0 \leq i_{1}-k_{1}+r_{b^{o}}^{L}-\mathcal{C}_{b} \quad 0 \leq\left(i_{2}-i_{1}\right)-\left(k_{2}-r_{b}^{L}-\mathcal{C}_{b}\right) \quad i_{2}-k_{2}+r_{b}^{L}-r_{b^{o}} \leq \dot{r}_{\mathcal{A}}
$$

for some $0 \leq \mathcal{C}_{b} \leq k_{2}-r_{b}^{L}-1$, such a partition is guaranteed to exist; if one of these conditions fail, then $P\left(Z_{\left(i_{1}\right)}=X_{b^{o}, k_{1}: n_{b^{o}}}, Z_{\left(i_{2}\right)}=X_{b, k_{2}: n_{b}}\right)=0$.

## Joint Distribution of pooled OS

The joint distribution of the pooled OS can be given as in Proposition 3.1.10 or 3.1.14, but not Proposition 3.1.12. These representations can also be used to obtain the joint distribution of any number of pooled OS. However, this will typically not be computationally feasible, except when pooling only a few samples.

### 4.2 Computational Algorithm

Here, we will present a basic algorithm for the calculation of the marginal mixture weights and then demonstrate it with a simple example.

Figure 4.1 shows the simple algorithm. Here $k++$ and $b++$ indicate incrementing by 1 . First one sorts by increasing observation sizes (i.e., sort by $r_{b}$ ), and then within this by lower censoring, and then upper censoring. This groups identical samples and allows terminating earlier without checking all possible $\left\{b_{L}^{\prime}\right\}$ or $\left\{b_{U}^{\prime}\right\}$.

For the purpose of this algorithm, incrementing $\left\{b_{U}^{\prime}\right\}$ means choosing its successor
in any way such that $\dot{r}_{\left\{b_{U, o l d}^{\prime}\right\}} \leq \dot{r}_{\left\{b_{U, \text { new }}^{\prime}\right\}}$, with equality necessary if there is some other set of samples which have not been used, such that the previous equality holds. Otherwise, choose any set of samples such that $\dot{r}_{\left\{b_{U, \text { new }}^{\prime}\right\}}$ is a minimum and the above inequality holds. $\left\{b_{L}^{\prime}\right\}$ is chosen in the same way from $\mathcal{A} \backslash\left\{b_{U}^{\prime}\right\}$.

While not shown in Figure 4.1, one can reduce the number of iterations by weighting. This is done by counting the number of exchangeable subsets. As an example, assume $B$ samples are identical. If the size of $\left\{b_{U}^{\prime}\right\}$ is $l$, there are $\binom{B-1}{l}$ exchangeable subsets in $\sigma_{\left\{b^{\prime}\right\}}$ that are exchangeable with size $l$. One would then need to calculate only the weights with the first $l$ samples in $\mathcal{A}$, then multiply each weight $\mathcal{W}$ by $\binom{B-1}{l}$. Other similar improvements can be made, but we describe only the simple algorithm in Figure 4.1 for clarity.

### 4.2.1 An Example

Consider the following simple example. Suppose we have three identical doubly TypeII censored samples with $n_{b}=4, r_{b}^{L}=1, r_{b}^{U}=1$, and $r_{b}=2$ for $b=1,2,3$. Let us consider the marginal distribution of the third pooled order statistic $Z_{(3)}$. Below, we represent a censored item with $\circ$ for ease in notation.

Table 4.1 shows the partitions that would appear as in the algorithm applied to this sample, along with the class of permutations. Although we could omit the exchangeable samples by including extra weights, everything is shown for the sake of clarity. The order statistic and the mixture probabilities corresponding to that group

of permutations is given as well.
Since all samples are identical, we only need to consider $b=1$ for the outermost sum. Since $0 \leq i-k+r_{1}^{L}=3-2+1=2 \leq \dot{r}_{\mathcal{A}}, P\left(Z_{(3)}=X_{1,2: 4}\right)>0$, we proceed as in Table 4.1a.

Next, since $0 \leq i-k+r_{1}^{L}=3-3+1=1 \leq \dot{r}_{\mathcal{A}}, P\left(Z_{(3)}=X_{1,3: 4}\right)>0$, we proceed as in Table 4.1b.

Finally, we add up the probabilities that the 3-rd pooled order statistic is the 5 -th, 6 -th, or 7 -th out of 12 as given in the first and second columns; then we multiply these by 3 since the samples have identical censoring schemes. In this way, the mixture weights are finally found to be $(0.18182,0.76623,0.05195)$, corresponding to the mixture representation $Z_{(3)} \stackrel{d}{=} 0.18182 X_{5: 12}+0.76623 X_{6: 12}+0.05195 X_{7: 12}$.

### 4.3 Simulation Results

A large number of samples, high censoring, or large samples, can lead to the computations being extremely computationally intensive and also demanding heavy memory usage. Furthermore, when the samples are not exchangeable, then the computations can not be simplified in any meaningful way. In such situations, one may instead simulate the mixture weights. Obtaining the weights in this way has two advantages. Direct simulation can allow the calculation of all mixture weights for all marginal and bivariate distributions of interest simultaneously. Furthermore, when calculating coverage probabilities, errors are dampened if an increase/decrease at the $i$-th weight

| Prob. | OS | $\left\{b_{U}^{\prime}\right\}$ | $\left\{b_{L}^{\prime}\right\}$ | $\bigcirc$ | $X_{1,2: 4}$ | $X_{1,3: 4} \circ$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.03463 | 6:12 | $\{\emptyset\}$ | $\{\emptyset\}$ | $\circ X_{2,2: 4} X_{2,3: 4}$ |  | $X_{3,2: 4} X_{3,3: 4}{ }^{\circ}$ |
| 0.07792 | 6:12 |  |  | $\begin{aligned} & \circ X_{2,2: 4} \\ & \circ X_{3,2: 4} \\ & \hline \end{aligned}$ |  | $\begin{aligned} & X_{2,3: 4} \circ \\ & X_{3,3: 4} \circ \end{aligned}$ |
| 0.03463 | 6:12 |  |  | $\text { - } X_{3,2: 4} X_{3,3: 4}$ |  |  |
| 0.01212 | 5:12 |  | \{2\} | - $X_{3,2: 4} X_{3,3: 4}$ |  | $\bigcirc X_{2,2: 4} X_{2,3: 4} \circ$ |
| 0.01212 | 5:12 |  | \{3\} | - $X_{2,2: 4} X_{2,3: 4}$ |  | $\bigcirc X_{3,2: 4} X_{3,3: 4} \stackrel{\circ}{\circ}$ |
| 0.00866 | 7:12 | \{2\} | $\{\emptyset\}$ | $\circ X_{2,2: 4} X_{2,3: 4} \circ$ |  | $X_{3,2: 4} X_{3,3: 4} \circ$ |
| 0.00216 | 6:12 |  | \{3\} | $\bigcirc X_{2,2: 4} X_{2,3: 4} \circ$ |  | ○ $X_{3,2: 4} X_{3,3: 4} \circ$ |
| 0.00866 | 7:12 | \{3\} | $\{\emptyset\}$ | - $X_{3,2: 4} X_{3,3: 4} \circ$ |  | $X_{2,2: 4} X_{2,3: 4} \circ$ |
| 0.00216 | 6:12 |  | \{2\} | - $X_{3,2: 4} X_{3,3: 4} \circ$ |  | ○ $X_{2,2: 4} X_{2,3: 4} \circ$ |

(a) $b=1, k=2$, i.e., $Z_{(3)}=X_{1,2: 4}$

| Prob. | OS | $\left\{b_{U}^{\prime}\right\}$ | $\left\{b_{L}^{\prime}\right\}$ | - $X_{1,3: 4}$ | $X_{1,3: 4}$ | $\bigcirc$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.05195 | 6:12 |  | \{0\} | - $X_{2,2: 4}$ |  | $\begin{array}{r} X_{2,3: 4} \circ \\ X_{3,2: 4} X_{3,3: 4} \circ \\ \hline \end{array}$ |
| 0.05195 | 6:12 | $\{\emptyset\}$ |  | $\circ X_{3,2: 4}$ |  | $\begin{aligned} & \hline X_{2,2: 4} X_{2,3: 4} \circ \\ & X_{3,3: 4} \circ \\ & \hline \end{aligned}$ |
| 0.01818 | 5:12 | $\{0\}$ | \{2\} | - $X_{3,2: 4}$ |  | $\bigcirc X_{2,2: 4} X_{2,3: 4} \circ{ }^{\circ}$ |
| 0.01818 | 5:12 |  | \{3\} | - $X_{2,2: 4}$ |  | $\begin{array}{r} X_{2,3: 4} \circ \\ \circ X_{3,2: 4} X_{3,3: 4} \circ \end{array}$ |

(b) $b=1, k=3$, i.e., $Z_{(3)}=X_{1,3: 4}$

Table 4.1: Algorithm as applied to the example in Section 4.2.1
is moved to a "nearby" weight.
In Figure 4.2, we compare the exact coverage probability for $\left(-\infty, Z_{(3)}\right)$ for the quantiles $0.2<p<0.8$ to the mean of 1000 simulations where the coverage probability is exact given estimated weights. The weights are estimated with a simulation size of 1000.

This is done for the following two schemes; $n_{b}=4 / 8, r_{b}^{L}=1 / 3, r_{b}^{U}=1 / 3$, and $r_{b}=2 / 2$ for $b=1,2,3$. Figures 4.2 a and 4.2 b show the exact coverage probabilities. The first is the example from Section 4.2.1, and the second is the same but with increased upper and lower censoring.

Figures 4.2c and 4.2d show the signed absolute error (SAE), while Figures 4.2e and 4.2 f show the signed relative error (SRE). The dashed lines in each plot contains simulated $98 \%$ confidence bands, whereas the solid line is the exact coverage probability. The mean line and $95 \%$ bands were indistinguishable from the exact line.

If we focus on Figures 4.2c and 4.2d, we can see that the SAE is small particularly in the first scheme. In the second scheme, the SAE's are larger, but still comparatively small as evidenced by Figure 4.2 b . Here, the solid line represents the difference between the exact and mean estimated coverage probabilities. In each case, the bias is found to be negligible.

From Figures 4.2 e and 4.2 f , we notice that the SRE's can be larger; however, this occurs primarily at upper quantiles where the cost of error is lower. Again, the solid line represents the difference between the exact and mean estimated coverage


(d) SAE: $n_{b}=8, r_{b}^{L}=r_{b}^{U}=3$
Figure 4.2: SAE with simulated $98 \%$ bands for $Z_{(3)}$


Figure 4.2: SRE with simulated $98 \%$ bands for $Z_{(3)}$
probabilities.

### 4.4 Motivating Example Revisited

Consider Table 1.3, which gives the failure times of insulating fluid in minutes while under high stress. These data have been analyzed by Balakrishnan et al. (2004) and Balakrishnan and Lin (2005) by assuming an exponential distribution with and without a threshold parameter. We provide these parametric results as a comparison to the nonparametric methods given here.

We obtained the mixture weights from 100000 simulations. For each quantile presented in Table 4.2, we determine the two-sided minimal width interval as described in Balakrishnan et al. (2010a). If more than one interval is of minimal width, the one with the largest coverage probability is chosen. For all quantiles considered, first the intervals chose are with confidence at least $94.75 \%$. If none exist the level is brought to 70\%. Again if none exist the largest two-sided interval is chosen. These intervals are then compared to $95 \%$ confidence intervals based on the BLUE and MLE of a oneparameter exponential distribution. Note that while the nonparametric and BLUE intervals are exact, the MLE interval is not. Since we are comparing to the exponential distribution, we also show the $1-1 / e$-th quantile which is the scale parameter of a single parameter exponential.

The BLUE and MLE of the scale parameter $\vartheta$ are $\vartheta^{*}=2.432$ and $\hat{\vartheta}=2.240$, respectively. Both these estimates interestingly fall inside the nonparametric interval

| $p$ | Nonparametric |  |  |  |  |  |  |  |  |  | Exponential |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Multi Sample |  |  |  |  | Single Sample |  |  |  |  | BLUE |  | MLE |  |
|  |  | $i_{1}$ | $i_{2}$ | $Z_{\left(i_{1}\right)}$ | $Z^{\prime}$ | C.P | $i_{1}$ | $i_{2}$ | $X_{i_{1}: n}$ | $X_{i}$ | LOW | UP | LOV | UPr |
| , 5 | 0.369 | 1 | 45 | 0.06 | 5.55 | 0.010 | 8 | 52 | 0.50 | 4.75 | 0.097 | 0.167 | 0.084 | 0.1 |
| 0.10 | 0.798 |  | 45 | 0.06 | 55 | 0.248 |  | 52 | 0.5 | 4.7 | 0.19 | 0.3 | 0.172 | 0.300 |
| 0.15 | 0.951 |  | 10 | 0.06 | 80 | 0.695 |  | 52 | 0.50 | 4.75 | 0.306 | 0.529 | 0.265 | 0.463 |
| 0.20 | 0.967 |  | 12 | 0.06 | 0.93 | 0.93 |  | 52 | 0.50 | 4.75 | . 4 | . 72 | . 3 | 0.636 |
| 0.25 | 0.95 | 3 | 15 | 0.50 | .13 | 0.949 | 9 | 22 | 0.55 | 1.1 | 0.542 | 0.937 | 0.469 | 0.82 |
| 0.30 | 0.94 | 5 | 18 | 0.64 | 1.49 | 95 | 12 | 26 | 0.66 | 1.54 | 0.673 | 1.162 | 0.581 | 1.016 |
| 0.35 | 0.951 | 8 | 22 | 0.71 | 70 | 0.959 | 14 | 29 | 0.7 | . 7 | 0.81 | 1.403 | 0.702 | 1.227 |
| 0.40 | 0.957 | 10 | 25 | 0.80 | . 99 | 0.953 | 17 | 32 | 0.8 | . 9 | 0.96 | . 66 | 0.83 | 1.45 |
|  | 0.9 | 13 | 28 | 1.08 | 2.12 | 0.949 | 20 | 35 | 1.08 | 2.12 | 1.127 | 1.947 | 0.974 | 1.70 |
| 0.50 | 0.95 | 16 | 31 | 1.17 | 2.17 | 0.94 | 23 | 38 | 1.30 | .17 | 1.307 | 2.258 | 1.130 | 1.97 |
| 0.55 | 0.953 | 19 | 34 | 1.54 | . 57 | 0.949 | 26 | 41 | 1.5 | 2.5 | 1.506 | 2.601 | . 301 | 2.25 |
| 0.60 | 0.959 | 22 | 37 | 1.70 | 3.17 | 0.95 | 29 | 44 | 1.7 | 3.17 | 1.7 | 2.985 | 1.493 | 2.610 |
| -1/e | 0.950 | 24 | 38 | 1.89 | 3.57 | 0.956 | 31 | 46 | 1.89 | 3.72 | 1.8 | 3.2 | 1.6 | 2.849 |
| 0.65 | 0.954 | 25 | 39 | 1.99 | 3.72 | 0.959 | 32 | 47 | 1.99 |  | 1.979 | 3.419 | 1.711 | 2.991 |
| 0.70 | 0.953 | 28 | 41 | 2.12 | 83 | 0.951 | 35 | 49 | 2.12 | 3.87 | 2.270 | . 922 | 1.962 | . 4 |
| 0.75 | 0.959 | 31 | 43 | 2.17 | . 03 | 0.949 | 39 | 52 | 2.24 | 4.7 | 2.61 | 4.515 | 2.259 | . 9 |
| 0.80 | 0.959 | 35 | 45 | 2.75 | . 55 | 0.873 |  | 52 | 0.50 | 4.75 | . 03 | 5.242 | 2.623 | 4.58 |
| . 8 | 0.941 | 1 | 45 | 0.06 | 5.55 | 0.555 | 8 | 52 | 0.50 | 4.75 | 3.577 | 6.179 | 3.092 | 5.40 |
| , | 0.746 |  | 45 | 0.06 | 5.55 | 0.142 | 8 | 52 | 0.50 | 4.75 | 4.341 | 7.500 | 3.753 | 6.56 |
| 0.95 | 0. | 1 | 45 | 0.0 | 5.55 | 0.003 | 8 | 52 | 0.50 | . 7 | 5.648 | 9.758 | 4.883 |  |

Table 4.2: Two-sided confidence intervals for $\xi_{p}$, at various $p$, for the insulating fluid data in Table 1.3
for $\xi_{1-1 / e}$. Though the BLUE and MLE intervals are shorter as one would expect, they are not significantly shorter than the nonparametric intervals.

For the sake of comparison, we also show the equivalent censoring scheme for a single doubly Type-II censored sample; that is $n=60, r^{L}=7$, and $r^{U}=8$. The intervals have comparable confidence levels at the central quantiles, but as in Chapter 3, the extreme quantiles have much lower coverage probabilities. Moreover the length seems to be of comparable length. In terms of indices, the pooled intervals are the same size or smaller. This seems to be compatible with the results of Ozturk and Deshpande (2006).

## Chapter 5

## Multiple Progressively Type-II

## Right Censored Samples

In this chapter we consider an extension to Chapter 3 for multiple independent progressively Type-II right censored samples. The representations here are distinct from those given prior due to the different representation of PCOS. That is, in the case of Type-II censoring, these representations do not collapse to those considered in Chapter 3.

### 5.1 Distributional Representations

We consider here, various representations for the distributions of the pooled PCOS. There are a variety of representations of which some are more practical to use than others.

Chapter 5.1 - Distributional Representations

### 5.1.1 Marginal Distribution of a pooled OS

As in Chapters 3 and 4 we can partition the sample space to obtain

$$
\begin{equation*}
P\left(Z_{(i)} \leq \xi_{p}\right)=\sum_{b=1}^{B} \sum_{k_{b}=1}^{r_{b}} P\left(Z_{(i)}=X_{k_{b}: r_{b}: n_{b}}^{\mathcal{R}^{(b)}} \leq \xi_{p}\right) \tag{5.1.1}
\end{equation*}
$$

For each probability on the right we can follow along the same lines as before and obtain the following result.

Theorem 5.1.1 For any $1 \leq i \leq \dot{r}$, and $0<p<1$ the marginal distribution of $Z_{(i)}$ is given by,

$$
P\left(Z_{(i)} \leq \xi_{p}\right)=\sum_{b=1}^{B} \sum_{k_{b}=1} \sum_{\mathcal{K}_{b, k_{b}}} \sum_{S \in \mathcal{P}(\beta)}(-1)^{|S|} \sum_{\mathcal{L}} A^{(\mathcal{L})} C^{(\mathcal{L})} P\left(X_{k_{b}: r_{b}: n^{\mathcal{L}}}^{\mathcal{\mathcal { L }}(\mathcal{L})} \leq \xi_{p}\right)
$$

Where,

$$
\begin{aligned}
& \mathcal{K}_{b, k_{b}}=\left\{\left(k_{j}\right)_{\substack{j=1 \\
j \neq b}}^{B}: \sum_{j=1}^{B}=k_{j}=i, 0 \leq k_{j} \leq r_{j}\right\}, \quad n^{(\mathcal{L})}=n_{b}+\sum_{j \in S} \gamma_{\ell_{j}}^{(j)}+\sum_{j \in \alpha} \gamma_{\ell_{j}}^{(j)} . \\
& \mathcal{L}=\left\{\left(\ell_{j}\right)_{j \in S \cup \alpha}: \begin{array}{ll}
1 \leq \ell_{j} \leq k_{j}+1, & j \in \alpha \\
1 \leq \ell_{j} \leq r_{j}, & j \in S
\end{array}\right\}, \quad \gamma_{\ell_{b}}^{(\mathcal{L})}=\gamma_{\ell_{b}}^{(b)}+\sum_{j \in S} \gamma_{\ell_{j}}^{(j)}+\sum_{j \in \alpha} \gamma_{\ell_{j}}^{(j)}, \\
& A^{(\mathcal{L})}=\prod_{j \in \alpha} a_{\ell_{j}}^{(j)}\left(k_{j}+1\right) \prod_{j \in S} \frac{a_{\ell_{j}}^{(j)}\left(r_{j}\right)}{\gamma_{\ell_{j}}^{(j)}}, \quad \quad C^{(\mathcal{L})}=\frac{c_{k_{b}-1}^{(j)}}{c_{k_{b}-1}^{(\mathcal{L})}} \prod_{j \in \alpha} c_{k_{j}-1}^{(j)} \prod_{j \in S} c_{r_{j}-1}^{(j)}, \\
& \mathcal{R}^{(\mathcal{L})}=\left(R_{1}^{(b)}, R_{2}^{(b)}, \ldots, R_{k_{b}-1}^{(b)}, \gamma^{(\mathcal{L})}-1\right),
\end{aligned}
$$

and $c_{\ell-1}^{\mathcal{L}}, \ell=1, \ldots, k_{b}$, is generated by $\mathcal{R}^{(\mathcal{L})}$.

Proof: We consider the uniform distribution wlog. Rewriting the probability again conditioning on the pooled order statistic being any given PCOS from any sample we have,

$$
\begin{aligned}
P\left(Z_{(i)} \leq p\right) & =\sum_{b=1}^{B} \sum_{k_{b}=1}^{r_{b}} P\left(Z_{(i)} \leq p, Z_{(i)}=X_{k_{b} r_{b}: n_{b}}^{\mathcal{R}^{(b)}}\right) \\
& =\sum_{b=1}^{B} \sum_{k_{b}=1}^{r_{b}} \sum_{\mathcal{K}_{b, k_{b}}} P\left(X_{k_{b}: r_{b}: n_{b}}^{\mathcal{R}^{(b)}} \leq p, \bigcap_{\substack{j=1 \\
j \neq b}}^{B}\left\{X_{k_{j}: r_{j}: n_{j}}^{\mathcal{R}^{(j)}}<X_{k_{b}: r_{b}: n_{b}}^{\mathcal{R}^{(b)}}<X_{k_{j}+1: r_{j}: n_{j}}^{\mathcal{R}^{(j)}}\right\}\right) \\
& =\sum_{b=1}^{B} \sum_{k_{b}=1}^{r_{b}} \sum_{\mathcal{K}_{b, k_{b}}} \int_{0}^{p} f^{X_{k_{b}: r_{b}: n_{b}}^{\mathcal{R}_{b}^{(b)}}}(x) \prod_{\substack{j=1 \\
j \neq b}}^{B}\left[F^{X_{k_{j}: r_{j}: n_{j}}^{\mathcal{R}(j)}}(x)-F^{\left.X_{k_{j}+1: r_{j}: n_{j}}^{\mathcal{R}}(x)\right] d x,}\right.
\end{aligned}
$$

where $\mathcal{K}_{b, k_{b}}$ is a partition of the event that $X_{k_{b}: r_{b}: n_{b}}^{\mathcal{R}^{(b)}}=Z_{(i)}$.
From Kamps and Cramer (2001) we have

$$
F^{X_{k_{j}: r_{j}}^{\mathcal{R}^{(j)}} n_{j}}(x)-F^{X_{k_{j}+1: r_{j}: n_{j}}^{\mathcal{R}_{j}^{(j)}}}(x)=\frac{1}{\gamma_{k_{j}+1}^{(j)}} f^{X_{k_{j}+1: r_{j}: n_{j}}^{\mathcal{R}_{j}^{(j)}}}(x) \frac{1-F(x)}{f(x)}, \quad f(x) \neq 0
$$

for $k_{j}=1, \ldots, r_{j}-1$. When $k_{j}=0$ we have it to be true following the convention that $F^{X_{0: r_{j}: n_{j}}^{\mathcal{R}(j)}}(x)=1, \forall x>-\infty$. If $k_{j}=r_{j}$ then $F^{X_{k_{j}: r_{j}: n_{j}}^{\mathcal{R}}(x)-F^{X_{k_{j}}^{\mathcal{R}}(j): r_{j}: n_{j}}}(x)=$ $F^{X_{k_{j}: r_{j}: n_{j}}^{\mathcal{R}_{j}^{(j)}}}(x)$ assuming the convention that $F^{X_{r_{j}+1: r_{j}: n_{j}}^{\mathcal{R}_{j}^{(j)}}}(x)=0, \forall x<\infty$.

So for every partition in $\mathcal{K}_{b, k_{b}}$ we have

$$
P\left(Z_{(i)} \leq p\right)=\sum_{b=1}^{B} \sum_{k_{b}=1}^{r_{b}} \sum_{\mathcal{K}_{b, k_{b}}} \int_{0}^{p} f^{X_{k_{b} \cdot r_{b}}^{\mathcal{R}^{(b)}} n_{b}}(x)
$$

$$
\begin{aligned}
& \times \prod_{\substack{j=1 \\
j \neq b}}^{B}\left\{\begin{array}{ll}
\frac{1}{\gamma_{k_{j}+1}^{(j)}} f^{X_{k_{j}+1: r_{j}: n_{j}}^{\mathcal{R}_{j}^{(j)}}}(x)(1-x) & \text { if } k_{j}=0,1, \ldots, r_{j}-1 \\
F^{X_{r_{j}: r_{j}: n_{j}}^{\mathcal{R}_{j}^{(j)}}(x)} & (\alpha) \\
& \text { if } k_{j}=r_{j}
\end{array} d x\right. \\
& =\sum_{b=1}^{B} \sum_{k_{b}=1}^{r_{b}} \sum_{\mathcal{K}_{b, k_{b}}} \int_{0}^{p}\left(c_{k_{b}-1}^{(b)} \sum_{\ell_{b}=1}^{k_{b}} a_{\ell_{b}}^{(b)}\left(k_{b}\right)(1-x)^{\gamma_{\ell_{b}}^{(b)}-1}\right) \\
& \times \prod_{j \in \alpha}\left(\frac{(1-x)}{\gamma_{k_{j}+1}^{(j)}} c_{k_{j}}^{(j)} \sum_{\ell_{j}=1}^{k_{j}+1} a_{\ell_{j}}^{(j)}\left(k_{j}\right)(1-x)^{\gamma_{\ell_{j}}^{(j)}-1}\right) \prod_{j \in \beta}\left(1-c_{r_{j}-1}^{(j)} \sum_{\ell_{j}=1}^{r_{j}} \frac{a_{\ell_{j}}^{(j)}\left(k_{j}\right)}{\gamma_{\ell_{j}}^{(j)}}(1-x)^{\gamma_{\ell_{j}}^{(j)}}\right) \\
& =\sum_{b=1}^{B} \sum_{k_{b}=1}^{r_{b}} \sum_{\mathcal{K}_{b, k_{b}}} \int_{0}^{p}\left(c_{k_{b}-1}^{(b)} \sum_{\ell_{b}=1}^{k_{b}} a_{\ell_{b}}^{(b)}\left(k_{b}\right)(1-x)^{\gamma_{\ell_{b}}^{(b)}-1}\right) \\
& \times \prod_{j \in \alpha}\left(c_{k_{j}-1}^{(j)} \sum_{\ell_{j}=1}^{k_{j}+1} a_{\ell_{j}}^{(j)}\left(k_{j}\right)(1-x)^{\gamma_{\ell_{j}}^{(j)}}\right) \sum_{S \in \mathcal{P}(\beta)}(-1)^{|S|} \prod_{j \in S}\left(c_{r_{j}-1}^{(j)} \sum_{\ell_{j}=1}^{r_{j}} \frac{a_{\ell_{j}}^{(j)}\left(r_{j}\right)}{\gamma_{\ell_{j}}^{(j)}}(1-x)^{\gamma_{\ell_{j}}^{(j)}}\right) \\
& =\sum_{b=1}^{B} \sum_{k_{b}=1}^{r_{b}} \sum_{\mathcal{K}_{b, k_{b}}} \sum_{S \in \mathcal{P}(\beta)}(-1)^{|S|} \sum_{\mathcal{L}} C^{(\mathcal{L})} A^{(\mathcal{L})} \int_{0}^{p} c_{k_{b}-1}^{(\mathcal{L})} \sum_{\ell_{b}=1}^{k_{b}} a_{\ell_{b}}^{(b)}\left(k_{b}\right)(1-x)^{\gamma_{\ell_{b}}^{(\mathcal{L})}-1} .
\end{aligned}
$$

The last equality follows from collecting terms appropriately and expanding the summations to form $\sum_{\mathcal{L}}$. The integral above is the CDF of $X_{\left.k_{b}: r_{b}: n^{(\mathcal{L}}\right)}^{\mathcal{R}^{\mathcal{L}}}$, so the theorem follows.

Remark 5.1.2 It follows that the distribution of $Z_{(1)}$ is the minima of a sample of size $n$, but for $1<i \leq \dot{r}$, the mixtures may not be convex let alone have a simple interpretation.

That is, unlike Chapters 3 and 4, the weights do not arise as counting marbles in bins given by above and below $Z_{(i)}$.

Remark 5.1.3 The distribution of the maxima $Z_{(\dot{r})}$ can be evaluated as in equation (3.1.2), which will be significantly more convenient for maximal coverage probabilities.

We can also obtain the marginal distribution of the pooled order statistics as a mixture of regular OS, or a mixture of PCOS. The first could be obtained in theory by expressing each sample as a mixture of regular OS and pooling them, and applying ideas similar to those in Chapters 3 and 4. However, except for the smallest possible sample sizes and number of samples, this is likely impossible. Simulation would be direct and efficient however, and inference can thus be given simply in a similar manner to Section 3.2.

Representing the marginal distribution as a mixture of PCOS, would also be computationally difficult, and if desired, could be simulated. However, this will likely be less efficient than the representations involving the usual OS.

### 5.1.2 Joint Distribution of pooled OS

The joint distribution can be represented in multiple ways as in Chapter 3.
Since the PCOS are themselves a mixture of regular OS, we can write the joint distribution of the pooled PCOS as a mixture of regular OS. Namely, as subsets of the regular OS of size $\dot{r}$ from a sample of size $n$ as in Proposition 3.1.10.

Similarly, we can write the joint distribution as a mixture of progressively censored samples. In particular, given some ordering all $\dot{r}$ observations, the censoring scheme would be $\tilde{\mathcal{R}}$ where $\tilde{R}_{i}=R_{k_{b}}^{(b)}$ if $Z_{(i)}=X_{k_{b}: r_{b}: n_{b}}^{\mathcal{R}^{(b)}}$ as in Proposition 3.1.12.

These have the same setbacks as mentioned in Chapters 3 and 4 .

### 5.2 Simulation

As mentioned in Section 4.3, when the number of observations or number of samples are large, it may be more practical to obtain the mixture weights by simulation; there are various ways this can be done.

As discussed earlier, one can represent the joint distribution of the pooled PCOS as a mixture of regular OS. Given this, it is clear that we can represent the marginal distribution of the pooled OS as a mixture of the usual OS. Simulating these weights is trivial.

The marginal distribution can also be simulated by marginal PCOS. This is quite simple to simulate as well, but is substantially more work as $i$ increases. This is a consequence of the discussion of storage space in Section 3.1.3. In particular when $R_{1}^{(b)}=\cdots=R_{r-1}^{(b)} \neq R_{r}^{(b)}$ is a common scheme for all samples, then Remark 3.1.13 gives the exact number of component distributions for $i=\dot{r}$. For any $1 \leq i<\dot{r}$, the number of component distributions would be a subset of that case. For the censoring scheme as applied to the Nelson data in Table 1.4, there are 1428 schemes, which is quite large considering how small $\dot{r}$ is.

However, if one wishes to obtain the mixture weights as given in Theorem 5.1.1 through simulation, it is not clear how to do this.

### 5.3 Motivating Example Revisited

We consider the insulating fluid data as in Table 1.4 where we introduced progressive Type-II censoring. In Table 5.1 we can see the coverage probability for all schemes considered. For comparison, an exponential interval based on the BLUE is given which has the same confidence level. The results of this are not too surprising. Progressive Type-II censoring tends to favour sampling the smallest order statistics. This becomes more pronounced when censoring is primarily right censoring. Scheme $\mathcal{R}_{3}$ is the extreme example of this. Schemes with moderate left censoring, $\mathcal{R}_{2}$ and $\mathcal{R}_{4}$ fare the best. If we compare these results to the ones in Table 3.1, we can see that scheme $\mathcal{R}_{2}$ improves on the coverage probability even when the Type-II has 52 observed failures. The primary difference between the Type-II example from Chapter 3 and the example considered here, would be expected length of the resulting intervals. One would expect both of these to improve had we observed 52 items instead of the 18 considered.

In Table 5.2 we then consider the expected length of the nonparametric interval assuming a standard exponential, uniform $(0,1)$, and standard logistic distribution.

We note for lower quantiles, the schemes with more right censoring have shorter lengths. The increase in coverage probability for left censoring is thus countered by the increase in expected length.

### 5.4 Miscellaneous comments

Table 5.2 compares the coverage probabilities and expected lengths for the pooled scheme and single sample scheme which is generated by appending the 6 schemes in the pooled scheme. Unlike Chapter 3, there seems to be no guarantee that the maximal coverage probability for the pooled scheme is higher than the single sample (see 5.2 b and 5.2 c ). Furthermore, there is no consistent relationship in terms of expected length.

However, there are many one sample schemes that could be considered as alternatives to a given multiple sample scheme, particularly when the censoring schemes for each sample are unique. As a result, we can not make any general conclusion with regards to expected length of the intervals or coverage probability.

We may however look at extreme scenarios for each such as left censoring. Consider $\mathcal{R}_{5}=\mathcal{R}_{5}^{(b)}=(7,0,0)$ for the (balanced size) pooled scenario, and $\mathcal{R}_{5}^{s}=$ $(42,0, \ldots, 0)$ for the single sample scenario. In such a case then $Z_{18}^{\mathcal{R}_{5}} \leq_{s t} Z_{18}^{\mathcal{R}_{5}^{s}}$, and so the maximal coverage probability for $\mathcal{R}_{5}^{s}$ will be better than for $\mathcal{R}_{5}$. The opposite extreme is that of Chapter 3, for which the stochastic ordering was reversed. This would suggest that pooling will be best in terms of coverage probability when there tends to be more right censoring, and worse when there is more left censoring.

In Section 3.2.4 we discussed some issues with regards to convergence of the maximal OS, in particular Proposition 3.2.2. For any given censoring scheme $\mathcal{R}$, we have $X_{i: r: n}^{\mathcal{S}} \leq_{s t} X_{i: r: n}^{\mathcal{R}}$, where $\mathcal{S}$ is the right censoring scheme with the same number of units
and observed failures as $\mathcal{R}$. Thus, bounding the number of items on test is a sufficient condition for the maximum to to converge to the upper end point of the distribution when pooling multiple progressively Type-II censored samples.


Table 5.1: Two-sided confidence intervals for $\xi_{p}$, at various $p$, for the insulating fluid data in Table 1.4

| Multiple Samples $\left(\mathcal{R}_{1}\right)$ |  |  |  |  |  |  |  |  |  | Single Sample $\left(\mathcal{R}_{1}^{s}\right)$ |  |  |  |
| :---: | :---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p$ | C.P. | $i_{1}$ | $i_{2}$ | Exp | Unif | Log | C.P. | $i_{1}$ | $i_{2}$ | Exp | Unif | Log |  |
| 0.05 | 0.9497 | 1 | 8 | 0.149 | 0.134 | 2.882 | 0.9501 | 1 | 8 | 0.152 | 0.137 | 2.904 |  |
| 0.10 | 0.9612 | 2 | 10 | 0.190 | 0.166 | 2.196 | 0.9649 | 2 | 10 | 0.197 | 0.171 | 2.230 |  |
| 0.15 | 0.9651 | 4 | 13 | 0.270 | 0.218 | 1.784 | 0.9680 | 4 | 13 | 0.287 | 0.229 | 1.836 |  |
| 0.20 | 0.9616 | 6 | 15 | 0.346 | 0.257 | 1.615 | 0.9641 | 5 | 14 | 0.325 | 0.249 | 1.727 |  |
| 0.25 | 0.9674 | 7 | 16 | 0.409 | 0.286 | 1.620 | 0.9736 | 7 | 16 | 0.449 | 0.307 | 1.699 |  |
| 0.30 | 0.9580 | 9 | 17 | 0.483 | 0.307 | 1.526 | 0.9638 | 9 | 17 | 0.535 | 0.330 | 1.612 |  |
| 0.35 | 0.9544 | 11 | 18 | 0.667 | 0.360 | 1.637 | 0.9491 | 11 | 18 | 0.715 | 0.374 | 1.691 |  |
| 0.40 | 0.9478 | 9 | 18 | 0.733 | 0.411 | 1.972 | 0.9570 | 11 | 18 | 0.715 | 0.374 | 1.691 |  |
| 0.45 | 0.8742 | 1 | 18 | 0.909 | 0.569 | 5.033 | 0.9104 | 1 | 18 | 0.967 | 0.590 | 5.128 |  |
| 0.50 | 0.7566 | 1 | 18 | 0.909 | 0.569 | 5.033 | 0.8141 | 1 | 18 | 0.967 | 0.590 | 5.128 |  |
| 0.55 | 0.6049 | 1 | 18 | 0.909 | 0.569 | 5.033 | 0.6780 | 1 | 18 | 0.967 | 0.590 | 5.128 |  |
| 0.60 | 0.4413 | 1 | 18 | 0.909 | 0.569 | 5.033 | 0.5175 | 1 | 18 | 0.967 | 0.590 | 5.128 |  |
| 0.65 | 0.2904 | 1 | 18 | 0.909 | 0.569 | 5.033 | 0.3565 | 1 | 18 | 0.967 | 0.590 | 5.128 |  |
| 0.70 | 0.1699 | 1 | 18 | 0.909 | 0.569 | 5.033 | 0.2177 | 1 | 18 | 0.967 | 0.590 | 5.128 |  |
| 0.75 | 0.0863 | 1 | 18 | 0.909 | 0.569 | 5.033 | 0.1148 | 1 | 18 | 0.967 | 0.590 | 5.128 |  |
| 0.80 | 0.0364 | 1 | 18 | 0.909 | 0.569 | 5.033 | 0.0499 | 1 | 18 | 0.967 | 0.590 | 5.128 |  |
| 0.85 | 0.0117 | 1 | 18 | 0.909 | 0.569 | 5.033 | 0.0163 | 1 | 18 | 0.967 | 0.590 | 5.128 |  |
| 0.90 | 0.0023 | 1 | 18 | 0.909 | 0.569 | 5.033 | 0.0032 | 1 | 18 | 0.967 | 0.590 | 5.128 |  |
| 0.95 | 0.0002 | 1 | 18 | 0.909 | 0.569 | 5.033 | 0.0002 | 1 | 18 | 0.967 | 0.590 | 5.128 |  |

(a) Schemes $\mathcal{R}_{1}=(2,2,3)$ and $\mathcal{R}_{1}^{s}=(2,2,3, \ldots, 2,2,3)$

| Multiple Samples $\left(\mathcal{R}_{2}\right)$ |  |  |  |  |  |  |  |  |  |  | Single Sample $\left(\mathcal{R}_{2}^{s}\right)$ |  |  |  |
| :---: | :---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p$ | C.P. | $i_{1}$ | $i_{2}$ | Exp | Unif | Log | C.P. | $i_{1}$ | $i_{2}$ | Exp | Unif | Log |  |  |
| 0.05 | 0.9497 | 1 | 7 | 0.174 | 0.155 | 3.022 | 0.9511 | 1 | 8 | 0.161 | 0.145 | 2.963 |  |  |
| 0.10 | 0.9479 | 2 | 8 | 0.208 | 0.178 | 2.227 | 0.9667 | 2 | 10 | 0.208 | 0.179 | 2.250 |  |  |
| 0.15 | 0.9702 | 3 | 10 | 0.328 | 0.258 | 2.190 | 0.9526 | 4 | 12 | 0.260 | 0.209 | 1.713 |  |  |
| 0.20 | 0.9632 | 4 | 11 | 0.396 | 0.293 | 2.039 | 0.9725 | 5 | 14 | 0.363 | 0.271 | 1.797 |  |  |
| 0.25 | 0.9626 | 6 | 13 | 0.584 | 0.369 | 1.952 | 0.9567 | 7 | 15 | 0.405 | 0.281 | 1.565 |  |  |
| 0.30 | 0.9622 | 6 | 13 | 0.584 | 0.369 | 1.952 | 0.9605 | 9 | 17 | 0.776 | 0.415 | 1.967 |  |  |
| 0.35 | 0.9665 | 7 | 14 | 0.718 | 0.408 | 1.981 | 0.9630 | 10 | 17 | 0.743 | 0.389 | 1.797 |  |  |
| 0.40 | 0.9700 | 8 | 15 | 0.897 | 0.445 | 2.067 | 0.9794 | 11 | 18 | 1.700 | 0.555 | 2.900 |  |  |
| 0.45 | 0.9701 | 9 | 16 | 1.154 | 0.481 | 2.239 | 0.9757 | 12 | 18 | 1.652 | 0.521 | 2.718 |  |  |
| 0.50 | 0.9681 | 9 | 16 | 1.154 | 0.481 | 2.239 | 0.9647 | 13 | 18 | 1.602 | 0.486 | 2.549 |  |  |
| 0.55 | 0.9778 | 10 | 17 | 1.570 | 0.513 | 2.577 | 0.9477 | 13 | 18 | 1.602 | 0.486 | 2.549 |  |  |
| 0.60 | 0.9540 | 11 | 17 | 1.476 | 0.455 | 2.306 | 0.9074 | 1 | 18 | 1.971 | 0.785 | 6.413 |  |  |
| 0.65 | 0.9625 | 12 | 18 | 2.364 | 0.478 | 3.134 | 0.8462 | 1 | 18 | 1.971 | 0.785 | 6.413 |  |  |
| 0.70 | 0.9707 | 12 | 18 | 2.364 | 0.478 | 3.134 | 0.7659 | 1 | 18 | 1.971 | 0.785 | 6.413 |  |  |
| 0.75 | 0.9534 | 12 | 18 | 2.364 | 0.478 | 3.134 | 0.6675 | 1 | 18 | 1.971 | 0.785 | 6.413 |  |  |
| 0.80 | 0.9076 | 1 | 18 | 2.939 | 0.897 | 7.524 | 0.5534 | 1 | 18 | 1.971 | 0.785 | 6.413 |  |  |
| 0.85 | 0.8186 | 1 | 18 | 2.939 | 0.897 | 7.524 | 0.4264 | 1 | 18 | 1.971 | 0.785 | 6.413 |  |  |
| 0.90 | 0.6635 | 1 | 18 | 2.939 | 0.897 | 7.524 | 0.2898 | 1 | 18 | 1.971 | 0.785 | 6.413 |  |  |
| 0.95 | 0.4067 | 1 | 18 | 2.939 | 0.897 | 7.524 | 0.1467 | 1 | 18 | 1.971 | 0.785 | 6.413 |  |  |

(b) Schemes $\mathcal{R}_{2}=(6,1,0)$ and $\mathcal{R}_{2}^{s}=(6,1,0, \ldots, 6,1,0)$

Table 5.2: Comparison of expected length and coverage probability for multiple samples $(\mathcal{R})$ and a single sample $\left(\mathcal{R}^{s}\right)$

| Multiple Samples $\left(\mathcal{R}_{3}\right)$ |  |  |  |  |  |  |  |  |  | Single Sample $\left(\mathcal{R}_{3}^{s}\right)$ |  |  |  |
| :---: | :---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p$ | C.P. | $i_{1}$ | $i_{2}$ | Exp | Unif | Log | C.P. | $i_{1}$ | $i_{2}$ | Exp | Unif | Log |  |
| 0.05 | 0.9515 | 1 | 9 | 0.150 | 0.136 | 2.897 | 0.9492 | 1 | 8 | 0.146 | 0.132 | 2.865 |  |
| 0.10 | 0.9620 | 2 | 11 | 0.181 | 0.159 | 2.168 | 0.9610 | 2 | 10 | 0.189 | 0.165 | 2.203 |  |
| 0.15 | 0.9618 | 4 | 14 | 0.241 | 0.197 | 1.722 | 0.9672 | 4 | 13 | 0.272 | 0.219 | 1.804 |  |
| 0.20 | 0.9593 | 6 | 16 | 0.302 | 0.231 | 1.558 | 0.9648 | 6 | 15 | 0.339 | 0.253 | 1.616 |  |
| 0.25 | 0.9593 | 9 | 18 | 0.445 | 0.296 | 1.549 | 0.9681 | 7 | 16 | 0.414 | 0.289 | 1.643 |  |
| 0.30 | 0.9447 | 1 | 18 | 0.595 | 0.431 | 4.446 | 0.9580 | 9 | 17 | 0.473 | 0.304 | 1.523 |  |
| 0.35 | 0.8378 | 1 | 18 | 0.595 | 0.431 | 4.446 | 0.9602 | 10 | 18 | 0.565 | 0.336 | 1.582 |  |
| 0.40 | 0.6664 | 1 | 18 | 0.595 | 0.431 | 4.446 | 0.9061 | 1 | 18 | 0.770 | 0.517 | 4.802 |  |
| 0.45 | 0.4668 | 1 | 18 | 0.595 | 0.431 | 4.446 | 0.7877 | 1 | 18 | 0.770 | 0.517 | 4.802 |  |
| 0.50 | 0.2863 | 1 | 18 | 0.595 | 0.431 | 4.446 | 0.6188 | 1 | 18 | 0.770 | 0.517 | 4.802 |  |
| 0.55 | 0.1535 | 1 | 18 | 0.595 | 0.431 | 4.446 | 0.4286 | 1 | 18 | 0.770 | 0.517 | 4.802 |  |
| 0.60 | 0.0715 | 1 | 18 | 0.595 | 0.431 | 4.446 | 0.2561 | 1 | 18 | 0.770 | 0.517 | 4.802 |  |
| 0.65 | 0.0286 | 1 | 18 | 0.595 | 0.431 | 4.446 | 0.1286 | 1 | 18 | 0.770 | 0.517 | 4.802 |  |
| 0.70 | 0.0095 | 1 | 18 | 0.595 | 0.431 | 4.446 | 0.0525 | 1 | 18 | 0.770 | 0.517 | 4.802 |  |
| 0.75 | 0.0025 | 1 | 18 | 0.595 | 0.431 | 4.446 | 0.0164 | 1 | 18 | 0.770 | 0.517 | 4.802 |  |
| 0.80 | 0.0005 | 1 | 18 | 0.595 | 0.431 | 4.446 | 0.0036 | 1 | 18 | 0.770 | 0.517 | 4.802 |  |
| 0.85 | 0.0001 | 1 | 18 | 0.595 | 0.431 | 4.446 | 0.0005 | 1 | 18 | 0.770 | 0.517 | 4.802 |  |
| 0.90 | 0.0000 | 1 | 18 | 0.595 | 0.431 | 4.446 | 0.0000 | 1 | 18 | 0.770 | 0.517 | 4.802 |  |
| 0.95 | 0.0000 | 1 | 18 | 0.595 | 0.431 | 4.446 | 0.0000 | 1 | 18 | 0.770 | 0.517 | 4.802 |  |

(c) Schemes $\mathcal{R}_{3}=(0,0,7)$ and $\mathcal{R}_{3}^{s}=(0,0,7, \ldots, 0,0,7)$

| Multiple Samples $\left(\mathcal{R}_{4}\right)$ |  |  |  |  |  |  |  |  |  |  | Single Sample $\left(\mathcal{R}_{4}^{s}\right)$ |  |  |  |
| :---: | :---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p$ | C.P. | $i_{1}$ | $i_{2}$ | Exp | Unif | Log | C.P. | $i_{1}$ | $i_{2}$ | Exp | Unif | Log |  |  |
| 0.05 | 0.9516 | 1 | 8 | 0.169 | 0.151 | 3.006 | 0.9505 | 1 | 8 | 0.155 | 0.140 | 2.924 |  |  |
| 0.10 | 0.9720 | 2 | 10 | 0.222 | 0.190 | 2.328 | 0.9648 | 2 | 10 | 0.200 | 0.173 | 2.227 |  |  |
| 0.15 | 0.9525 | 4 | 12 | 0.268 | 0.215 | 1.730 | 0.9483 | 4 | 12 | 0.243 | 0.198 | 1.672 |  |  |
| 0.20 | 0.9707 | 5 | 14 | 0.360 | 0.269 | 1.776 | 0.9675 | 5 | 14 | 0.337 | 0.256 | 1.749 |  |  |
| 0.25 | 0.9646 | 7 | 16 | 0.479 | 0.319 | 1.701 | 0.9744 | 7 | 16 | 0.461 | 0.313 | 1.717 |  |  |
| 0.30 | 0.9738 | 8 | 17 | 0.590 | 0.360 | 1.773 | 0.9658 | 9 | 17 | 0.603 | 0.357 | 1.721 |  |  |
| 0.35 | 0.9585 | 10 | 18 | 0.769 | 0.398 | 1.815 | 0.9475 | 10 | 17 | 0.570 | 0.331 | 1.545 |  |  |
| 0.40 | 0.9500 | 11 | 18 | 0.728 | 0.367 | 1.639 | 0.9650 | 11 | 18 | 0.780 | 0.393 | 1.775 |  |  |
| 0.45 | 0.9322 | 1 | 18 | 1.009 | 0.605 | 5.196 | 0.9350 | 1 | 18 | 1.038 | 0.614 | 5.237 |  |  |
| 0.50 | 0.8503 | 1 | 18 | 1.009 | 0.605 | 5.196 | 0.8587 | 1 | 18 | 1.038 | 0.614 | 5.237 |  |  |
| 0.55 | 0.7260 | 1 | 18 | 1.009 | 0.605 | 5.196 | 0.7433 | 1 | 18 | 1.038 | 0.614 | 5.237 |  |  |
| 0.60 | 0.5702 | 1 | 18 | 1.009 | 0.605 | 5.196 | 0.5969 | 1 | 18 | 1.038 | 0.614 | 5.237 |  |  |
| 0.65 | 0.4050 | 1 | 18 | 1.009 | 0.605 | 5.196 | 0.4376 | 1 | 18 | 1.038 | 0.614 | 5.237 |  |  |
| 0.70 | 0.2555 | 1 | 18 | 1.009 | 0.605 | 5.196 | 0.2874 | 1 | 18 | 1.038 | 0.614 | 5.237 |  |  |
| 0.75 | 0.1394 | 1 | 18 | 1.009 | 0.605 | 5.196 | 0.1645 | 1 | 18 | 1.038 | 0.614 | 5.237 |  |  |
| 0.80 | 0.0629 | 1 | 18 | 1.009 | 0.605 | 5.196 | 0.0782 | 1 | 18 | 1.038 | 0.614 | 5.237 |  |  |
| 0.85 | 0.0215 | 1 | 18 | 1.009 | 0.605 | 5.196 | 0.0282 | 1 | 18 | 1.038 | 0.614 | 5.237 |  |  |
| 0.90 | 0.0045 | 1 | 18 | 1.009 | 0.605 | 5.196 | 0.0063 | 1 | 18 | 1.038 | 0.614 | 5.237 |  |  |
| 0.95 | 0.0003 | 1 | 18 | 1.009 | 0.605 | 5.196 | 0.0004 | 1 | 18 | 1.038 | 0.614 | 5.237 |  |  |

(d) Schemes $\mathcal{R}_{4}=(4,0,3)$ and $\mathcal{R}_{4}^{s}=(4,0,3, \ldots, 4,0,3)$

Table 5.2: Comparison of expected length and coverage probability for multiple samples $(\mathcal{R})$ and a single sample $\left(\mathcal{R}^{s}\right)$

## Chapter 6

## Pitman Closeness of PCOS to

## Quantiles

In this chapter we consider the problem of choosing a best estimator of a population quantile $\xi_{p}$, among the PCOS from a progressively Type-II censored sample, $X_{1: r: n}^{\mathcal{R}}, \ldots, X_{r: r: n}^{\mathcal{R}}$. We are interested in obtaining the SCP for the various PCOS as it encapsulates all the relevant information in the pairwise comparisons between all PCOS.

### 6.1 Simultaneous Closeness

We can define the SCP for the $\ell$-th PCOS as follows.

Definition 6.1.1 For a Progressively Type-II censored sample, $X_{1: r: n}^{\mathcal{R}}, \ldots, X_{r: r: n}^{\mathcal{R}}$ the
$S C P \pi_{\ell}^{\mathcal{R}}\left(\xi_{p}\right)$ is defined as

$$
\pi_{\ell}^{\mathcal{R}}\left(\xi_{p}\right)=P\left(\left|X_{\ell: r: n}^{\mathcal{R}}-\xi_{p}\right|<\min _{1 \leq j \leq r, j \neq \ell}\left|X_{j: r: n}^{\mathcal{R}}-\xi_{p}\right|\right)
$$

This region can be collapsed into simpler regions. Let us define the PC probability between two PCOS as follows.

Definition 6.1.2 For a Progressively Type-II censored sample, $X_{1: r: n}^{\mathcal{R}}, \ldots, X_{r: r: n}^{\mathcal{R}}$ the pairwise PC probability $\pi_{\ell_{1}, \ell_{2}}^{\mathcal{R}}\left(\xi_{p}\right)$ where $\ell_{1} \neq \ell_{2}$, is defined as

$$
\pi_{\ell_{1}, \ell_{2}}^{\mathcal{R}}\left(\xi_{p}\right)=P\left(\left|X_{\ell_{1}: r: n}^{\mathcal{R}}-\xi_{p}\right|<\left|X_{\ell_{2}: r: n}^{\mathcal{R}}-\xi_{p}\right|\right) .
$$

However, as it will be shown later, it is sufficient to consider consecutive order statistics. To obtain the pairwise PC probability of consecutive PCOS we need the joint distribution of successive PCOS. From equation (1.2.2), we can see that this is given by

$$
\begin{align*}
f_{\ell: r: n}^{\mathcal{R}}, X_{\ell+1: r: n}^{\mathcal{R}} & \left(x_{\ell}, x_{\ell+1}\right)=  \tag{6.1.1}\\
& {\left[c_{\ell} \sum_{i=1}^{\ell} a_{i}(\ell)\left\{1-F\left(x_{\ell}\right)\right\}^{\gamma_{i}-\gamma_{\ell+1}-1} f\left(x_{\ell}\right)\right] f\left(x_{\ell+1}\right)\left\{1-F\left(x_{\ell+1}\right)\right\}^{\gamma_{\ell+1}-1}, }
\end{align*}
$$

when $\xi_{0}<x_{\ell} \leq x_{\ell+1}<\xi_{1}$. We thus have the following Lemma.

Lemma 6.1.3 Given a Progressively Type-II censored sample from an absolutely continuous distribution with PDF $f(x)$ and $C D F F(x)$, then for $\ell=1,2, \ldots, r-1$ and
any fixed quantile $\xi_{p}(0<p<1)$, the probability that $X_{\ell+1: r: n}^{\mathcal{R}}$ is Pitman closer to $\xi_{p}$ than $X_{\ell: r: n}^{\mathcal{R}}$ is given by
$\pi_{\ell+1, \ell}^{\mathcal{R}}\left(\xi_{p}\right)=F^{X_{\ell: r: n}^{\mathcal{R}}}\left(\xi_{p}\right)-c_{\ell-1} \sum_{i=1}^{\ell} a_{i}(\ell) \int_{0}^{p}(1-u)^{\gamma_{i}-\gamma_{\ell+1}-1}\left[1-F\left(\min \left[\xi_{1}, 2 \xi_{p}-\xi_{u}\right]\right)\right]^{\gamma_{\ell+1}} d u$.

Proof: We are interested in the region where $\left|X_{\ell+1: r: n}^{\mathcal{R}}-\xi_{p}\right|<\left|X_{\ell: r: n}^{\mathcal{R}}-\xi_{p}\right|$. Squaring both sides, expanding, and factoring we obtain the following:

$$
\begin{aligned}
& \left|X_{\ell+1: r: n}^{\mathcal{R}}-\xi_{p}\right|<\left|X_{\ell: r: n}^{\mathcal{R}}-\xi_{p}\right| \\
\Leftrightarrow & \left(X_{\ell+1: r: n}^{\mathcal{R}}\right)^{2}-2 \xi_{p} X_{\ell+1: r: n}^{\mathcal{R}}+\xi_{p}^{2}<\left(X_{\ell: r: n}^{\mathcal{R}}\right)^{2}-2 \xi_{p} X_{\ell: r: n}^{\mathcal{R}}+\xi_{p}^{2} \\
\Leftrightarrow & \left(X_{\ell+1: r: n}^{\mathcal{R}}\right)^{2}-\left(X_{\ell: r: n}^{\mathcal{R}}\right)^{2}-2 \xi_{p} X_{\ell+1: r: n}^{\mathcal{R}}+2 \xi_{p} X_{\ell: r: n}^{\mathcal{R}}<0 \\
\Leftrightarrow & \left(X_{\ell+1: r: n}^{\mathcal{R}}-X_{\ell: r: n}^{\mathcal{R}}\right)\left(X_{\ell+1: r: n}^{\mathcal{R}}+X_{\ell: r: n}^{\mathcal{R}}-2 \xi_{p}\right)<0 .
\end{aligned}
$$

Since the first term is always non-negative, the second term must be negative.
We also note that if $X_{\ell: r: n}^{\mathcal{R}} \geq \xi_{p}$ then $0 \leq 2 X_{\ell: r: n}^{\mathcal{R}}-2 \xi_{p} \leq X_{\ell+1: r: n}^{\mathcal{R}}+X_{\ell: r: n}^{\mathcal{R}}-2 \xi_{p}$. Thus we require $X_{\ell: r: n}^{\mathcal{R}}<\xi_{p}$.

Finally, we can obtain the probability $\pi_{\ell+1, \ell}^{\mathcal{R}}\left(\xi_{p}\right)$ by integrating the joint density as in equation (6.1.1) over the regions $X_{\ell+1: r: n}^{\mathcal{R}}+X_{\ell: r: n}^{\mathcal{R}}-2 \xi_{p}<0$ and $X_{\ell: r: n}^{\mathcal{R}}<\xi_{p}$.

$$
\begin{aligned}
& \pi_{\ell+1, \ell}^{\mathcal{R}}\left(\xi_{p}\right)=\int_{\xi_{0}}^{\xi_{p}} \int_{x}^{\min \left(\xi_{1}, 2 \xi_{p}-x\right)} f_{\ell: r: n}^{\mathcal{R}}, X_{\ell+1: r: n}^{\mathcal{R}} \\
& =c_{\ell} \sum_{i=1}^{\ell} a_{i}(\ell) \int_{\xi_{0}}^{\xi_{p}}\{1-F(x)\}^{\gamma_{i}-\gamma_{\ell+1}-1} f(x)\left[\int_{x}^{\min \left(\xi_{1}, 2 \xi_{p}-x\right)} f(y)\{1-F(y)\}^{\gamma_{\ell+1}-1} d y\right] d x
\end{aligned}
$$

$$
\begin{aligned}
= & c_{\ell} \sum_{i=1}^{\ell} a_{i}(\ell) \int_{\xi_{0}}^{\xi_{p}}\{1-F(x)\}^{\gamma_{i}-\gamma_{\ell+1}-1} f(x)\left[\left.\frac{-1}{\gamma_{\ell+1}}\{1-F(y)\}^{\gamma_{\ell+1}}\right|_{y=x} ^{\min \left(\xi_{1}, 2 \xi_{p}-x\right)}\right] d x \\
= & c_{\ell-1} \sum_{i=1}^{\ell} a_{i}(\ell) \int_{\xi_{0}}^{\xi_{p}}\{1-F(x)\}^{\gamma_{i}-1} f(x) d x \\
& \quad-c_{\ell-1} \sum_{i=1}^{\ell} a_{i}(\ell) \int_{\xi_{0}}^{\xi_{p}}\{1-F(x)\}^{\gamma_{i}-\gamma_{\ell+1}-1}\left[1-F\left(\min \left[\xi_{1}, 2 \xi_{p}-x\right]\right)\right]^{\gamma_{\ell+1}} f(x) d x
\end{aligned}
$$

It is clear from equation (1.2.3), that the first term in the last expression is $F^{X_{\ell: r: n}^{\mathcal{R}}}\left(\xi_{p}\right)$. Upon making the transformation $u=F(x)$ in the second expression, we then obtain the Lemma.

It can be noted that the while the upper bound of the distribution $\xi_{1}$ appears in Lemma 6.1.3, the lower bound $\xi_{0}$ does not. Had we obtained $\pi_{\ell, \ell+1}^{\mathcal{R}}\left(\xi_{p}\right)$ in a similar manner, the reverse would be true.

Theorem 6.1.4 Given a Progressively Type-II censored sample from an absolutely continuous distribution with PDF $f(x)$ and $C D F F(x)$, then for $\ell=1,2, \ldots, r$ and any fixed quantile $\xi_{p}(0<p<1)$, the probability that $X_{\ell+1: r: n}^{\mathcal{R}}$ is simultaneously Pitman closer to $\xi_{p}$ than all other $P C O S$, is given by

$$
\pi_{\ell}^{\mathcal{R}}\left(\xi_{p}\right)=\left\{\begin{array}{ll}
1-\pi_{2,1}^{\mathcal{R}}\left(\xi_{p}\right) & \text { if } \ell=1 \\
\pi_{\ell, \ell-1}^{\mathcal{R}}\left(\xi_{p}\right)-\pi_{\ell+1, \ell}^{\mathcal{R}}\left(\xi_{p}\right) & \text { if } \ell=2, \ldots, r-1 \\
\pi_{r, r-1}^{\mathcal{R}}\left(\xi_{p}\right) & \text { if } \ell=r
\end{array} .\right.
$$

Proof: If $\ell=1$ then $\pi_{1}^{\mathcal{R}}\left(\xi_{p}\right)=P\left(\left|X_{1: r: n}^{\mathcal{R}}-\xi_{p}\right|<\min _{j>1}\left|X_{j: r: n}^{\mathcal{R}}-\xi_{p}\right|\right)=P\left(\left|X_{1: r: n}^{\mathcal{R}}-\xi_{p}\right|<\right.$ $\left.\left|X_{2: r: n}^{\mathcal{R}}-\xi_{p}\right|\right)=\pi_{1,2}^{\mathcal{R}}\left(\xi_{p}\right)=1-\pi_{2,1}^{\mathcal{R}}\left(\xi_{p}\right)$. Similarly for $\ell=r, \pi_{r}^{\mathcal{R}}\left(\xi_{p}\right)=P\left(\left|X_{r: r: n}^{\mathcal{R}}-\xi_{p}\right|<\right.$
$\left.\min _{j<r}\left|X_{j: r: n}^{\mathcal{R}}-\xi_{p}\right|\right)=P\left(\left|X_{r: r: n}^{\mathcal{R}}-\xi_{p}\right|<\left|X_{r-1: r: n}^{\mathcal{R}}-\xi_{p}\right|\right)=\pi_{r, r-1}^{\mathcal{R}}\left(\xi_{p}\right)$.
Consider now $\ell=2, \ldots, r-1$. Then we have that

$$
\begin{aligned}
\pi_{\ell}^{\mathcal{R}}\left(\xi_{p}\right)= & P\left(\left|X_{\ell: r: n}^{\mathcal{R}}-\xi_{p}\right|<\min _{1 \leq j \leq r, j \neq \ell}\left|X_{j: r: n}^{\mathcal{R}}-\xi_{p}\right|\right) \\
= & P\left(\left|X_{\ell: r: n}^{\mathcal{R}}-\xi_{p}\right|<\min _{j=\ell-1, \ell+1}\left|X_{j: r: n}^{\mathcal{R}}-\xi_{p}\right|\right) \\
= & P\left(\left\{\left|X_{\ell: r: n}^{\mathcal{R}}-\xi_{p}\right|<\left|X_{\ell-1: r: n}^{\mathcal{R}}-\xi_{p}\right|\right\} \bigcap\left\{\left|X_{\ell: r: n}^{\mathcal{R}}-\xi_{p}\right|<\left|X_{\ell+1: r: n}^{\mathcal{R}}-\xi_{p}\right|\right\}\right) \\
= & P\left(\left\{\left|X_{\ell: r: n}^{\mathcal{R}}-\xi_{p}\right|<\left|X_{\ell-1: r: n}^{\mathcal{R}}-\xi_{p}\right|\right\} \bigcap\left\{\left|X_{\ell+1: r: n}^{\mathcal{R}}-\xi_{p}\right|<\left|X_{\ell: r: n}^{\mathcal{R}}-\xi_{p}\right|\right\}^{C}\right) \\
= & P\left(\left|X_{\ell: r: n}^{\mathcal{R}}-\xi_{p}\right|<\left|X_{\ell-1: r: n}^{\mathcal{R}}-\xi_{p}\right|\right) \\
& -P\left(\left\{\left|X_{\ell: r: n}^{\mathcal{R}}-\xi_{p}\right|<\left|X_{\ell-1: r: n}^{\mathcal{R}}-\xi_{p}\right|\right\} \bigcap\left\{\left|X_{\ell+1: r: n}^{\mathcal{R}}-\xi_{p}\right|<\left|X_{\ell: r: n}^{\mathcal{R}}-\xi_{p}\right|\right\}\right) \\
= & \pi_{\ell, \ell-1}^{\mathcal{R}}\left(\xi_{p}\right) \\
& -P\left(X_{\ell-1: r: n}^{\mathcal{R}}<X_{\ell: r: n}^{\mathcal{R}}<\xi_{p} \leq X_{\ell+1: r: n}^{\mathcal{R}}, X_{\ell+1: r: n}^{\mathcal{R}} \text { is closer to } \xi_{p} \text { than } X_{\ell-1: r: n}^{\mathcal{R}}\right) \\
= & \pi_{\ell, \ell-1}^{\mathcal{R}}\left(\xi_{p}\right)-\pi_{\ell+1, \ell}^{\mathcal{R}}\left(\xi_{p}\right)
\end{aligned}
$$

Where $E^{C}$ denotes the complement of the event $E$.

Corollary 6.1.5 For any symmetric distribution $F$, for the population median $\xi_{0.5}$, the pairwise PC probabilities in Lemma 6.1.3 and SCPs in Theorem 6.1.4 are distribution free. The expression in the lemma reduces to

$$
\pi_{\ell+1, \ell}^{\mathcal{R}}\left(\xi_{0.5}\right)=F^{X_{\ell: r: n}^{\mathcal{R}}}\left(\xi_{0.5}\right)-c_{\ell-1} \sum_{i=1}^{\ell} a_{i}(\ell) B\left(0.5 ; \gamma_{\ell+1}+1, \gamma_{i}-\gamma_{\ell+1}\right)
$$

where $B(x ; \alpha, \beta)=\int_{0}^{x} u^{\alpha-1}(1-u)^{\beta-1} d u$ is the incomplete beta function.

Proof: Firstly we note that for all continuous distributions $F$, and all $0<p<1$, $F^{X_{\ell: r: n}^{\mathcal{R}}}\left(\xi_{p}\right)=G_{\ell \ell:: n}^{\mathcal{R}}(p)$ where $G_{\ell: r: n}^{\mathcal{R}}$ is the uniform CDF under the same censoring scheme. Thus this probability is always distribution free.

Since $F$ is symmetric, then for all $0<u<1,2 \xi_{0.5}-\xi_{u}=\xi_{1-u}$. Considering the integral we have

$$
\begin{aligned}
& \int_{0}^{0.5}(1-u)^{\gamma_{i}-\gamma_{\ell+1}-1}\left[1-F\left(\min \left[\xi_{1}, 2 \xi_{0.5}-\xi_{u}\right]\right)\right]^{\gamma_{\ell+1}} d u \\
= & \int_{0}^{0.5}(1-u)^{\gamma_{i}-\gamma_{\ell+1}-1}\left[1-F\left(\min \left[\xi_{1}, \xi_{1-u}\right]\right)\right]^{\gamma_{\ell+1}} d u=\int_{0}^{0.5} u^{\gamma_{\ell+1}}(1-u)^{\gamma_{i}-\gamma_{\ell+1}-1},
\end{aligned}
$$

as desired.
If we consider extreme quantiles, namely as $p \rightarrow 0$, or $p \rightarrow 1$, we obtain the following result.

Corollary 6.1.6 For all censoring schemes $\mathcal{R}$ we have

$$
\pi_{\ell}^{\mathcal{R}}\left(\xi_{p}\right) \xrightarrow{p \rightarrow 0}\left\{\begin{array} { l l } 
{ 1 } & { \text { if } \ell = 1 } \\
{ 0 } & { \text { otherwise } }
\end{array} \quad \pi _ { \ell } ^ { \mathcal { R } } ( \xi _ { p } ) \xrightarrow { p \rightarrow 1 } \left\{\begin{array}{ll}
1 & \text { if } \ell=r \\
0 & \text { otherwise }
\end{array}\right.\right.
$$

Proof: For the first case, we consider $\lim _{p \rightarrow 0} \pi_{\ell+1, \ell}$. Clearly $F_{\ell:: r: n}^{\mathcal{R}}\left(\xi_{p}\right) \rightarrow 0$ as $p \rightarrow 0$ for all $\ell=1, \ldots, r$. The integrand in Lemma 6.1.3 is non-negative and bounded by 1 , so as $p \rightarrow 0$, the integral must go to 0 . So $\lim _{p \rightarrow 0} \pi_{\ell+1, \ell} \rightarrow 0$ as $p \rightarrow 0$.

For the second case we again consider $\lim _{p \rightarrow 1} \pi_{\ell+1, \ell}$. Again, $F_{\ell: \text { 保 }}^{\mathcal{R}}\left(\xi_{p}\right) \rightarrow 1$ as $p \rightarrow 1$ for all $\ell=1, \ldots, r$. For the integrand in Lemma 6.1.3, we can see that for fixed
$u \in(0,1), \lim _{p \rightarrow 1}(1-u)^{\gamma_{i}-\gamma_{\ell+1}-1}\left[1-F\left(\min \left[\xi_{1}, 2 \xi_{p}-\xi_{u}\right]\right)\right]^{\gamma_{\ell+1}}=0$ as $F\left(\min \left[\xi_{1}, 2 \xi_{p}-\right.\right.$ $\left.\left.\xi_{u}\right]\right) \geq F\left(2 \xi_{p}-\xi_{u}\right) \geq F\left(\xi_{p}\right)=p$ when $p \geq u$. So we have pointwise convergence of the integrand to 0 (though not necessarily uniformly) as $p \rightarrow 1$ for $0<u<1$. Since the integrand is uniformly bounded for all $u \in(0,1)$ we may exchange the outer limit and integral so that the term goes to 0 . So $\lim _{p \rightarrow 1} \pi_{\ell+1, \ell} \rightarrow 1$ as $p \rightarrow 1$.

The corollary then follows from application of Theorem 6.1.4.
An alternative proof of Corollary 6.1.6 could be given by observing the definition of $\pi_{\ell}^{\mathcal{R}}\left(\xi_{p}\right)$ directly. That is, $\pi_{\ell_{1}, \ell_{2}}^{\mathcal{R}}$ converges to $P\left(X_{\ell_{1}: r: n}^{\mathcal{R}}<X_{\ell_{2}: r: n}^{\mathcal{R}}\right)\left[P\left(X_{\ell_{1}: r: n}^{\mathcal{R}}>X_{\ell_{2}: r: n}^{\mathcal{R}}\right)\right]$ when $p \rightarrow 0[1]$.

Proposition 6.1.7 For a location-scale family with location $\mu$ and scale $\sigma$, the SCP is free of $\mu$ and $\sigma$.

Proof: Let $Z=\frac{X-\mu}{\sigma}$ be the standardized distribution. Consider the pairwise PC probabilities $\pi_{\ell_{1}, \ell_{2}}^{\mathcal{R}}$, we have for $\ell_{1} \neq \ell_{2}$

$$
\begin{aligned}
\pi_{X_{\ell_{1}: r: n}^{\mathcal{R}}, X_{\ell_{2}: r: n}^{\mathcal{R}}}\left(\xi_{p}\right) & =P\left(\left|X_{\ell_{1}: r: n}^{\mathcal{R}}-\xi_{p}\right|<\left|X_{\ell_{2}: r: n}^{\mathcal{R}}-\xi_{p}\right|\right) \\
& =P\left(\left|\frac{X_{\ell_{1}: r: n}^{\mathcal{R}}-\mu}{\sigma}-\frac{\xi_{p}-\mu}{\sigma}\right|<\left|\frac{X_{\ell_{2}: r: n}^{\mathcal{R}}-\mu}{\sigma}-\frac{\xi_{p}-\mu}{\sigma}\right|\right) \\
& =P\left(\left|Z_{\ell_{1}: r: n}^{\mathcal{R}}-\xi_{p}^{Z}\right|<\left|Z_{\ell_{2}: r: n}^{\mathcal{R}}-\xi_{p}^{Z}\right|\right)=\pi_{Z_{\ell_{1}: r: n}^{\mathcal{R}}, Z_{\ell_{2}: r: n}^{\mathcal{R}}}\left(\xi_{p}^{Z}\right),
\end{aligned}
$$

where $\xi_{p}^{Z}$ is the quantile function of the standard distribution $Z$ which does not depend on $\mu$ or $\sigma$. Since the pairwise PC probabilities of Lemma 6.1.3 do not depend on $\mu$ or $\sigma$, neither do the SCPs of Theorem 6.1.4.

Thus when we consider special cases of location-scale families, it suffices to consider the standard distribution.

### 6.2 Special Cases

In this section we obtain simple explicit results for the standard uniform $(0,1)$ and standard exponential distributions. For brevity we present expressions for the pairwise PC probabilities $\pi_{\ell+1, \ell}^{\mathcal{R}}\left(\xi_{p}\right)$ rather than the $\operatorname{SCPs} \pi_{\ell}^{\mathcal{R}}\left(\xi_{p}\right)$. One thing that should be noted, is that due to the alternate representation of PCOS, the representations here are much simpler than those in Balakrishnan et al. (2010c). That is, there is no recursion necessary in the calculations. However, the representations may not be as stable numerically, so use for ordinary order statistics of large sizes may be less than ideal.

### 6.2.1 Exponential Distribution

For the standard exponential distribution we have the quantile function $\xi_{p}=-\log (1-$ p) for $0 \leq p<1$, $\operatorname{CDF} F(x)=1-e^{-x}$ for $0 \leq x$, and lower/upper bounds as $\xi_{0}=0 / \xi_{1}=\infty$. It follows that $1-F\left(2 \xi_{p}-\xi_{u}\right)=(1-p)^{2} /(1-u)$ for $0 \leq u<p$.

We first evaluate the integral of Lemma 6.1.3, i.e.,

$$
\int_{0}^{p}(1-u)^{\gamma_{i}-\gamma_{\ell+1}-1}\left[\frac{(1-p)^{2}}{1-u}\right]^{\gamma_{\ell+1}} d u=(1-p)^{2 \gamma_{\ell+1}} \int_{0}^{p}(1-u)^{\gamma_{i}-2 \gamma_{\ell+1}-1} d u
$$

so that

$$
\begin{equation*}
\pi_{\ell+1, \ell}^{\mathcal{R}}\left(\xi_{p}\right)=F^{X_{\ell: r: n}^{\mathcal{R}}}\left(\xi_{p}\right)-c_{\ell-1}(1-2)^{2 \gamma_{\ell+1}} \sum_{i=1}^{\ell} a_{i}(\ell) K\left(p ; \gamma_{i}, \gamma_{\ell+1}\right) \tag{6.2.1}
\end{equation*}
$$

where

$$
K\left(p ; \gamma_{i}, \gamma_{\ell+1}\right)= \begin{cases}\frac{1}{\gamma_{i}-2 \gamma_{\ell+1}}\left[1-(1-p)^{\gamma_{i}-2 \gamma_{\ell+1}}\right] & \text { if } \gamma_{i}-2 \gamma_{\ell+1} \neq 0 \\ -\ln (1-p) & \text { if } \gamma_{i}-2 \gamma_{\ell+1}=0\end{cases}
$$

### 6.2.2 Uniform Distribution

For the uniform distribution we have the quantile function $\xi_{p}=p, \operatorname{CDF} F(x)=x$ for $0 \leq x \leq 1$, and lower/upper bounds as $\xi_{0}=0 / \xi_{1}=1$. Thus for $0 \leq u \leq p$, $F\left(\min \left[1,2 \xi_{p}-\xi_{u}\right]\right)=F(\min [1,2 p-u])$. Again we need to evaluate the integral as in Lemma 6.1.3.

We consider the two cases $0<p<0.5$ and $0.5 \leq p<1$ separately. For the former, $\min [1,2 p-u]=2 p-u$ so with the substitution $v=1-(1-u) /((2(1-p))$ we get,

$$
\begin{aligned}
& \int_{0}^{p}(1-u)^{\gamma_{i}-\gamma_{\ell+1}-1}\{1-(2 p-u)\}^{\gamma_{\ell+1}} d u=[2(1-p)]^{\gamma_{i}} \int_{1-\frac{1}{2(1-p)}}^{1 / 2}(1-v)^{\gamma_{i}-\gamma_{\ell+1}-1} v^{\gamma_{\ell+1}} d v \\
& =[2(1-p)]^{\gamma_{i}}\left\{B\left(\frac{1}{2} ; \gamma_{\ell+1}+1, \gamma_{i}-\gamma_{\ell+1}\right)-B\left(1-\frac{1}{2(1-p)} ; \gamma_{\ell+1}+1, \gamma_{i}-\gamma_{\ell+1}\right)\right\} .
\end{aligned}
$$

For the case $0.5 \leq p<1$ we have $\min [1,2 p-u]$ is 1 if $u \leq 2 p-1$ and $2 p-u$ if
$u>2 p-1$. So with the same substitution as above we get,

$$
\begin{aligned}
& \int_{2 p-1}^{p}(1-u)^{\gamma_{i}-\gamma_{\ell+1}-1}\{1-(2 p-u)\}^{\gamma_{\ell+1}} d u \\
= & {[2(1-p)]^{\gamma_{i}} \int_{0}^{1 / 2}(1-v)^{\gamma_{i}-\gamma_{\ell+1}-1} v^{\gamma_{\ell+1}} d v=[2(1-p)]^{\gamma_{i}} B\left(\frac{1}{2} ; \gamma_{\ell+1}+1, \gamma_{i}-\gamma_{\ell+1}\right) . }
\end{aligned}
$$

Combining the two cases yields the following expression for the pairwise PC probability as

$$
\begin{align*}
& \pi_{\ell+1, \ell}^{\mathcal{R}}\left(\xi_{p}\right)=F^{X_{\ell: r: n}^{\mathcal{R}}}\left(\xi_{p}\right)-c_{\ell-1}(1-2)^{2 \gamma_{\ell+1}} \sum_{i=1}^{\ell} a_{i}(\ell)[2(1-p)]^{\gamma_{i}}  \tag{6.2.2}\\
& \times\left\{B\left(\frac{1}{2} ; \gamma_{\ell+1}+1, \gamma_{i}-\gamma_{\ell+1}\right)-B\left(\max \left(0,1-\frac{1}{2(1-p)}\right) ; \gamma_{\ell+1}+1, \gamma_{i}-\gamma_{\ell+1}\right)\right\} .
\end{align*}
$$

### 6.2.3 Other Distributions

For most distributions Lemma 6.1.3 will not yield elementary functions. We consider the standard cauchy, normal, and skew normal distributions, all of which do not yield simple explicit representations. As a result we obtain the PC probabilities in Section 6.3 for these distributions with numerical integration.

### 6.3 Numerical Illustration

We consider a numerical example to illustrate the methods presented in this section. The SCPs $\pi_{\ell}^{\mathcal{R}}\left(\xi_{p}\right)$ for the standard exponential, uniform, normal, cauchy, and skew
normal distributions are presented in Tables 6.1-6.6 respectively for the following censoring schemes,

$$
\begin{array}{ll}
\mathcal{R}_{1}=(20,0,0,0,0,0,0,0,0,0), & \mathcal{R}_{2}=(0,0,0,0,0,0,0,0,0,20) \\
\mathcal{R}_{3}=(2,2,2,2,2,2,2,2,2,2), & \mathcal{R}_{4}=(5,5,0,0,0,0,0,0,5,5), \\
\mathcal{R}_{5}=(0,0,0,0,20,0,0,0,0,0), & \mathcal{R}_{6}=(0,0,0,0,10,10,0,0,0,0), \\
\mathcal{R}_{7}=(4,4,4,4,4,0,0,0,0,0), & \mathcal{R}_{8}=(0,0,0,0,0,4,4,4,4,4)
\end{array}
$$

In the above schemes we have $n=30$ and $m=10$. For the skew normal distribution we take the shape parameter $\alpha$ to be 1 and -1 .

We can notice that across the distributions the probabilities for the central quantiles do not vary significantly, and in fact many vary by less than 0.001 . Thus, when choosing an optimal order statistic for a given scheme $\mathcal{R}$, the different distributions will typically choose the same order statistic except for some small regions of $p$ where the preference changes from the $\ell$-th to $\ell+1$-th PCOS. However, there are some notably large differences at the extremes, both for small/large $p$, and particularly for the largest and smallest order statistics. The most notable of these are $X_{10: 10: 30}^{\mathcal{R}_{1}}$ for $p=0.95$ which varies from 0.7250 for the cauchy distribution to 0.8657 for the uniform distribution, and $X_{1: 10: 30}^{\mathcal{R}_{1}}$ for $p=0.05$ which varies from 0.3554 for the cauchy distribution to 0.6711 for the exponential distribution.

We can notice that for schemes with right censoring $\left(\mathcal{R}_{2}, \mathcal{R}_{4}, \mathcal{R}_{8}\right)$, then $X_{10: 10: 30}^{\mathcal{R}}$
is closest to most upper quantiles. However, it may be closest by virtue of being the largest item much lower than the quantile. So to get a better idea of the spread of this item one could modify the scheme as follows: $\mathcal{R}=\left(R_{1}, \ldots, R_{r-1}, R_{r}\right) \rightarrow \mathcal{R}^{*}=$ $\left(R_{1}, \ldots, R_{r-1}, 1, R_{r}-1\right)$. Namely, we imagine that we had observed the next failure which would give a better idea of which quantiles $X_{r: r: n}^{\mathcal{R}}$ is closest to in the Pitman sense.

On a similar note however, schemes with right censoring appear to be more robust to the difference in distribution. In $\mathcal{R}_{2}, \mathcal{R}_{4}$, and $\mathcal{R}_{8}$ there is little variation between the distributions. This is most notable for right censoring. However, due to asymptotic nature of order statistics, this is an unsurprising fact.

(a) Scheme $\mathcal{R}_{1}$



Table 6.1: SCP for exponential distribution $\left[\pi_{\ell: r: n}\left(\xi_{p}\right)\right]$


## (b) Scheme $\mathcal{R}_{2}$



[^1]

[^2]


|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |  |  | 1 | 2 | 3 | 4 | 5 | 6 |  | 8 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.05 | 0.3511 | 0.4033 | 0.1922 | 0.0471 | 0.0059 | 0.0003 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.05 | 0.3333 | 0.3591 | 0.2023 | 0.0772 | 0.0221 | 0.0051 | 0.0009 | 0.0001 | 0.0000 | 0.0000 |
| 0.10 | 0.0795 | 0.2618 | 0.3453 | 0.2280 | 0.0754 | 0.0093 | 0.0007 | 0.0000 | 0.0000 | 0.0000 | 0.10 | 0.0731 | 0.1945 | 0.2568 | 0.2226 | 0.1417 | 0.0737 | 0.0288 | 0.0075 | 0.0012 |  |
| 0.15 |  |  |  |  |  |  |  |  |  |  | 0.15 |  |  |  |  |  |  |  |  |  |  |
| 0.20 | 0.0026 | 294 | 0.1335 | 3068 | 0.3577 | 401 | 266 | 0.0031 | 0.0002 | 0.0000 | 0.20 | 0.0023 | 0.0154 | 0.0499 | 0.1043 | 0.1583 |  | 0.214 | 1614 | 0.0755 | 0.0164 |
| 0.25 | 0.0004 | 0.0071 | 0.0530 | 0.2029 | 0.4018 | 0.2523 | 0.0699 | 0.0115 | 0.0010 | 0.0000 | 0.25 | 0.0003 | 0.0031 | 0.0137 | 0.0390 | 0.0803 | 0.1409 | 0.2196 | 0.2 | 0.1856 | 0.0 |
| 0.30 | 0.0001 | 0.0015 | 0.0173 | 0.1074 | 0.3546 | 484 | 0.1361 | . 307 | 0.0038 | . 0002 | 0.30 | 0.0000 | 0.0005 | 0.0 | 0.01 | 0.0300 | 0.0695 | 0.1 | 0.2618 | 4 |  |
| 0.35 | 0.0000 | 003 | 0.0047 | . 474 | 0.2604 | 964 | 0.2145 | 0649 | 0.0106 | 0007 | 0.35 | 0.0000 | 0.0001 | 0.0005 | 0.00 | 0.0086 | 0.0257 |  | 0.1985 | 0.3528 |  |
| 0.40 | 0.0000 | 0.0 |  | 0.0178 | 540 | 878 |  | 152 |  | 0.002 | 0.40 | 0.000 | 0.0000 | 0. | 0.0005 | 0.0019 |  |  |  |  |  |
| 0.45 | 0.0000 | 0.0000 | 0.0002 | ${ }^{0.0057}$ | 0.0899 | 0.3343 | 0.3375 | 0.1780 | 0.0489 | ${ }^{0.0056}$ | 0.45 | ${ }^{0.0000}$ | ${ }^{0.0000}$ | 0.0000 | 0.0001 | ${ }^{0.0003}$ | 0.0016 | ${ }^{0.0093}$ | 0.0523 | 0.2379 | ${ }^{0.6985}$ |
| 0.50 | 0.0000 | 0.0000 | 0.0000 | 0.0015 | 0.0431 | 0.2576 | ${ }^{0.3536}$ | 0.2446 | 0.0869 | 0.0127 | 0.50 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0003 | 0.0021 | 0.0187 | 0.1437 | ${ }^{0.8351}$ |
|  |  |  |  |  |  | 0.17 |  | 0.30 | 0.13 | 0.026 | 0.55 | 0.00 | 0.00 | 0.0000 | 0.0000 |  | -000 |  | ${ }^{0.0053}$ |  | 0.9227 |
| ${ }^{0.60}$ | 0.0000 | 0.0000 | ${ }^{0.0000}$ | ${ }^{0.0001}$ | ${ }^{0.0064}$ | ${ }^{0.1116}$ | ${ }^{0.2852}$ | ${ }^{0.3423}$ | 0.2049 | ${ }^{0.0496}$ | 0.60 | ${ }^{0.0000}$ | ${ }^{0.0000}$ | 0.0000 | ${ }^{0.0000}$ | ${ }^{0.0000}$ | ${ }^{0.0000}$ | ${ }^{0.0000}$ | ${ }^{0.0011}$ | 0.0294 |  |
| 0.65 0.70 | 0.0000 0.0000 | 0.0000 0.0000 | 0.0000 0.0000 0 | . | 0.0019 0.0005 | ${ }_{\substack{0.0624 \\ 0.0307}}^{0.0}$ | 0.2194 0.1504 | ${ }_{0}^{0.3512}$ | ${ }_{0}^{0.2771} \begin{aligned} & \text { 0.354 }\end{aligned}$ | 0.0880 0.1472 | 0.65 0.70 | 0.0000 0.0000 | 0.0000 0.0000 | 0.0000 0.0000 | 0.0000 0.0000 | 0.0000 0.0000 | 0.0000 0.0000 | 0.0000 0.0000 | 0.0002 0.0000 | ${ }^{0.00097}$ | ${ }^{0.9901}$ |
| 0.75 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0001 | 0.0129 | 0.0896 | 0.2694 | 0.3946 | 0.2334 | 0.75 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0005 | 0.9995 |
| 0.80 | 0.0000 |  | 0.0000 | 0.0000 | 0.0000 | 0.0044 | 0.044 | 0.1922 | 0.4067 | 0.3524 | 0.80 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0001 | 0.99 |
|  | ${ }^{0.0000}$ | ${ }^{0.0000}$ | ${ }^{0.0000}$ | ${ }^{0.0000}$ | ${ }^{0.0000}$ | ${ }^{0.0011}$ | ${ }^{0.0167}$ | ${ }^{0.1109}$ | ${ }^{0.3646}$ | ${ }^{0.5067}$ | 0.85 | ${ }^{0.0000}$ | ${ }^{0.0000}$ | ${ }^{0.0000}$ | ${ }^{0.0000}$ | ${ }^{0.0000}$ | ${ }^{0.0000}$ | ${ }^{0.0000}$ | ${ }^{0.0000}$ | ${ }^{0.0000}$ | ${ }^{1.0000}$ |
| 90 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0001 | 0.0039 | 0.0444 | 0.2601 | 0.6914 | 0.90 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | ${ }^{0.0000}$ | 0.0000 | ${ }^{0.0000}$ | 0.0000 | 0.0000 | 1.00 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

## Table 6.3: SCP for normal distribution $\left[\pi_{\ell: r: n}\left(\xi_{p}\right)\right]$


（b）Scheme $\mathcal{R}_{2}$


| $6^{\circ}$ | zooo＇0 | 0000＇0 | 0000\％ | 0000＇0 | 0000＇0 | 0000＇0 | 0000＇0 | 0000\％ | 0000\％ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{stog}^{\circ} \mathrm{O}$ | $0^{0000} 0$ | 0000\％ | 0000．0 | 0000＇0 | 0000\％ | 0000＇0 | 0000\％ | 0000 0 | ${ }^{06} 0$ |
| sz66．0 | sL2000 | 0000 ${ }^{\circ}$ | 0000\％ | 0000．0 | 0000＇0 | 0000\％ | 0000＇0 | 0000．0 | 0000 ${ }^{\circ}$ | ${ }^{9} 8^{\circ}$ |
| $2266^{\circ}$ | ozzo 0 | 800000 | 0000＇0 | 0000．0 | 0000．0 | 0000\％ | 0000\％ | 0000\％ 0 | 0000＇0 | $00^{\circ}$ |
| $69566^{\circ}$ | ¢tso＇0 | 9тоо＇0 | 0000\％ | 0000．0 | 0000＇0 | 0000＊0 | 0000＇0 | $0^{000} 0^{\circ}$ | 0000 ${ }^{\circ}$ | ${ }^{2} 2$ |
| Lz68．0 | $200{ }^{\circ} \mathrm{O}$ | ع90000 | عооо＇0 | 0000＇0 | 0000．0 | 0000\％ | 0000\％ | 0000\％ | 0000＇0 | 02\％ |
| ¢608．0 | toztio | ${ }^{1660} 0$ | ¢too ${ }^{\circ}$ | tooo＇0 | 0000\％ | 0000＊0 | 0000＇0 | $0^{000} 0^{\circ}$ | 0000 ${ }^{\circ}$ | ${ }^{99} 0$ |
| ャ969\％ | tisz＇0 | 9990＇0 | ssoo＇0 | ғоо⿱宀 0 | 0000＇0 | 0000＇0 | 0000＇0 | 0000．0 | 0000＇0 | $0^{\circ} \mathrm{O}$ |
| to99：0 | ${ }^{\text {198\％}} 0$ | ャャ60．0 | tL2000 | Izoo＇0 | zooo＇0 | 0000＇0 | 0000＇0 | 0000\％ | 0000＇0 | ${ }^{95}$ |
| 68t50 | 6L280 | 6 ¢9 $^{\circ} 0$ | т\＆\％0＇0 | $8^{200} 0$ | otoo＇0 | too＇0 | 0000＇0 | 0000．0 | 0000 ${ }^{\circ}$ | os： |
| ゅ¢Lz＇0 | $26988^{\circ}$ | 9¢8\％${ }^{\circ}$ | ¢16\％0 | เ\＆z\％ 0 | ${ }^{\text {troo }}$ | soov＊0 | 0000＇0 | 0000\％ | 0000 ${ }^{\circ}$ | st\％ |
| $209 \mathrm{~T}^{\circ} \mathrm{O}$ | ${ }^{\text {9918．0 }}$ | ${ }^{6687^{\circ}}$ | $269{ }^{\text {．}} 0$ | ${ }^{62950} 0^{\circ}$ | z＋10．0 | ャzoo＇0 | ع00000 | ${ }^{\text {00000 }}$ | ${ }^{0000} 0^{\circ}$ | ${ }^{\text {or }}$ |
|  | ${ }_{868 \mathrm{I}^{\circ} \mathrm{O}}$ | ¢¢67．0 $8677^{\circ} 0$ | 908\％${ }_{\text {¢69\％＇0 }}$ |  | Soto <br> zit60 | ¢6000．0 9080 |  | 1000．0 8000 | 0000＇0 0oos＇0 | 98\％ 080 |
| ャ600\％ | غ99\％ | 9zat ${ }^{\circ}$ | 6¢\％て＇0 | ャてEz\％ | tsLio | ¢180\％ | ャャて00 | \＆too＇0 | عооо＇0 | 9\％\％ |
| 00\％ | я9900 | L9900 | z89．0 | घृ゙て＇0 | て8をで0 | $669 \mathrm{~T}^{\circ}$ | $6_{620} 0^{\circ}$ | 86to ${ }^{\circ}$ | zzoo＇0 | 02\％ |
|  | Lzoo＇0 | 69t\％ | $6799^{\circ}$ | risto | sz\％z＇0 | 2687\％ | 062 $\mathrm{I}^{\circ}$ | 0zL200 | 6ztoo | ${ }^{\text {sto }}$ |
| 0000．0 | tooo＇0 | $9 \mathrm{too}^{\circ}$ | 20to 0 | tsto 0 | 98810 | Lzてz＇0 | т¢67＇0 | $9607^{\circ}$ | z990\％ | oro |
| 0000．0 | 0000．0 | 0000．0 | z0000 | gzoo ${ }^{\circ}$ | $690^{\circ} 0$ | ¢920 ${ }^{\circ}$ | $887^{\circ} 0$ | $2788^{\circ}$ | ${ }_{\text {¢96\％}}$ | $9^{\circ}{ }^{\circ}$ |
| $0{ }_{0}$ | 6 | 8 | 4 | 9 | $s$ | ${ }^{5}$ | $\varepsilon$ | z | I |  |

## Table 6．4：SCP for cauchy distribution $\left[\pi_{\ell: r: n}\left(\xi_{p}\right)\right]$



(a) Scheme $\mathcal{R}_{1}$
(b) Scheme $\mathcal{R}_{2}$


(e) Scheme $\mathcal{R}_{5}$


(b) Scheme $\mathcal{R}_{2}$


(f) Scheme $\mathcal{R}_{6}$

|  | $\ell$ |  |  |  |  |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $p$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 0.05 | 0.3320 | 0.3595 | 0.2028 | 0.0774 | 0.0221 | 0.0051 | 0.0009 | 0.0001 | 0.0000 | 0.0000 |
| 0.10 | 0.0728 | 0.1942 | 0.2568 | 0.2228 | 0.1419 | 0.0738 | 0.0289 | 0.0075 | 0.0012 | 0.0001 |
| 0.15 | 0.0138 | 0.0625 | 0.1382 | 0.1985 | 0.2077 | 0.1799 | 0.1232 | 0.0577 | 0.0164 | 0.0021 |
| 0.20 | 0.0023 | 0.0154 | 0.0498 | 0.1042 | 0.1582 | 0.2016 | 0.2148 | 0.1615 | 0.0756 | 0.0165 |
| 0.25 | 0.0003 | 0.0031 | 0.0137 | 0.0389 | 0.0802 | 0.1407 | 0.2194 | 0.2518 | 0.1859 | 0.0659 |
| 0.30 | 0.0000 | 0.0005 | 0.0030 | 0.0112 | 0.0300 | 0.0694 | 0.1531 | 0.2615 | 0.2994 | 0.1719 |
| 0.35 | 0.0000 | 0.0001 | 0.0005 | 0.0025 | 0.0086 | 0.0256 | 0.0786 | 0.1981 | 0.3524 | 0.3336 |
| 0.40 | 0.0000 | 0.0000 | 0.0001 | 0.0005 | 0.0019 | 0.0072 | 0.0307 | 0.1148 | 0.3221 | 0.5227 |
| 0.45 | 0.0000 | 0.0000 | 0.0000 | 0.0001 | 0.0003 | 0.0016 | 0.0093 | 0.0521 | 0.2368 | 0.6999 |
| 0.50 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0003 | 0.0021 | 0.0186 | 0.1427 | 0.8362 |
| 0.55 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0004 | 0.0052 | 0.0710 | 0.9234 |
| 0.60 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0011 | 0.0290 | 0.9698 |
| 0.65 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0002 | 0.0096 | 0.9903 |
| 0.70 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0024 | 0.9975 |
| 0.75 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0005 | 0.9995 |
| 0.80 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0001 | 0.9999 |
| 0.85 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 1.0000 |
| 0.90 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 1.0000 |
| 0.95 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 1.0000 | (h) Scheme $\mathcal{R}_{8}$

Table 6.6: SCP for skew normal distribution $(\alpha=-1)\left[\pi_{\ell: r: n}\left(\xi_{p}\right)\right]$

## Chapter 7

## Pitman Closeness as a Criterion

## for Optimal Censoring Schemes

When designing a life-testing experiment, the experimenter would fix the sample size and allowable number of failures, and would like to obtain the highest amount of "information" possible. This typically means minimizing the mean square error or variance for some plausible class of distributions. The exponential distribution is one such distribution assumed in life testing.

For a single parameter exponential distribution with scale parameter $\theta$, the Best Linear Unbiased Estimator (BLUE) of $\theta$ based on a progressively censored sample with censoring scheme $\mathcal{R}$ is $\theta^{*}=\frac{1}{r} \sum_{i=1}^{r}\left(R_{i}+1\right) X_{i: r: n}^{\mathcal{R}}$. However, it is a well known property of the exponential distribution that $\frac{r \theta^{*}}{m} \sim \chi_{2 r}^{2}$ (See Balakrishnan and Aggarwala, 2000; Viveros and Balakrishnan, 1994). The marginal distribution of the BLUE is
free of the censoring scheme, so no determination of optimality can be determined that uses only the marginal distributions of the BLUE for various censoring schemes.

In this chapter we provide a method for comparing the BLUE of the exponential distribution, across possible censoring schemes. We will make use of the Pitman Criterion for comparing the BLUE, in particular, we will make use of the joint distribution of the BLUE for two censoring schemes applied to the same hypothetical sample. An experimenter will typically run the experiment once, so it stands to reason that they should choose the scheme that will be closest that one particular time. Pitman's measure of closeness is well suited to answer the question when viewed in this light.

We further conjecture that right censoring is optimal generally. However, we only demonstrate this in specific cases, and leave a general proof as an open problem.

### 7.1 Comparison of Censoring Schemes

Consider two progressive censoring schemes $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$. An experimenter will place $n$ items on failure. If the items are left until all $n$ have failed, we will obtain $X_{1}, \ldots, X_{n}$ which will all be finite with probability 1 . The progressive censoring schemes $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$ are applied to the hypothetical data and the BLUEs $\theta_{\mathcal{R}_{1}}^{*}$ and $\theta_{\mathcal{R}_{2}}^{*}$ are obtained respectively. Since the BLUEs are generated from the same underlying data, they will be dependent.

Definition 7.1.1 For two given progressive censoring schemes $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$ we define
the PC probability between the two schemes as

$$
\pi\left(\theta_{\mathcal{R}_{1}}^{*}, \theta_{\mathcal{R}_{2}}^{*}\right)=P\left(\left|\theta_{\mathcal{R}_{1}}^{*}-\theta\right|<\left|\theta_{\mathcal{R}_{2}}^{*}-\theta\right|\right)
$$

where the dependence structure is generated as above.

If $\theta_{\mathcal{R}_{1}}^{*}$ is uniformly closer to $\theta$ than $\theta_{\mathcal{R}_{2}}^{*}$, we say that $\mathcal{R}_{1}$ is better than $\mathcal{R}_{2}$ in the sense of Pitman closeness.

Lemma 7.1.2 If $\pi\left(\theta_{\mathcal{R}_{1}}^{*}, \theta_{\mathcal{R}_{2}}^{*} \mid \theta=1\right)=q$, then $\pi\left(\theta_{\mathcal{R}_{1}}^{*}, \theta_{\mathcal{R}_{2}}^{*} \mid \theta\right)=\pi\left(\theta_{\mathcal{R}_{1}}^{*}, \theta_{\mathcal{R}_{2}}^{*}\right)=$ $q, \forall \theta>0$.

Proof: For any $\theta>0$, we have

$$
\begin{aligned}
\pi\left(\theta_{\mathcal{R}_{1}}^{*}, \theta_{\mathcal{R}_{2}}^{*} \mid \theta\right) & =P\left(\left|\theta_{\mathcal{R}_{1}}^{*}-\theta\right|<\left|\theta_{\mathcal{R}_{2}}^{*}-\theta\right|\right)=P\left(\left|\theta_{\mathcal{R}_{1}}^{*} / \theta-1\right|<\left|\theta_{\mathcal{R}_{2}}^{*} / \theta-1\right|\right) \\
& =\pi\left(\theta_{\mathcal{R}_{1}}^{*}, \theta_{\mathcal{R}_{2}}^{*} \mid \theta=1\right)
\end{aligned}
$$

The last equality follows from the fact that $X_{1: r: n}^{\mathcal{R}} / \theta, \ldots, X_{r: r: n}^{\mathcal{R}} / \theta$ is equal in distribution to a progressively Type-II censored sample from the standard exponential distribution.

Consequently we can write the PC probability as $\pi\left(\theta_{\mathcal{R}_{1}}^{*}, \theta_{\mathcal{R}_{2}}^{*} \mid \theta\right)=\pi\left(\theta_{\mathcal{R}_{1}}^{*}, \theta_{\mathcal{R}_{2}}^{*}\right)$, since it free of $\theta$. Furthermore, we can restrict ourselves to the standard exponential for simplicity, as we will now assume unless otherwise stated.

Following along the lines of the proof of Lemma 6.1.3 we can find the region that $\theta_{\boldsymbol{R}_{1}}^{*}$ is closer to $\theta$ than $\theta_{\mathcal{R}_{2}}^{*}$ as $\left(\theta_{\mathcal{R}_{1}}^{*}-\theta_{\mathcal{R}_{2}}^{*}\right)\left(\theta_{\mathcal{R}_{1}}^{*}+\theta_{\mathcal{R}_{2}}^{*}-2\right)=a b<0$. Here $a=\left(\theta_{\mathcal{R}_{1}}^{*}-\theta_{\mathcal{R}_{2}}^{*}\right)$ and $b=\left(\theta_{\mathcal{R}_{1}}^{*}+\theta_{\mathcal{R}_{2}}^{*}-2\right)$.

The BLUE $\theta_{\mathcal{R}_{1}}^{*}$ is Pitman closer to $\theta$ than $\theta_{\mathcal{R}_{2}}^{*}$ if either $(a>0, b<0)$ or $(a<$ $0, b>0)$.

Obtaining the BLUE from the $n$ complete observations is equivalent to expressing the joint distribution of $X_{1: r: n}^{\mathcal{R}}, \ldots, X_{r: r: n}^{\mathcal{R}}$ as a mixture of the usual order statistics from the complete sample. Thus $\left(X_{1: r: n}^{\mathcal{R}}, \ldots, X_{r: r: n}^{\mathcal{R}}\right)=\left(X_{i_{1}: n}, \ldots, X_{i_{r}: n}\right)$ for some $1 \leq i_{1}<\cdots<i_{r} \leq n$ depending on which items are removed in the sampling and where $\left(X_{i_{1}: n}, \ldots, X_{i_{r}: n}\right)$ is a component in the mixture distribution.

To simplify the matter, we can use the independent spacing properties of the exponential distribution (See Balakrishnan and Aggarwala, 2000). Namely, the order statistics from a complete sample can be written as $X_{i: n}=\sum_{k=1}^{i} \frac{1}{n-k+1} Z_{k}$, where $Z_{1}, \ldots, Z_{n}$ are i.i.d standard exponential.

Finally we can obtain the PC probability conditional on the two component mixtures by integration over $\Re^{n+}$ subject to the above linear constraints set in terms of $Z_{1}, \ldots, Z_{n}$. We describe this in detail in the next section.

### 7.1.1 A General Algorithm

Here we describe in detail general algorithm to obtain the PC probabilities to compare any two progressively censored schemes as discussed in Section 7.1.

Given two potential censoring schemes $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$, we can obtain the PC probability $\pi\left(\theta_{\mathcal{R}_{1}}^{*}, \theta_{\mathcal{R}_{2}}^{*}\right)$ for any $r$ and $n$ as follows.

1. Express the Type-II progressively censored samples as a mixture of the usual order statistics (see Guilbaud, 2004), given by

$$
\begin{equation*}
f_{\tilde{X}}^{\mathcal{R}}\left(x_{1}, \ldots, x_{r}\right)=\sum_{1 \leq i_{1}^{\mathcal{R}}, \ldots, i_{r}^{\mathcal{R}} \leq n} w_{i_{1}^{\mathcal{R}}, \ldots, i_{r}^{\mathcal{R}}}^{\mathcal{R}} f_{X_{i_{1}: n}, \ldots, X_{i_{r}: n}}\left(x_{1}, \ldots, x_{r}\right) ; \tag{7.1.1}
\end{equation*}
$$

2. Based on each mixture component vector $\left(X_{i_{1}: n}, \ldots, X_{i_{r}: n}\right)$, obtain the estimator $\theta_{\mathcal{R}}^{*}\left(i_{1}^{\mathcal{R}}, \ldots, i_{r}^{\mathcal{R}}\right)$, as $\theta_{\mathcal{R}}^{*}$, conditioned on $\left(X_{1: r: n}^{\mathcal{R}}, \ldots, X_{r: r: n}^{\mathcal{R}}\right)=\left(X_{i_{1}: n}, \ldots, X_{i_{r}: n}\right)$, given by

$$
\begin{equation*}
\theta_{\mathcal{R}}^{*}\left(i_{1}^{\mathcal{R}}, \ldots, i_{r}^{\mathcal{R}}\right)=\frac{1}{r} \sum_{j=1}^{r}\left(R_{i}+1\right) X_{i_{j}: n} \tag{7.1.2}
\end{equation*}
$$

which yields the final mixture form for the estimator $\theta_{\mathcal{R}}^{*}$ as

$$
\begin{equation*}
\theta_{\mathcal{R}}^{*}=\sum_{1 \leq i_{1}^{\mathcal{R}}, \ldots, i_{r}^{\mathcal{R}} \leq n} w_{i_{1}^{\mathcal{R}} \ldots, \ldots, i_{r}}^{\mathcal{R}} \theta_{\mathcal{R}}^{*}\left(i_{1}^{\mathcal{R}}, \ldots, i_{r}^{\mathcal{R}}\right) \tag{7.1.3}
\end{equation*}
$$

3. Using the independent spacing property of the order statistics from the exponential distribution, express the usual order statistics as $X_{j: n}=\sum_{k=1}^{j} \frac{1}{n-k+1} Z_{k}$, where $Z_{1}, \ldots, Z_{n}$ are i.i.d. exponential with mean 1 ;
4. For each pairwise combination between the component distributions of $\theta_{\mathcal{R}_{1}}^{*}$ and $\theta_{\mathcal{R}_{2}}^{*}$, obtain the two linear constraints as described previously ( $a$ and $b$ );
5. Integrate the joint density of the independent exponential random variables,
$Z_{1}, \ldots, Z_{n}$ over $\mathbb{R}^{n+}$ subject to the above two linear constraints. This gives the conditional PC probability $\pi\left(\theta_{\mathcal{R}_{1}}^{*}\left(i_{1}^{\mathcal{R}_{1}}, \ldots, i_{r}^{\mathcal{R}_{1}}\right), \theta_{\mathcal{R}_{2}}^{*}\left(i_{1}^{\mathcal{R}_{2}}, \ldots, i_{r}^{\mathcal{R}_{2}}\right)\right)$. It should be mentioned that the two linear constraints can be turned into affine constraints with the simple algorithm as considered in Schechter (1998);
6. The PC probability $\pi\left(\theta_{\mathcal{R}_{1}}^{*}, \theta_{\mathcal{R}_{2}}^{*}\right)$ can be finally computed as the weighted sum of the above conditional probabilities. Namely,

$$
\pi\left(\theta_{\mathcal{R}_{1}}^{*}, \theta_{\mathcal{R}_{2}}^{*}\right)=\sum_{\substack{1 \leq i_{1}^{\mathcal{R}_{1}}, \ldots, i_{1}^{\mathcal{R}_{1}} \leq n \\ 1 \leq i_{1}^{\mathcal{R}_{2}}, \ldots, i_{r}^{\mathcal{R}_{2}} \leq n}} w_{i_{1}^{\mathcal{R}_{1}}, \ldots, i_{r}^{\mathcal{R}_{r}}}^{\mathcal{R}_{1}} w_{i_{1}^{\mathcal{R}_{2}}, \ldots, i_{r}^{\mathcal{R}_{2}}}^{\mathcal{R}_{2}} \pi\left(\theta_{\mathcal{R}_{1}}^{*}\left(i_{1}^{\mathcal{R}_{1}}, \ldots, i_{r}^{\mathcal{R}_{1}}\right), \theta_{\mathcal{R}_{2}}^{*}\left(i_{1}^{\mathcal{R}_{2}}, \ldots, i_{r}^{\mathcal{R}_{2}}\right)\right) .
$$

### 7.1.2 Some Special Cases

We demonstrate parts of the algorithm for the cases $n=3, m=2$, and $n=4, m=3$. In particular we compare right censoring to all other schemes.

For the case $n=3, m=2$, there are only two possible censoring schemes, $\mathcal{S}=$ $(0,1)$ and $\mathcal{R}_{1}=(1,0)$. For these cases we can write the BLUEs as a mixture of the usual order statistics as follows:

$$
\begin{align*}
& \theta_{1}^{*}=\frac{1}{2} X_{1: 3}+X_{2: 3}  \tag{7.1.4}\\
& \theta_{2}^{*}=\left\{\begin{array}{cl}
X_{1: 3}+\frac{1}{2} X_{2: 3} & \text { with probability } 1 / 2 \\
X_{1: 3}+\frac{1}{2} X_{3: 3} & \text { with probability } 1 / 2
\end{array}\right. \tag{7.1.5}
\end{align*}
$$

Expressing the usual order statistics by means of the exponential spacings, we obtain

$$
\begin{align*}
& \theta_{1}^{*}=\frac{1}{2} z_{1}+\frac{1}{2} z_{2},  \tag{7.1.6}\\
& \theta_{2}^{*}= \begin{cases}\frac{1}{2} z_{1}+\frac{1}{4} z_{2} & \text { with probability } 1 / 2 \\
\frac{1}{2} z_{1}+\frac{1}{4} z_{2}+\frac{1}{2} z_{3} & \text { with probability } 1 / 2\end{cases} \tag{7.1.7}
\end{align*}
$$

Table 7.1 gives the PC probability between $\theta_{\mathcal{S}}^{*}$ and $\theta_{\mathcal{R}_{1}}^{*}$. For each component of the mixture distribution in (7.1.6) and (7.1.7), the unconditional conditional PC probability subject to the constraints $a>0(<0)$, and $b<0(>0)$ are shown explicitly in Column 3, with a decimal equivalent in Column 4. Combining these results, we readily obtain $\pi\left(\theta_{\mathcal{S}}^{*}, \theta_{\mathcal{R}_{1}}^{*}\right)=0.5657$, and thus right censoring is optimal in the case of $n=3, m=2$.

| Constraints | Conditions | Cond. Prob. | Value |
| :--- | :---: | :---: | :---: |
| $a=\frac{1}{4} z_{2}$ | $a>0, b<0$ | $1-4 e^{-2}+3 e^{-\frac{8}{3}}$ | 0.3336 |
| $b=z_{1}+\frac{3}{4} z_{2}-2$ | $a<0, b>0$ | 0 | 0 |
| $a=\frac{1}{4} z_{2}-\frac{1}{2} z_{3}$ | $a>0, b<0$ | $\frac{1}{3}-\frac{16}{3} e^{-3}+9 e^{-\frac{8}{3}}-4 e^{-2}$ | 0.0759 |
| $b=z_{1}+\frac{3}{4} z_{2}+\frac{1}{2} z_{3}-2$ | $a<0, b>0$ | $4 e^{-2}-\frac{16}{3} e^{-3}+2 e^{-4}$ | 0.1562 |
|  |  | $\mathbf{0 . 5 6 5 7}$ |  |

Table 7.1: PC probability $\pi\left(\theta_{\mathcal{S}}^{*}, \theta_{\mathcal{R}_{1}}^{*}\right)$ for $n=3, r=2$

When $n=4$ and $m=3$ there are 3 possible censoring schemes $\mathcal{S}=(0,0,1)$, $\mathcal{R}_{1}=(0,1,0)$ and $\mathcal{R}_{2}=(1,0,0)$. Again we can write the BLUEs as a mixture of the
usual order statistics as follows.

$$
\begin{align*}
& \theta_{\mathcal{S}}^{*}=\frac{1}{3} X_{1: 4}+\frac{1}{3} X_{2: 4}+\frac{2}{3} X_{3: 4},  \tag{7.1.8}\\
& \theta_{\mathcal{R}_{1}}^{*}=\left\{\begin{array}{ll}
\frac{1}{3} X_{1: 4}+\frac{2}{3} X_{2: 4}+\frac{1}{3} X_{3: 4} & \text { with probability } 1 / 2 \\
\frac{1}{3} X_{1: 4}+\frac{2}{3} X_{2: 4}+\frac{1}{3} X_{4: 4} & \text { with probability } 1 / 2
\end{array},\right.  \tag{7.1.9}\\
& \theta_{\mathcal{R}_{2}}^{*}= \begin{cases}\frac{2}{3} X_{1: 4}+\frac{1}{3} X_{2: 4}+\frac{1}{3} X_{3: 4} & \text { with probability } 1 / 3 \\
\frac{2}{3} X_{1: 4}+\frac{1}{3} X_{2: 4}+\frac{1}{3} X_{4: 4} & \text { with probability } 1 / 3 \\
\frac{2}{3} X_{1: 4}+\frac{1}{3} X_{3: 4}+\frac{1}{3} X_{4: 4} & \text { with probability } 1 / 3\end{cases} \tag{7.1.10}
\end{align*}
$$

Once again, expressing now the usual order statistics by means of the exponential spacings, we obtain

$$
\begin{align*}
& \theta_{\mathcal{S}}^{*}=\frac{1}{3} z_{1}+\frac{1}{3} z_{2}+\frac{1}{3} z_{3},  \tag{7.1.11}\\
& \theta_{\mathcal{R}_{1}}^{*}=\left\{\begin{array}{ll}
\frac{1}{3} z_{1}+\frac{1}{3} z_{2}+\frac{1}{6} z_{3} & \text { with probability } 1 / 2 \\
\frac{1}{3} z_{1}+\frac{1}{3} z_{2}+\frac{1}{6} z_{3}+\frac{1}{3} z_{4} & \text { with probability } 1 / 2
\end{array},\right.  \tag{7.1.12}\\
& \theta_{\mathcal{R}_{2}}^{*}= \begin{cases}\frac{1}{3} z_{1}+\frac{2}{9} z_{2}+\frac{1}{6} z_{3} & \text { with probability } 1 / 3 \\
\frac{1}{3} z_{1}+\frac{2}{9} z_{2}+\frac{1}{6} z_{3}+\frac{1}{3} z_{4} & \text { with probability } 1 / 3 \\
\frac{1}{3} z_{1}+\frac{2}{9} z_{2}+\frac{1}{3} z_{3}+\frac{1}{3} z_{4} & \text { with probability } 1 / 3\end{cases} \tag{7.1.13}
\end{align*}
$$

For each component of the mixture forms in (7.1.12) and (7.1.13), the conditional PC probability subject to the constraints $a>0(<0)$ and $b<0(>0)$ are shown
explicitly in Column 3 while the unconditional decimal equivalents are in Column 4 of Table 7.2. Combining these results suitably, we find in Table 7.2 the values of $\pi\left(\theta_{\mathcal{S}}^{*}, \theta_{\mathcal{R}_{1}}^{*}\right)$ and $\pi\left(\theta_{\mathcal{S}}^{*}, \theta_{\mathcal{R}_{2}}^{*}\right)$ to be 0.5526 and 0.5363 , respectively. These readily imply once again that the right censoring case is the optimal one in the sense of Pitman closeness.

We can notice that in each case, the first mixture component seems to contribute the largest probability that $\theta_{\mathcal{R}_{S}}^{*}$ is closer than the alternative. This corresponds to the highest observations being censored. As a result, the BLUE under right censoring is surely no less than the other BLUE, and as a result the other censoring schemes tend to underestimate $\theta$.

We have obtained the PC probabilities in this section for the cases $n=3$ and $n=4$, but as the sample size increases, the number of component distributions for the mixture representations grows rapidly. Thus the algorithm presented in here may not be feasible for computation. In these cases, Monte Carlo simulations may be preferable.

### 7.2 Simulation Study

In Tables 7.3-7.8, we present the PC probabilities comparing right censoring to other progressive censoring schemes for various sample sizes and proportion of censoring. Where possible we present all possible comparisons ( $n=5,6,7$ ), otherwise we present a broad selection of comparisons. All simulated probabilities were obtained with

| Constraints | Conditions | Cond. Prob. | Value |
| :--- | :---: | :---: | :---: |
| $a=\frac{1}{6} z_{3}$ | $a>0, b<0$ | $1-9 e^{-4}-4 e^{-3}$ | 0.3180 |
| $b=\frac{2}{3} z_{1}+\frac{2}{3} z_{2}+\frac{1}{2} z_{3}-2$ | $a<0, b>0$ | 0 | 0 |
| $a=\frac{1}{6} z_{3}-\frac{1}{3} z_{4}$ | $a>0, b<0$ | $\frac{1}{3}+4 e^{-3}+\frac{32}{3} e^{-\frac{9}{2}}-27 e^{-4}$ | 0.0783 |
| $b=\frac{2}{3} z_{1}+\frac{2}{3} z_{2}+\frac{1}{2} z_{3}+\frac{1}{3} z_{4}-2$ | $a<0, b>0$ | $4 e^{-3}+\frac{32}{3} e^{-\frac{9}{2}}-3 e^{-6}$ | 0.1563 |
|  | (a) $\pi\left(\theta_{\mathcal{S}}^{*}, \theta_{\mathcal{R}_{1}}^{*}\right)$ | $\mathbf{0 . 5 5 2 6}$ |  |
|  |  |  |  |



1,000,000 Monte Carlo simulations.
We denote $\mathcal{S}=(0,0, \ldots, 0, n-r)$ as the usual Type-II right censoring scheme, and $\mathcal{R}$ as the alternative. The results for all tables seem to confirm the conjecture that right censoring is optimal in the Pitman closeness sense.

It is also of interest to note, that the near extremal scheme $\mathcal{T}=(0, \ldots, 0,1, n-r)$, for fixed $n$ and $r$, has the highest PC probability amongst all of the comparisons considered.

We can also note that when the sample size $n$ is fixed, the PC probabilities tend to increase as the censoring proportion increases. For a fixed number of censored items and an increasing number of failures, the PC probabilities tend to decrease but not rapidly. So for even moderate sample sizes, there are schemes that $\mathcal{S}$ is moderately better than, and seemingly none that it is worse than.

$$
\begin{array}{cccccc}
\hline i & 1 & 2 & 3 & 4 & \pi\left(\theta_{\mathcal{S}}^{*}, \theta_{\mathcal{R}}^{*}\right) \\
\hline \mathcal{R}_{1} & 1 & 0 & 0 & 0 & 0.5225 \\
\mathcal{R}_{2} & 0 & 1 & 0 & 0 & 0.5303 \\
\mathcal{R}_{3} & 0 & 0 & 1 & 0 & 0.5442 \\
\hline
\end{array}
$$

| $i$ | 1 | 2 | $\pi\left(\theta_{\mathcal{S}}^{*}, \theta_{\mathcal{R}}^{*}\right)$ |
| :---: | :---: | :---: | :---: |
| $\mathcal{R}_{1}$ | 4 | 0 | 0.5248 |
| $\mathcal{R}_{2}$ | 3 | 1 | 0.5519 |
| $\mathcal{R}_{3}$ | 2 | 2 | 0.5787 |
| $\boldsymbol{R}_{4}$ | 1 | 3 | 0.5969 |

(d) $r=2$

| $i$ | 1 | 2 | 3 | 4 | 5 | $\pi\left(\theta_{\mathcal{S}}^{*}, \theta_{\mathcal{R}}^{*}\right)$ | $i$ | 1 | 2 | 3 | 4 | $\pi\left(\theta_{\mathcal{S}}^{*}, \theta_{\mathcal{R}}^{*}\right)$ | $i$ | 1 | 2 | 3 | $\pi\left(\theta_{\mathcal{S}}^{*}, \theta_{\mathcal{R}}^{*}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{R}_{1}$ | 1 | 0 | 0 | 0 | 0 | 0.5143 | $\mathcal{R}_{1}$ | 2 | 0 | 0 | 0 | 0.5145 | $\mathcal{R}_{1}$ | 3 | 0 | 0 | 0.5157 |
| $\mathcal{R}_{2}$ | 0 | 1 | 0 | 0 | 0 | 0.5202 | $\mathcal{R}_{2}$ | 1 | 1 | 0 | 0 | 0.5155 | $\mathcal{R}_{2}$ | 2 | 1 | 0 | 0.5153 |
| $\mathcal{R}_{3}$ | 0 | 0 | 1 | 0 | 0 | 0.5280 | $\mathcal{R}_{3}$ | 1 | 0 | 1 | 0 | 0.5168 | $\mathcal{R}_{3}$ | 2 | 0 | 1 | 0.5341 |
| $\mathcal{R}_{4}$ | 0 | 0 | 0 | 1 | 0 | 0.5394 | $\mathcal{R}_{3}$ | 1 | 0 | 0 | 1 | 0.5384 | $\mathcal{R}_{3}$ | 1 | 2 | 0 | 0.5201 |
|  |  |  |  |  |  |  | $\mathcal{R}_{5}$ | 0 | 2 | 0 | 0 | 0.5167 | $\mathcal{R}_{5}$ | 1 | 1 | 1 | 0.5437 |
|  |  |  |  |  |  |  | $\mathcal{R}_{6}$ | 0 | 1 | 1 | 0 | 0.5226 | $\mathcal{R}_{6}$ | 1 | 0 | 2 | 0.5667 |
|  |  |  |  |  |  |  | $\mathcal{R}_{7}$ | 0 | 1 | 0 | 1 | 0.5478 | $\mathcal{R}_{7}$ |  | 3 | 0 | 0.5262 |
|  |  |  |  |  |  |  | $\mathcal{R}_{8}$ | 0 | 0 | 2 | 0 | 0.5593 | $\mathcal{R}_{8}$ | 0 | 2 |  | 0.5524 |
|  |  |  |  |  |  |  | $\mathcal{R}_{9}$ | 0 | 0 | 1 | 1 | 0.5594 | $\mathcal{R}_{9}$ | 0 | 1 | 2 | 0.5754 |
|  |  | (a) $r=5$ |  |  |  |  | (b) $r=4$ |  |  |  |  |  | (c) $r=3$ |  |  |  |  |

(a) $r=5$

| $i$ | 1 | 2 | 3 | 4 | $\pi\left(\theta_{\mathcal{S}}^{*}, \theta_{\mathcal{R}}^{*}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{R}_{1}$ | 1 | 0 | 0 | 0 | 0.5225 |
| $\mathcal{R}_{2}$ | 0 | 1 | 0 | 0 | 0.5303 |
| $\mathcal{R}_{3}$ | 0 | 0 | 1 | 0 | 0.5442 |


| $i$ | 1 | 2 | 3 | 4 | 5 | $\pi\left(\theta_{\mathcal{S}}^{*}, \theta_{\mathcal{R}}^{*}\right)$ | $i$ | 1 | 2 | 3 | $\pi\left(\theta_{\mathcal{S}}^{*}, \theta_{\mathcal{R}}^{*}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{R}_{1}$ | 10 | 0 | 0 | 0 | 0 | 0.5063 | $\mathcal{R}_{1}$ | 12 | 0 | 0 | 0.5065 |
| $\mathcal{R}_{2}$ | 9 | 1 | 0 | 0 | 0 | 0.5059 | $\mathcal{R}_{2}$ | 11 | 1 | 0 | 0.5089 |
| $\mathcal{R}_{3}$ | 8 | 2 | 0 | 0 | 0 | 0.5055 | $\mathcal{R}_{3}$ | 10 | 2 | 0 | 0.5107 |
| $\mathcal{R}_{4}$ | 8 | 0 | 2 | 0 | 0 | 0.5067 | $\mathcal{R}_{4}$ | 8 | 2 | 2 | 0.5170 |
| $\mathcal{R}_{5}$ | 8 | 0 | 0 | 0 | 2 | 0.5099 | $\mathcal{R}_{5}$ | 7 | 3 | 2 | 0.5170 |
| $\mathcal{R}_{6}$ | 6 | 2 | 2 | 0 | 0 | 0.5063 | $\mathcal{R}_{6}$ | 6 | 3 | 3 | 0.5216 |
| $\mathcal{R}_{7}$ | 6 | 0 | 2 | 0 | 2 | 0.5095 | $\mathcal{R}_{7}$ | 5 | 4 | 3 | 0.5219 |
| $\mathcal{R}_{8}$ | 4 | 0 | 2 | 0 | 4 | 0.5163 | $\mathcal{R}_{8}$ | 7 | 0 | 5 | 0.5299 |
| $\mathcal{R}_{9}$ | 2 | 2 | 2 | 2 | 2 | 0.5130 | $\mathcal{R}_{9}$ | 5 | 7 | 0 | 0.5059 |
| $\mathcal{R}_{10}$ | 3 | 2 | 0 | 2 | 3 | 0.5151 | $\mathcal{R}_{10}$ | 6 | 0 | 6 | 0.5374 |
| $\mathcal{R}_{11}$ | 1 | 2 | 4 | 2 | 1 | 0.5109 | $\mathcal{R}_{11}$ | 4 | 4 | 4 | 0.5287 |
| $\mathcal{R}_{12}$ | 0 | 3 | 4 | 3 | 0 | 0.5089 | $\mathcal{R}_{12}$ | 5 | 2 | 5 | 0.5333 |
| $\mathcal{R}_{13}$ | 0 | 0 | 10 | 0 | 0 | 0.5058 | $\mathcal{R}_{13}$ | 0 | 7 | 5 | 0.5483 |
| $\mathcal{R}_{14}$ | 0 | 5 | 0 | 5 | 0 | 0.5088 | $\mathcal{R}_{14}$ | 5 | 0 | 7 | 0.5456 |
| $\mathcal{R}_{15}$ | 2 | 0 | 2 | 0 | 6 | 0.5279 | $\mathcal{R}_{15}$ | 3 | 4 | 5 | 0.5383 |
| $\mathcal{R}_{16}$ | 0 | 0 | 2 | 2 | 6 | 0.5439 | $\mathcal{R}_{16}$ | 3 | 3 | 6 | 0.5455 |
| $\mathcal{R}_{17}$ | 2 | 0 | 0 | 0 | 8 | 0.5430 | $\mathcal{R}_{17}$ | 2 | 3 | 7 | 0.5573 |
| $\mathcal{R}_{18}$ | 0 | 0 | 2 | 0 | 8 | 0.5551 | $\mathcal{R}_{18}$ | 2 | 2 | 8 | 0.5642 |
| $\mathcal{R}_{19}$ | 0 | 0 | 0 | 2 | 8 | 0.5607 | $\mathcal{R}_{19}$ | 0 | 2 | 10 | 0.5798 |
| $\mathcal{R}_{20}$ | 0 | 0 | 0 | 1 | 9 | 0.5623 | $\mathcal{R}_{20}$ | 0 | 1 | 11 | 0.5802 |


| ${ }^{i}$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | $\pi\left(\theta_{\mathcal{S}}^{*}, \theta_{\mathcal{R}}^{*}\right)$ | $i$ | 1 | 2 | 3 | 4 | 5 | $\pi\left(\theta_{\mathcal{S}}^{*}, \theta_{\mathcal{R}}^{*}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{R}_{1}$ | 5 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.5040 | $\mathcal{R}_{1}$ | 15 | 0 | 0 | 0 | 0 | 0.5046 |
| $\mathcal{R}_{2}$ | 4 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.5041 | $\mathcal{R}_{2}$ | 14 | 1 |  | 0 | 0 | 0.5047 |
| $\mathcal{R}_{3}$ | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 0.5069 | $\mathcal{R}_{3}$ | 7 | 0 | 1 | 0 | 7 | 0.5166 |
| $\mathcal{R}_{4}$ | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0.5052 | $\mathcal{R}_{4}$ | 5 | 0 | 5 | 0 | 5 | 0.5137 |
| $\mathcal{R}_{5}$ | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0.5064 | $\mathcal{R}_{5}$ | 3 | 3 | 3 | 3 | 3 | 0.5126 |
| $\mathcal{R}_{6}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 5 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.5042 | $\mathcal{R}_{6}$ | 0 | 5 | 5 | 5 | 0 | 0.5084 |
| $\mathcal{R}_{7}$ | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 3 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0.5044 | $\mathcal{R}_{7}$ | 0 | 2 | 11 | 2 | 0 | 0.5069 |
| $\mathcal{R}_{8}$ | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 1 | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0.5043 | $\mathcal{R}_{8}$ | 0 | 7 | 8 | 0 | 0 | 0.5035 |
| $\mathcal{R}_{9}$ | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0.5037 | $\mathcal{R}_{9}$ | 0 | O | 8 |  | 0 | 0.5058 |
| $\mathcal{R}_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |  | 0.5352 | $\mathcal{R}_{10}$ |  | 0 |  | 1 | 14 | 0.5620 |


| $i$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | $\pi\left(\theta_{\mathcal{S}}^{*}, \theta_{\mathcal{R}}^{*}\right)$ | $i$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | $\pi\left(\theta_{\mathcal{S}}^{*}, \theta_{\mathcal{R}}^{*}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{R}_{1}$ | 10 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.5047 | $\mathcal{R}_{1}$ | 13 | 0 | 0 | 0 | 0 | 0 | 0 | 0.5035 |
| $\mathcal{R}_{2}$ | 9 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.5040 | $\mathcal{R}_{2}$ | 12 | 1 | 0 | 0 | 0 | 0 | 0 | 0.5041 |
| $\mathcal{R}_{3}$ | 3 | 0 | 0 | 0 | 2 | 2 | 0 | 0 | 0 | 3 | 0.5075 | $\mathcal{R}_{3}$ | 5 | 0 | 0 | 3 | 0 | 0 | 5 | 0.5096 |
| $\mathcal{R}_{4}$ | 2 | 0 | 2 | 0 | 2 | 0 | 2 | 0 | 2 | 0 | 0.5056 | $\mathcal{R}_{4}$ | 2 | 2 | 2 | 1 | 2 | 2 | 2 | 0.5086 |
| $\mathcal{R}_{5}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0.5059 | $\mathcal{R}_{5}$ | 1 | 1 | 1 | 7 | 1 | 1 | 1 | 0.5072 |
| $\mathcal{R}_{6}$ | 0 | 0 | 0 | 0 | 5 | 5 | 0 | 0 | 0 | 0 | 0.5036 | $\mathcal{R}_{6}$ | 0 | 0 | 0 | 13 | 0 | 0 | 0 | 0.5041 |
| $\mathcal{R}_{7}$ | 0 | 0 | 0 | 3 | 4 | 3 | 0 | 0 | 0 | 0 | 0.5041 | $\mathcal{R}_{7}$ | 0 | 0 | 2 | 8 | 3 | 0 | 0 | 0.5037 |
| $\mathcal{R}_{8}$ | 0 | 2 | 0 | 2 | 0 | 2 | 0 | 2 | 0 | 2 | 0.5059 | $\mathcal{R}_{8}$ | 0 | 0 | 3 | 8 | 2 | 0 | 0 | 0.5039 |
| $\mathcal{R}_{9}$ | 0 | 0 | 1 | 1 | 3 | 3 | 1 | 1 | 0 | 0 | 0.5042 | $\mathcal{R}_{9}$ | 0 | 0 | 4 | 5 | 4 | 0 | 0 | 0.5050 |
| $\mathcal{R}_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 9 | 0.5441 | $\mathcal{R}_{10}$ | 0 | 0 | 0 | 0 | 0 | 1 | 12 | 0.5520 |


| $i$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | $\pi\left(\theta_{\mathcal{S}}^{*}, \theta_{\mathcal{R}}^{*}\right)$ | $i$ | 1 | 2 | 3 | 4 | 5 | $\pi\left(\theta_{\mathcal{S}}^{*}, \theta_{\mathcal{R}}^{*}\right)$ |  |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathcal{R}_{1}$ | 10 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.5024 | $\mathcal{R}_{1}$ | 25 | 0 | 0 | 0 | 0 | 0.5033 |  |
| $\mathcal{R}_{2}$ | 9 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.5016 |  | $\mathcal{R}_{2}$ | 24 | 1 | 0 | 0 | 0 | 0.5034 |
| $\mathcal{R}_{3}$ | 5 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 5 | 0.5050 | $\mathcal{R}_{3}$ | 12 | 0 | 1 | 0 | 12 | 0.5163 |  |
| $\mathcal{R}_{4}$ | 3 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 3 | 0.5036 | $\mathcal{R}_{4}$ | 10 | 0 | 5 | 0 | 10 | 0.5138 |  |
| $\mathcal{R}_{5}$ | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 0.5035 | $\mathcal{R}_{5}$ | 5 | 5 | 5 | 5 | 5 | 0.5119 |  |
| $\mathcal{R}_{6}$ | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0.5034 | $\mathcal{R}_{6}$ | 0 | 12 | 1 | 12 | 0 | 0.5019 |  |
| $\mathcal{R}_{7}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 5 | 5 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.5028 | $\mathcal{R}_{7}$ | 0 | 5 | 15 | 5 | 0 | 0.5070 |  |
| $\mathcal{R}_{8}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 2 | 4 | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.5027 | $\mathcal{R}_{8}$ | 1 | 5 | 13 | 5 | 1 | 0.5080 |  |
| $\mathcal{R}_{9}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 4 | 2 | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.5021 | $\mathcal{R}_{9}$ | 0 | 0 | 25 | 0 | 0 | 0.5028 |  |
| $\mathcal{R}_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 9 | 0.5306 | $\mathcal{R}_{10}$ | 0 | 0 | 0 | 1 | 24 | 0.5616 |  |


| $i$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | $\pi\left(\theta_{\mathcal{S}}^{*}, \theta_{\mathcal{R}}^{*}\right)$ | $\imath$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | $\pi\left(\theta_{\mathcal{S}}^{*}, \theta_{\mathcal{R}}^{*}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{R}_{1}$ | 15 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.5018 | $\mathcal{R}_{1}$ | 20 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.5034 |
| $\mathcal{R}_{2}$ | 14 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.5031 | $\mathcal{R}_{2}$ | 19 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.5024 |
| $\mathcal{R}_{3}$ | 5 | 0 | 0 | 0 | 0 | 0 | 0 | 5 | 0 | 0 | 0 | 0 | 0 | 0 | 5 | 0.5050 | $\mathcal{R}_{3}$ | 5 | 0 | 0 | 0 | 5 | 5 | 0 | 0 | 0 | 5 | 0.5061 |
| $\mathcal{R}_{4}$ | 3 | 0 | 0 | 3 | 0 | 0 | 3 | 0 | 0 | 3 | 0 | 0 | 3 | 0 | 0 | 0.5030 | $\mathcal{R}_{4}$ | 4 | 0 | 4 | 0 | 4 | 0 | 4 | 0 | 4 | 0 | 0.5045 |
| $\mathcal{R}_{5}$ | 0 | 0 | 3 | 0 | 0 | 3 | 0 | 0 | 3 | 0 | 0 | 3 | 0 | 0 | 3 | 0.5040 | $\mathcal{R}_{3}$ | 0 | 4 | 0 | 4 | 0 | 4 | 0 | 4 | 0 | 4 | 0.5064 |
| $\mathcal{R}_{6}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0.5040 | $\mathcal{R}_{6}$ | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 0.5052 |
| $\mathcal{R}_{7}$ | 0 | 0 | 0 | 0 | 0 | 3 | 3 | 3 | 3 | 3 | 0 | 0 | 0 | 0 | 0 | 0.5023 | $\mathcal{R}_{7}$ | 0 | 0 | 0 | 0 | 1 | 10 | 0 | 0 | 0 | 0 | 0.5018 |
| $\mathcal{R}_{8}$ | 0 | 0 | 0 | 0 | 0 | 0 | 5 | 5 | 5 | 0 | 0 | 0 | 0 | 0 | 0 | 0.5021 | $\mathcal{R}_{8}$ | 0 | 0 | 0 | 6 | 8 | 6 | 0 | 0 | 0 | 0 | 0.5016 |
| $\mathcal{R}_{9}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 15 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.5027 | $\mathcal{R}_{9}$ | 0 | 0 | 0 | 0 | 6 | 8 | 6 | 0 | 0 | 0 | 0.5025 |
| $\mathcal{R}_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 14 | 0.5359 | $\mathcal{R}_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 19 | 0.5439 |
| (c) $r=15$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | (d) $r=10$ |  |  |  |  |  |  |  |  |  |  |  |



## Chapter 8

## Conclusions and Further Work

In this thesis we have discussed inference under Type-II (right and doubly) and progressive Type-II censoring.

In Chapters 3 to 5 we have demonstrated how to obtain mixture representations for pooled order statistics based on multiple independent samples. We have shown how the marginal and bivariate representations can be used for nonparametric inference in the way of confidence intervals for quantiles, tolerance intervals, and prediction intervals. However, these mixture representations can be used efficiently wherever the results for regular order statistics is previously studied. In the case of TypeII censoring we have shown that there are significant gains in terms of coverage probability over the one-sample case. This gain is not clearly evident in progressive censoring.

However, the mixture distributions presented can be taxing in terms of computational power. As a result we suggested simulating the mixture weights. In the example considered in Chapter 4 we have shown that even with a small number of
simulations, the absolute and relative errors in the final estimated probabilities are very small. Since one is typically interested in large probabilities, then the absolute and relative errors are negligible. Thus, we suggest that this is an ideal method of obtaining the mixture weights for the representations in terms of regular order statistics when the number of samples, and/or the number of censored items is large. However, simulation is not always easy. The mixture representation in Theorem 5.1.1 is a nonconvex mixture of progressively censored samples. In some cases these correspond to an outcome in terms of the pooling of the samples. In others however, there is no clear interpretation of the component distributions in terms of the ordering of the complete or censored data.

We have briefly considered asymptotic results in Section 3.2.4. In particular we have shown that when the sample size is bounded uniformly, $F_{Z_{(r)}} \rightarrow 1$ as $B \rightarrow \infty$ regardless of the amount of censoring in each sample. This also applies to doubly Type-II censored samples in regards to $Z_{(1)}$ and $Z_{(r)}$. This result immediately applies to the progressively Type-II censoring case. However, in the progressive censoring scenario, there may not be any gain over the one sample case depending on the censoring schemes considered.

In Chapter 6 we have given some results concerning quantile estimation with PCOS, using Pitman's measure of closeness as an optimality criterion. We gave a symmetry result for the median, and for some special distributions gave explicit results. We considered numerical results with many censoring schemes and distributions
and noted that the Pitman's criterion is quite robust, with regards to the distribution, for central order quantiles. This is most notable for symmetric distributions.

Progressive censoring schemes are the focus of Chapter 7. In this chapter we discuss how one can use Pitman's measure of closeness to determine an optimal censoring scheme for determining the scale parameter of a single parameter exponential distribution. Since the marginal distribution of the BLUE in this case is free of the censoring scheme, one must consider other methods. We demonstrate how to obtain the PC probability comparing two schemes and do exact calculations, and simulate values for larger sample sizes. The results support the conjecture that right censoring is the scheme that produces a BLUE that is Pitman Closer than the BLUE generated by any other censoring scheme.

### 8.1 Further Work

There are many problems which have presented themselves for future consideration. While the nonparametric methods in Chapters 3 to 5 cover a variety of situations, one may ask how to include more information. For example, if we know that the underlying distribution is symmetric, are there simple ways of including this into the nonparametric intervals? How can one include information of covariates, perhaps concomitants?

In Section 3.2.4 we showed that the sample maximum from the pooled samples may have a non-degenerate distribution on the support of the underlying distribution. In such a case some subsequence either converges in probability to the lower endpoint
of the distribution, or has a non-degenerate distribution on the entire support. It is natural to ask what are necessary and/or sufficient conditions for the maximum to converge to the upper endpoint. Furthermore, can we normalize the maximum or central order statistics to obtain non-degenerate limiting distributions as with regular order statistics?

It also seems natural to consider an empirical type distribution based on the pooled data. A possible way to do this would be as $\widehat{F(x)}=\frac{n+1}{n} E_{Z_{(i)}}$ for $x \in\left[z_{(i)}, z_{(i+1)}\right)$, $i=1,2, \ldots \dot{r}-1$ and $\widehat{F(x)}=1$ for $x \geq z_{(\dot{r})}$. In the case of a complete sample this would be the standard empirical distribution function. Perhaps this can be used to obtain Kolmogorov-Smirnov type tests.

In Chapter 5 we consider a non-convex mixture distribution. There seems to be no clear way to sample from such a distribution. One would need to simulate as to provide an estimate which is a valid probability distribution function.

We leave one clear open problem in Chapter 7. That is, we have conjectured that right censoring produces a Pitman best scheme (and left censoring Pitman worst), can this be formalized?

We leave these questions open and look forward to the forthcoming answers, and questions yet to come.

## Appendix A

## Code for Chapter 3

function: qpxkn, qpziu, qpzi2

## input

$\mathrm{q} \quad$ The probability for the $q$-th quantile, $\xi_{q}$
$\mathrm{k} / \mathrm{l} \quad$ Lower/Upper bounds in terms of OS indices
$\mathrm{n}(\mathrm{N}) \quad$ The overall sample size
ii An integer vector of OS indices
weights A double vector of mixture probabilities (corresponding to ii)
ii1/ii2, and weights1/weights2 correspond to $Z_{\left(i_{1}\right)}$ and $Z_{\left(i_{2}\right)}$ respectively
output
Returns a double of $P\left(X_{k: n}<\xi_{q}<X_{l: n}\right) / P\left(\xi_{q}<Z_{(i)}\right) / P\left(Z_{\left(i_{1}\right)}<\xi_{q}<Z_{\left(i_{2}\right)}\right)$

1 qpxkn<-function $(\mathbf{q}, \mathrm{k}, \mathrm{l}, \mathrm{n})\{\operatorname{sum}(\operatorname{dbinom}(\mathrm{k}:(\mathrm{l}-1), \mathrm{n}, \mathbf{q}))\}$
$1 \begin{gathered}\text { qpziu<-function (ii }, \text { weights }, N, \mathbf{q})\{\operatorname{sum}(\text { weights } * \operatorname{sapply}(\text { ii }, q p x k n, q=q, k=0, n=N) \\ )\}\end{gathered}$

1 qpzi2<-function(ii1, ii2, weights1, weights2, $N, \mathbf{q})\{$ qpziu(ii2, weights2, $N, \mathbf{q})-$ qpziu(ii1, weights1,N,q)\}

| function: | samp2 |  |
| :--- | :--- | :--- |
|  |  | input |
| $\mathrm{m} / \mathrm{n}$ | Sample sizes | Number of observations (corresponding to $\mathrm{n} / \mathrm{m}$ ) |
| $\mathrm{s} / \mathrm{r}$ | Index for $i$-th pooled OS $Z_{(i)}$ |  |
| i |  | output |

Returns a matrix with 2 columns. The first column stores the index of an order statistic $X_{j: m+n}$. The second column stores the mixture weight $w_{i j}=P\left(Z_{(i)}=\right.$ $\left.X_{j: m+n}\right)$

```
samp2<-function(m,n,s,r, i){
```



```
    n) ,n[1])}
if(r<s){q<-c(m,n,s,r) ;m<-q[2];n<-q[1]; s<-q [4];r<-q[3]}
if(1<=i&&i<=min(r,s)){return(matrix (c(i,1), ncol=2))}
if(i<=max(r, s)){out<-cbind(i : (i+m-s),rep (0,m-s+1))
    for(l in (s+1):m){out[l-s+1,2]<-wikl(i-s+l,l+1,m+1,c(m,n))}
        out[1,2]<-1-sum(out[,2]);return(matrix(out,ncol=2))
    }
if (i<=r+s) {
top<-max(m-s,n-r)
out<-cbind(i:(i+top),rep(0,top+1))
for(l in (s+1):m){out[l-s+1,2]<-wikl(i-s+l,l+1,m+1,c(m,n))}
for(l in (r+1):n){out[l-r+1,2]<-out[l-r+1,2]+wikl(i-r+l,l+1,n+1,c(m,n))}
out[1,2]<-1-sum(out [,2])
return(matrix (out, ncol=2))
}
stop("i not valid")
}
```

function: wiklj
input
i $\quad$ The index such that $Z_{(j)}=X_{i: \dot{r}}$
$\mathrm{k} / \mathrm{l} \quad$ Vector containing the number of observed and unobserved items from each sample that fall below/above $Z_{(j)}$
j Vector of sample sizes
N Overall sample size
output
Returns a double with the weights $W_{\{i\},\{k\},\{l\},\{j\}}$ as in Chapter 3

```
wiklj<-function(i,k,l,j,N){
if (i<sum(k)|N-i<sum(l)) {return (0)}
exp(lgamma(i )+\operatorname{lgamma}(N-i+1)-sum(\operatorname{lgamma}(k+1))-sum(\operatorname{lgamma}(l+1))-\operatorname{lgamma}(i-
    sum(k))-\operatorname{lgamma}(N-i-sum(l)+1)-\operatorname{lgamma}(N+1)+\operatorname{sum}(\operatorname{lgamma}(j+1))+\operatorname{lgamma}(N-
    \operatorname{sum}(j)+1))
}
```

function: sampkall
input

| n | Vector of sample sizes |
| :--- | :--- |
| r | Vector of number of observations in each sample |
| i | Index for $i$-th pooled OS $Z_{(i)}$ |

i Index for $i$-th pooled OS $Z_{(i)}$
output
Returns a matrix with 2 columns. The first column stores the index of an order statistic $X_{j: r}$. The second column stores the mixture weight $w_{i j}=P\left(Z_{(i)}=X_{j: r}\right)$. This program is ONLY used for the case where $n_{b}=n, r_{b}=r, b=1,2, \ldots, B$.

```
sampkall<-function(n,r,i){
B<-length(n);N<-sum(n);R<-sum(r);nmr<-n-r
# Calculate combinations for sigmabprime
tempsbp<-vector("list",B-1); for(yy in 1:(B-1)){tempsbp[[yy]]<-combn(1:(B
    -1),yy)}
# Calculate combinations for b' and b''alpha
tempnmr<-vector("list",B); for(yy in 1:B){tempnmr[[yy]]<-1:(n[yy]-r[yy])}
tempr<-vector("list",B); for(yy in 1:B){tempr[[yy]]<-0:r[yy]}
# Main Loop
out<-cbind(i:N,0);b<-1
for(k in 1:r[1]){
    bdim<-1
    while(bdim<B&&sum(r [-b][1: bdim])<=i-k) {
        j<-1
        bweight<-B*choose(B-1,bdim)
        imkmRjp<-i-k-sum(r[-b][tempsbp[[bdim ]][, j ]])
```

function: sampk

> input
n Vector of sample sizes
r Vector of number of observations in each sample
i Index for $i$-th pooled OS $Z_{(i)}$

> output

Returns a matrix with 2 columns. The first column stores the index of an order statistic $X_{j: m+n}$. The second column stores the mixture weight $w_{i j}=P\left(Z_{(i)}=\right.$ $\left.X_{j: r}\right)$. This program will call sampkall or samp2 where appropriate

```
sampk<-function(n,r, i ){
if(i-floor(i)!=0){悉(" i not an integer, i set to", floor(i), "\n");i<-
    floor(i)}
if(any(n-floor(n)!=0)){cat("some n is not an integer, n set to", floor(n
    ),"\n");n<-floor(n)}
if(any(r-floor(r)!=0)){cat("some r is not an integer, r set to", floor(r
    ),"\n");r<-floor(r)}
B<-length (n);N<-sum(n);R<-sum(r )
# Terminating Conditions
if(B!=length(r)){stop("n and r not of same length")}
if(any (n<r)){stop("Some r value is less than its corresponding n")}
if (any (r<1)){stop("Some r value is less than 1")}
if (i<1){stop("invalid i, must be integer from 1 to sum of r")}
if(i>R){stop("i too large must be less than sum of r")}
# Sort n and r, first by r then within each r by n
temp1<-cbind(n,r)
temp1<-temp1[order (temp1[, 2], temp1[, 1]) ,]
n<-temp1[, 1]; r<-temp1[, 2]
# Merge complete samples into 1 sample and append as the last sample
mflag<-0
if (any (n==r ) ) {
    temp3<-which(n==r)
    r<-c(r[-temp3],sum(r [temp3]))
    n<-c(n[-temp3],sum(n[temp3]))
    Borig<-B;B<-length(r); mflag<-1
}
nmr<-n-r
# Special Cases
if (B==1){return(matrix (c(i, (1), ncol=2))}
if (B==2){return(samp2(n[1],n[2],r[1],r[2], i))}
if (length (unique (r))==1&length (unique (n))==1){return(sampkall (n,r,i))}
```

```
# Condition 1 - trivial
if(1<=i&i<=r [1]) {return(matrix (c(i,1), ncol=2))}
# Calculate weights for Repetitions of ( n-j, r_j)
nr<-rbind(n,r) ; weights<-rep (1,B)
for(yy in 1:(B-1)){
    if(weights[yy]!=0){
            for(zz in (yy+1):B){if(all(nr[,zz]==nr[,yy])){weights[c(yy,zz)]
        <-c(weights [yy]+1,0)}}
    }
}
# Calculate combinations for sigmabprime
tempsbp<-vector("list",B-1-mflag); for(yy in 1:(B-1-mflag)){tempsbp[[yy]]
    <-combn(1:(B-1-mflag),yy)}
if(mflag==1){tempsbp1<-vector(" list",B-1)
for(yy in 1:(B-1)){tempsbp1[[yy]]<-combn(1:(B-1),yy)}}
# Calculate combinations for b' and b''alpha
tempnmr<-vector(" list",B); for(yy in 1:B){tempnmr [[yy]]<-1:(n[yy]-r[yy])}
tempr<-vector("list",B); for(yy in 1:B){tempr[[yy]]<-0:r[yy]}
# Main Loop
out<-cbind(i:N,0)
if(mflag==1){ # When 1 (or more) complete sample(s) (i.e., mflag = 1)
for(b in 1:(B-1)){# Going over b where the bth sample is not complete
    if (weights [b] !=0){
        for(k in 1:r[b]){
        bdim<-1
                while( bdim< (B-1)&&sum(r [-b][1: bdim])<=i-k) {
                        for(j in 1:choose(B-2,bdim)){
        imkmRjp<-i-k-sum(r[-b][tempsbp [[bdim ]][, j ]])
            if(imkmRjp>=O&&i}-\textrm{k}<=\mathbf{R}-\textrm{r}[\textrm{b}]){ # Permutation b' satisfie
                condition
            tempind<-which(r[-c(b,B)][-tempsbp [[bdim ]][, j]]<imkmRjp)
            if(length(tempind)==0){ # Case with b',alpha empty
                            ##### b,'alpha empty b',beta non-empty
                xx<-as.matrix (expand.grid(tempnmr[-b][tempsbp [[bdim ]][, j ]]))
                for(yy in 1:(\operatorname{dim}(xx)[1])){
                        out[1+sum(xx[yy,]),2]<-out[1+sum(xx[yy ,]),2]+weights[b]*wiklj(i+
                        sum(xx[yy,]),c(k-1,r[-b][tempsbp [[bdim]][, j]]+xx[yy,]),c(n[b
                        ]-k,nmr[-b][tempsbp[[bdim]][,j]]-xx[yy,]),c(n[b],n[-b][
                        tempsbp [[bdim]][, j]]),N)
                }
            }
            else{ # Case with b,'alpha non-empty
            if(bdim+1+length(tempind)<B){ ##### b',alpha non-empty and b,'
                    beta non-empty
```

```
~
```

            xx<-as.matrix (expand.grid(c(tempnmr[-b][tempsbp [[bdim ]][, j ]],
    ```
            xx<-as.matrix (expand.grid(c(tempnmr[-b][tempsbp [[bdim ]][, j ]],
                        tempr[-b][-tempsbp[[bdim]][,j ]][tempind]) ))
                        tempr[-b][-tempsbp[[bdim]][,j ]][tempind]) ))
            if (length(tempind)==1){xx<-matrix (xx[which(xx[,- (1:bdim)]<=
            if (length(tempind)==1){xx<-matrix (xx[which(xx[,- (1:bdim)]<=
                    imkmRjp),], ncol=bdim+1)}
                    imkmRjp),], ncol=bdim+1)}
            if(length(tempind)>1){xx<-matrix(xx[which(apply(xx[, - (1:bdim)
            if(length(tempind)>1){xx<-matrix(xx[which(apply(xx[, - (1:bdim)
                ],1,sum)<=imkmRjp),],ncol=bdim+length(tempind))}
                ],1,sum)<=imkmRjp),],ncol=bdim+length(tempind))}
            for(yy in 1:(\boldsymbol{dim}(xx)[1])){
            for(yy in 1:(\boldsymbol{dim}(xx)[1])){
            out[1+sum(xx[yy,1:bdim]), 2]<-out[1+sum(xx[yy, 1: bdim]),2]+weights
            out[1+sum(xx[yy,1:bdim]), 2]<-out[1+sum(xx[yy, 1: bdim]),2]+weights
                        [b]*wiklj(i+sum(xx[yy,1:bdim]),c(k-1,r[-b][tempsbp[[bdim]][,
                        [b]*wiklj(i+sum(xx[yy,1:bdim]),c(k-1,r[-b][tempsbp[[bdim]][,
                    j]]+xx[yy,1:bdim],xx[yy,-(1:bdim)]),c(n[b]-k,nmr[-b][tempsbp
                    j]]+xx[yy,1:bdim],xx[yy,-(1:bdim)]),c(n[b]-k,nmr[-b][tempsbp
                        [[bdim]][, j]]-xx[yy, 1: bdim],n[-b][-tempsbp [[bdim ]][, j ]][
                        [[bdim]][, j]]-xx[yy, 1: bdim],n[-b][-tempsbp [[bdim ]][, j ]][
                tempind]-xx[yy,-(1:bdim)]),c(n[b],n[-b][tempsbp[[bdim]][, j
                tempind]-xx[yy,-(1:bdim)]),c(n[b],n[-b][tempsbp[[bdim]][, j
                ]],n[-b][-tempsbp [[bdim]][, j]][tempind]),N)
                ]],n[-b][-tempsbp [[bdim]][, j]][tempind]),N)
            }
            }
        }
        }
            else{ #### b',alpha non-empty and b''beta empty
            else{ #### b',alpha non-empty and b''beta empty
            xx<-as.matrix (expand.grid(c(tempnmr[-b][tempsbp [[bdim ]][, j]],
            xx<-as.matrix (expand.grid(c(tempnmr[-b][tempsbp [[bdim ]][, j]],
                tempr[-b][-tempsbp [[bdim]][, j]][tempind ])))
                tempr[-b][-tempsbp [[bdim]][, j]][tempind ])))
            if(length(tempind)==1){xx<-matrix (xx[which(xx[,- (1:bdim)]==
            if(length(tempind)==1){xx<-matrix (xx[which(xx[,- (1:bdim)]==
                imkmRjp),], ncol=bdim+1)}
                imkmRjp),], ncol=bdim+1)}
            if(length(tempind)>1){xx<-matrix (xx[which(apply (xx[, - (1: bdim)
            if(length(tempind)>1){xx<-matrix (xx[which(apply (xx[, - (1: bdim)
                ],1,sum)=imkmRjp),], ncol=bdim+length(tempind))}
                ],1,sum)=imkmRjp),], ncol=bdim+length(tempind))}
            for(yy in 1:(\operatorname{dim}(xx)[1])){
            for(yy in 1:(\operatorname{dim}(xx)[1])){
            out[1+\operatorname{sum}(xx[yy,1:bdim]), 2]<-out[1+sum(xx[yy, 1: bdim]),2]+weights
            out[1+\operatorname{sum}(xx[yy,1:bdim]), 2]<-out[1+sum(xx[yy, 1: bdim]),2]+weights
                [b]*wiklj(i+sum(xx[yy,1:bdim]),c(k-1,r[-b][tempsbp[[bdim]][,
                [b]*wiklj(i+sum(xx[yy,1:bdim]),c(k-1,r[-b][tempsbp[[bdim]][,
                j]]+xx[yy, 1: bdim],xx[yy, -(1:bdim)]), c(n[b]-k,nmr[-b][tempsbp
                j]]+xx[yy, 1: bdim],xx[yy, -(1:bdim)]), c(n[b]-k,nmr[-b][tempsbp
                [[bdim ]][, j]] - xx [yy , 1: bdim],n[-b][-tempsbp [[bdim ]][, j]][
                [[bdim ]][, j]] - xx [yy , 1: bdim],n[-b][-tempsbp [[bdim ]][, j]][
                tempind]-xx[yy,-(1:bdim)]),c(n[b],n[-b][tempsbp[[bdim]][, j
                tempind]-xx[yy,-(1:bdim)]),c(n[b],n[-b][tempsbp[[bdim]][, j
                ]],n[-b][-tempsbp [[bdim]][, j ]][tempind]),N)
                ]],n[-b][-tempsbp [[bdim]][, j ]][tempind]),N)
            }
            }
            }
            }
        }
        }
        }
        }
        bdim<-bdim+1
        bdim<-bdim+1
        }
        }
    }
    }
}
}
}
}
b<-B # Going over b = B where the sample is complete
b<-B # Going over b = B where the sample is complete
for(k in 1:r[b]){
for(k in 1:r[b]){
    bdim<-1
    bdim<-1
    while(bdim<B&&sum(r [-b][1: bdim])<=i-k) {
    while(bdim<B&&sum(r [-b][1: bdim])<=i-k) {
    for(j in 1:choose(B-1,bdim)){
    for(j in 1:choose(B-1,bdim)){
    imkmRjp<-i-k-sum(r[-b][tempsbp1[[bdim ]][, j ]])
    imkmRjp<-i-k-sum(r[-b][tempsbp1[[bdim ]][, j ]])
        if(imkmRjp>=0&&i-k<=\mathbf{R-r}[\textrm{b}]){ # Permutation b' satisfies condition
        if(imkmRjp>=0&&i-k<=\mathbf{R-r}[\textrm{b}]){ # Permutation b' satisfies condition
        tempind<-which(r[-b][- tempsbp1[[bdim ]][, j]] <imkmRjp)
        tempind<-which(r[-b][- tempsbp1[[bdim ]][, j]] <imkmRjp)
        if(length(tempind)==0){ # Case with b''alpha empty
```

        if(length(tempind)==0){ # Case with b''alpha empty
    ```
```

    if(bdim=B-1&&imkmRjp==0){ ##### b',alpha empty b''beta empty
    ```
    \(\mathrm{xx}<-\) as. matrix (expand.grid (tempnmr[-b]), ncol=bdim)
    for \((y y\) in \(1:(\operatorname{dim}(x x)[1]))\{\)
        out \([1+\operatorname{sum}(x x[y y]), 2]<\),- out \([1+\operatorname{sum}(x x[y y]), 2]+\), weights \([b] * w i k l j(i+\)
            \(\operatorname{sum}(x x[y y]),, c(k-1, r[-b]+x x[y y]),, c(n[b]-k, n m r[-b]-x x[y y]), n,\),
            N)
    \}
    \}
    if \((\) bdim<B-1) \#\#\#\#\# b', alpha empty \(b\) ','beta non-empty
    \(\mathrm{xx}<-\mathbf{a s} . \operatorname{matrix}(\) expand. \(\mathbf{g r i d}(\operatorname{tempnmr}[-\mathrm{b}][\) tempsbp1[[bdim\(]][, \mathrm{j}]])\) )
    for \((y y\) in \(1:(\operatorname{dim}(x x)[1]))\{\)
        out \([1+\operatorname{sum}(x x[y y]), 2]<\),- out \([1+\operatorname{sum}(x x[y y]), 2]+\), weights \([b] * w i k l j(i+\)
            \(\operatorname{sum}(x x[y y]),, \mathbf{c}(k-1, r[-b][\) tempsbp1 \([[b d i m]][, j]]+x x[y y]),, \mathbf{c}(n[b\)
            ]-k, nmr[-b][tempsbp1[[bdim ]][, j]]-xx[yy,]), c(n[b],n[-b][
            tempsbp1[[bdim]][, j]]),N)
    \}
\}
\}
else\{ \# Case with \(b\) '’alpha non-empty
    if \((\) bdim+1+length \((\) tempind \()<B)\{\quad \# \# \# \# \# b '\) 'alpha non-empty and \(b\) ', beta
        non-empty
    \(\mathrm{xx}<-\) as. . matrix (expand. \(\operatorname{grid}(\mathbf{c}(\) tempnmr \([-\mathrm{b}][\) tempsbp1[[bdim ]][, j\(]]\), tempr
            [-b][-tempsbp1[[bdim ]][, j]][tempind])))
        if \((\) length \((\) tempind \()==1)\{\mathrm{xx}<-\) matrix \((\mathrm{xx}[\) which \((\mathrm{xx}[,-(1:\) bdim \()]<=\) imkmRjp \()\)
            ,], ncol=bdim +1 ) \(\}\)
        if \((\) length \((\) tempind \()>1)\{\mathrm{xx}<-\operatorname{matrix}(\mathrm{xx}[\) which \((\operatorname{apply}(\mathrm{xx}[,-(1:\) bdim \()], 1\),
            sum) \(<=\) imkmRjp ) ,], ncol=bdim+length (tempind)) \(\}\)
    for \((\mathrm{yy}\) in \(1:(\operatorname{dim}(\mathrm{xx})[1]))\{\)
    out \([1+\operatorname{sum}(\mathrm{xx}[\mathrm{yy}, 1: \operatorname{bdim}]), 2]<-\) out \([1+\operatorname{sum}(\mathrm{xx}[\mathrm{yy}, 1: \operatorname{bdim}]), 2]+\) weights \([\mathrm{b}\)
            ]*wiklj (i+sum (xx \([y y, 1: \operatorname{bdim}]), \mathbf{c}(k-1, r[-b][\) tempsbp1[[bdim]][, j
            ]] \(+\mathrm{xx}[\mathrm{yy}, 1: \operatorname{bdim}], \mathrm{xx}[\mathrm{yy},-(1: \operatorname{bdim})]), \mathbf{c}(\mathrm{n}[\mathrm{b}]-\mathrm{k}, \mathrm{nmr}[-\mathrm{b}][\) tempsbp1[[
            \(\operatorname{bdim}]][, \mathrm{j}]]-\mathrm{xx}[\mathrm{yy}, 1: \operatorname{bdim}], \mathrm{n}[-\mathrm{b}][-\) tempsbp \(1[[\operatorname{bdim}]][, \mathrm{j}]][\) tempind
            ]-xx[yy, \(-(1: \operatorname{bdim})]), \mathbf{c}(\mathrm{n}[\mathrm{b}], \mathrm{n}[-\mathrm{b}][\) tempsbp1[[bdim\(]][, \mathrm{j}]], \mathrm{n}[-\mathrm{b}][-\)
            tempsbp1[[bdim]][, j]][tempind]) ,N)
    \}
\}
    else\{ \#\#\#\#\# b',alpha non-empty and b',beta empty
    \(\mathrm{xx}<-\mathbf{a s} . \operatorname{matrix}(\operatorname{expand} . \operatorname{grid}(\mathbf{c}(\) tempnmr[-b][tempsbp1[[bdim ]][, j]], tempr
        [-b][-tempsbp1[[bdim ]][, j]][tempind])))
    if \((\) length \((\) tempind \()==1)\{\mathrm{xx}<-\operatorname{matrix}(\mathrm{xx}[\) which \((\mathrm{xx}[,-(1:\) bdim \()]==\mathrm{imkmRjp})\)
        ,], ncol=bdim +1\()\}\)
    if \((\) length \((\) tempind \()>1)\{\mathrm{xx}<-\operatorname{matrix}(\mathrm{xx}[\) which \((\operatorname{apply}(\mathrm{xx}[,-(1:\) bdim \()], 1\),
        sum \()=\) imkmRjp) ,], ncol=bdim+length (tempind) \()\}\)
```
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```
            for(yy in 1:(\operatorname{dim}(xx)[1])){
```

            for(yy in 1:(\operatorname{dim}(xx)[1])){
            out[1+\operatorname{sum}(xx[yy,1:\operatorname{bdim}]),2]<-out[1+\operatorname{sum}(xx[yy,1:bdim ]),2]+\mathrm{ weights [b}
            out[1+\operatorname{sum}(xx[yy,1:\operatorname{bdim}]),2]<-out[1+\operatorname{sum}(xx[yy,1:bdim ]),2]+\mathrm{ weights [b}
                        ]*wiklj(i+\operatorname{sum}(xx[yy,1:bdim]), c(k-1,r[-b][tempsbp1[[[bdim ]][, j
                        ]*wiklj(i+\operatorname{sum}(xx[yy,1:bdim]), c(k-1,r[-b][tempsbp1[[[bdim ]][, j
                        ]]+xx[yy,1:bdim], xx [yy, -(1:bdim)]), c(n[b]-k,nmr[-b][tempsbp1[[
                        ]]+xx[yy,1:bdim], xx [yy, -(1:bdim)]), c(n[b]-k,nmr[-b][tempsbp1[[
                        bdim ]][, j]]-xx[yy,1: bdim ], n[-b][-tempsbp1[[bdim ]][, j ]][tempind
                        bdim ]][, j]]-xx[yy,1: bdim ], n[-b][-tempsbp1[[bdim ]][, j ]][tempind
                        ]-xx[yy, -(1:\operatorname{bdim})]), c(n[b],n[-b][tempsbp1[[bdim ]][, j]],n[-b][-
                        ]-xx[yy, -(1:\operatorname{bdim})]), c(n[b],n[-b][tempsbp1[[bdim ]][, j]],n[-b][-
                tempsbp1[[bdim ]][,j ]][tempind]),N)
                tempsbp1[[bdim ]][,j ]][tempind]),N)
            }
            }
        }
        }
        }
        }
    }
    }
    bdim<-bdim}+
    bdim<-bdim}+
    }
}
}
}
}
}
if(mflag!=1){ \# When all samples have censoring)
if(mflag!=1){ \# When all samples have censoring)
for(b in 1:B){
for(b in 1:B){
if (weights [b] !=0) {
if (weights [b] !=0) {
for(k in 1:r[b]){
for(k in 1:r[b]){
bdim<-1
bdim<-1
while(bdim<B\&\&sum(r [-b][1:bdim ] )<=i-k) {
while(bdim<B\&\&sum(r [-b][1:bdim ] )<=i-k) {
for(j in 1:choose(B-1,bdim)){
for(j in 1:choose(B-1,bdim)){
imkmRjp<-i-k-sum(r [-b][tempsbp [[bdim ]][, j ]])
imkmRjp<-i-k-sum(r [-b][tempsbp [[bdim ]][, j ]])
if(imkmRjp>=0\&\&i-k<=\mathbf{R}-\textrm{r}[\textrm{b}]){ \# Permutation b, satisfies
if(imkmRjp>=0\&\&i-k<=\mathbf{R}-\textrm{r}[\textrm{b}]){ \# Permutation b, satisfies
condition
condition
tempind<-which(r[-b][-tempsbp [[bdim ]][, j]]<imkmRjp)
tempind<-which(r[-b][-tempsbp [[bdim ]][, j]]<imkmRjp)
if(length(tempind)==0){ \# Case with b''alpha empty
if(length(tempind)==0){ \# Case with b''alpha empty
if(bdim==B-1\&\&imkmRjp==0){ \#\#\#\#\# b''alpha empty b''beta empty
if(bdim==B-1\&\&imkmRjp==0){ \#\#\#\#\# b''alpha empty b''beta empty
xx<-as.matrix(expand.grid(tempnmr[-b]), ncol=bdim)
xx<-as.matrix(expand.grid(tempnmr[-b]), ncol=bdim)
for(yy in 1:(\operatorname{dim}(xx)[1])){
for(yy in 1:(\operatorname{dim}(xx)[1])){
out[1+\operatorname{sum}(xx[yy,]), 2]<-out[1+\operatorname{sum}(xx[yy,]),2]+weights[b]*wiklj(i+
out[1+\operatorname{sum}(xx[yy,]), 2]<-out[1+\operatorname{sum}(xx[yy,]),2]+weights[b]*wiklj(i+
\operatorname{sum}(xx[yy,]),c(k-1,r[-b]+xx[yy,]),c(n[b]-k,nmr[-b]-xx[yy,]),
\operatorname{sum}(xx[yy,]),c(k-1,r[-b]+xx[yy,]),c(n[b]-k,nmr[-b]-xx[yy,]),
n,N)
n,N)
}
}
}
}
if(bdim<B-1){ \#\#\#\#\# b','alpha empty b',beta non-empty
if(bdim<B-1){ \#\#\#\#\# b','alpha empty b',beta non-empty
xx<-as.matrix(expand.grid(tempnmr[-b ][tempsbp [[bdim ]][,j ]]))
xx<-as.matrix(expand.grid(tempnmr[-b ][tempsbp [[bdim ]][,j ]]))
for(yy in 1:(\boldsymbol{dim}(xx)[1])){
for(yy in 1:(\boldsymbol{dim}(xx)[1])){
out[1+\operatorname{sum}(xx[yy,]),2]<-out[1+\operatorname{sum}(xx[yy,]),2]+weights[b]*wiklj(i+
out[1+\operatorname{sum}(xx[yy,]),2]<-out[1+\operatorname{sum}(xx[yy,]),2]+weights[b]*wiklj(i+
sum(xx[yy,]), c(k-1,r[-b][tempsbp [[bdim ]][, j]]+xx[yy,]), c(n[b
sum(xx[yy,]), c(k-1,r[-b][tempsbp [[bdim ]][, j]]+xx[yy,]), c(n[b
]-k,nmr[-b][tempsbp [[bdim ]][, j]]-xx[yy,]),c(n[b],n[-b][
]-k,nmr[-b][tempsbp [[bdim ]][, j]]-xx[yy,]),c(n[b],n[-b][
tempsbp[[bdim ]][, j ] ] ) ,N)
tempsbp[[bdim ]][, j ] ] ) ,N)
}
}
}
}
}
}
else{ \# Case with b''alpha non-empty

```
        else{ # Case with b''alpha non-empty
```

| 189 | if $($ bdim+1+length $($ tempind $)<B)\{\# \# \# \# \# b, ' a l p h a ~ n o n-e m p t y ~ a n d ~ b, ' ~$ beta non-empty |
| :---: | :---: |
| 190 | $\mathrm{xx}<-\mathbf{a s} . \operatorname{matrix}(\text { expand } \cdot \operatorname{grid}(\mathbf{c}(\operatorname{tempnmr}[-\mathrm{b}][\text { tempsbp }[[\operatorname{bdim}]][, \mathrm{j}]],$ tempr[-b][- tempsbp [[bdim]][,j]][tempind]))) |
| 191 | $\begin{aligned} & \text { if }\left(\begin{array}{l} \text { length }(\text { tempind })=-1)\{\operatorname{xx}<- \text { matrix }(\operatorname{xx}[\text { which }(\operatorname{xx}[,-(1: \text { bdim })]<= \\ \text { imkmRjp }),], \text { ncol }=\text { bdim }+1)\} \end{array}\right. \end{aligned}$ |
| 192 | $\text { if }(\text { length }(\text { tempind })>1)\{\mathrm{xx}<- \text { matrix }(\mathrm{xx}[\text { which }(\operatorname{apply}(\mathrm{xx}[,-(1: \text { bdim })$ $], 1, \text { sum })<==\operatorname{mkmRjp}),], \text { ncol=bdim+length }(\text { tempind }))\}$ |
| 193 | for (yy in 1:( $\operatorname{dim}(\mathrm{xx})[1])$ ) $\{$ |
| 194 | out $[1+\operatorname{sum}(\mathrm{xx}[\mathrm{yy}, 1: \operatorname{bdim}]), 2]<-$ out $[1+\operatorname{sum}(\mathrm{xx}[\mathrm{yy}, 1: \operatorname{bdim}]), 2]+$ weights [b]*wiklj (i+sum(xx[yy, 1: bdim]), c(k-1,r[-b][tempsbp [[bdim]][, $\mathrm{j}]]+\mathrm{xx}[\mathrm{yy}, 1: \operatorname{bdim}], \mathrm{xx}[\mathrm{yy},-(1: \operatorname{bdim})]), \mathrm{c}(\mathrm{n}[\mathrm{b}]-\mathrm{k}, \mathrm{nmr}[-\mathrm{b}][$ tempsbp [[bdim ]][, j]]-xx[yy , 1: bdim ], n[-b][-tempsbp [[bdim ]][, j]][ tempind]-xx[yy,-(1:bdim)]), $\mathbf{c}(\mathrm{n}[\mathrm{b}], \mathrm{n}[-\mathrm{b}][$ tempsbp $[[\mathrm{bdim}]][\mathrm{j}, \mathrm{j}$ ]], n[-b][-tempsbp [[bdim]][, j]][tempind]),N) |
| 195 | \} ${ }^{\text {a }}$ |
| 196 | \} |
| 197 |  |
| 198 | else $\# \# \# \# \#{ }^{\text {b }}$ ', alpha non-empty and $b$ ', ${ }^{\text {eeta empty }}$ |
| 199 | $\mathrm{xx}<-$ as.matrix (expand. $\operatorname{grid}(\mathbf{c}($ tempnmr $[-\mathrm{b}][$ tempsbp [[bdim ]][, j$]]$, tempr [-b][-tempsbp [[bdim ]][, j]][tempind]) )) |
| 200 | if $(\underset{\text { length }}{\text { imkmRjp }})],$, ncol $=$ bdim +1$)\}$ matrix $(x x[$ which $(x x[,-(1: \operatorname{bdim})]==$ |
| 201 | if $($ length $($ tempind $)>1)\{\mathrm{xx}<-$ matrix $(\mathrm{xx}[$ which $(\operatorname{apply}(\mathrm{xx}[,-(1:$ bdim $)$ ], 1 , sum $)=$ imkmRjp) , ], ncol=bdim+length (tempind) ) $\}$ |
| 202 | for (yy in $1:(\operatorname{dim}(\mathrm{xx})[1]))\{$ |
| 203 | out $[1+\operatorname{sum}(\mathrm{xx}[\mathrm{yy}, 1: \operatorname{bdim}]), 2]<-$ out $[1+\operatorname{sum}(\mathrm{xx}[\mathrm{yy}, 1: \operatorname{bdim}]), 2]+$ weights [b]*wiklj (i+sum(xx[yy, 1: bdim]), c(k-1,r[-b][tempsbp [[bdim]][, $\mathrm{j}]]+\mathrm{xx}[\mathrm{yy}, 1: \operatorname{bdim}], \mathrm{xx}[\mathrm{yy},-(1: \operatorname{bdim})]), \mathrm{c}(\mathrm{n}[\mathrm{b}]-\mathrm{k}, \mathrm{nmr}[-\mathrm{b}][$ tempsbp [[bdim ]][, j]]-xx[yy, 1: bdim ], n[-b][-tempsbp [[bdim ]][, j]][ tempind]-xx[yy, -(1: bdim)]), c(n[b],n[-b][tempsbp[[bdim]][, j ]], n[-b][-tempsbp [[bdim]][, j]][tempind]),N) |
| 204 | \} |
| 205 | \} |
| 206 | \} |
| 207 | \} else\{break () \} |
| 208 | \} |
| 209 | bdim<-bdim+1 |
| 210 | \} |
| 211 | \} |
| 212 | \} |
| 213 |  |
| 214 |  |
| 215 | out [1, 2]<-1-sum(out [, 2]) ; out<-matrix (out [which(out [, 2] >0) , ], ncol=2,) |
| 216 | if (any (out $[, 2]<0))\{$ print ("Error has occurred some mixing probability is negative") \} |
| 217 | return(out) |
| 218 |  |

## Appendix B

## Code for Chapter 4

| function: | simdtiiw |
| :---: | :---: |
| input |  |
| iter | The number of iterations to estimate the mixture weights |
| n | A vector of sample sizes |
| $\mathrm{rL} / \mathrm{rU}$ | A vector of the number of Lower/Upper censored items |
| i | Vector of indices for the $i$-th pooled OS S $Z_{(i)}$ |
| p | A vector of quantiles for the uniform distribution |
| alpha | A value for confidence bands of a $100(1-\alpha) \%$ confidence interval output |
| A list of The nam $X_{j: \dot{r}}$ and | ngth equal to the length of $i$. In each list is a vector containing (i, $w_{i j}$ ). s of the vector are (" $\mathrm{i} ", \mathrm{M} \mathrm{j} "$ ), where j is the index of the order statistic $v_{i j}=P\left(Z_{(i)}=X_{j: r}\right)$ |

```
simdtiiw<-function(iter, n,rL,rU, i){
wdsim1<-function(){ # Simulation function for when length(i) = 1
temp<- c(NULL,NULL)
for(j in 1:B){temp<-rbind(temp, cbind(sort(runif(n[j])), c(if(rL[j]>0){rep
    (0,rL[j])},rep(1,n[j]-rL[j]-rU[j]),if(rU[j]>0){rep(0,rU[j])})))}
temp<-temp [order (temp [, 1]) ,]
which(cumsum(temp [, 2])=i ) [1]
}
wdsim1p<-function(){ # Simulation function for when length(i) > 1
temp<- c(NULL,NULL)
for(j in 1:B){temp<-rbind(temp, cbind(sort (runif(n[j])), c(if(rL[j]>0){rep
    (0,rL[j])},rep(1,n[j]-rL[j]-rU[j]),if(rU[j]>0){\operatorname{rep}(0,r\textrm{r}[\textrm{j}])})))}
temp<-temp[order (temp[,1]),]
out<-NULL
for(j in 1:length(i)){out<-c(out, which(cumsum(temp [, 2])==j)[1])}
return(out)
```

```
17|}
# Various
B<-length(n); i<-sort(unique(i))
# Sanitize input
```



```
    unique(floor(i))), "\n"); i<-floor(i)}
if(any(n-floor(n)!=0)){cat("some n is not an integer, n set to", floor(n
    ), "\n");n<-floor(n)}
if(any(rL-floor(rL)!=0)){悉(" some rL is not an integer, rL set to",
    floor(rL), "\n");rL<-floor(rL)}
if(any(rU-floor (rU)!=0)){cat("some rU is not an integer, rU set to",
    floor(rU), "\n");rU<-floor(rU)}
# Terminating conditions (i.e., invalid input)
if(B!=length(rL)){stop("n and rL not of same length")}
if(B!=length(rU)) {stop("n and rU not of same length")}
if(any (n<=rL+rU)) {stop("Some sample has no observed values (n<=rL+rU)")}
if (any (rL<0)) {stop("Some rL value is less than 0")}
if (any (rU<0)) {stop("Some rU value is less than 0")}
if(any (i<1)){stop("Some i is invalid, must be integer from 1 to number
    of observed values")}
if(any(i>sum(n-rL-rU))){stop("Some i is too large, must be no more than
    number of observed values")}
# output
if(length(i)==1){
    y<-i ; names(y)<-"i"; out<-vector("list",1)
    out[[1]]<-c(y,table(replicate(iter,wdsim1()))/iter)
    return(out)
}
if (length(i ) > 1){
    dat<-replicate(iter , wdsim1p()) ; out<-vector("list",length(i))
    for(j in 1:length(i)){y<-i[j]; names(y)<-"i"; out[[j]]<-c(y,table(dat[
        j,])/iter)}
    return(out)
    }
}
```


## function: simdtiip

> input
outeriter The number of outer iterations repeating the estimation
iter The number of iterations to estimate the mixture weights
$\mathrm{n} \quad$ A vector of sample sizes
$\mathrm{rL} / \mathrm{rU} \quad$ A vector of the number of Lower/Upper censored items
i Index for $i$-th pooled OS $Z_{(i)}$
$\mathrm{p} \quad \mathrm{A}$ vector of quantiles for the uniform distribution
alpha A value in $(0,0.5)$ for confidence bands of a $100(1-\alpha) \%$ confidence interval
output
A matrix with dimension length $(\mathrm{p}) \times 3$. The first/third columns give the lower/upper confidence bands and the second column gives the mean estimated probability of $\widehat{F_{Z_{(i)}}\left(\xi_{p}\right)}$

```
simdtiip<-function(outeriter,iter ,n,rL,rU,i , p=seq(0.01,0.99,by=0.01),
    alpha=0.002){
wdsim1<-function(){ # Simulation function for when length(i) = 1
temp<- c(NULL,NULL)
for(j in 1:B){temp<-rbind(temp, cbind(sort (runif(n[j])), c(if(rL[j]>0){rep
    (0,rL[j])},rep(1,n[j]-rL[j]-rU[j]),if(rU[j]>0){rep(0,rU[j])})))}
temp<-temp [\boldsymbol{order}(\operatorname{temp}[,1]),];\boldsymbol{return(which(cumsum(temp [, 2])=i)[1])}
}
wdsim1p<-function(){ # Simulation function for when length(i) > 1
temp<- c(NULL,NULL)
for(j in 1:B){temp<-rbind(temp, cbind(sort (runif(n[j])), c(if(rL[j]>0){rep
    (0,rL[j])},rep(1,n[j]-rL[j]-rU[j]),if(rU[j]>0){rep(0,rU[j])})))}
temp<-temp[order(temp[,1]),];out<-NULL; for(j in 1:length(i)){out<-c(out,
    which(cumsum(temp [, 2])==j)[1])}
return(out)}
simdtiiw1<-function(iter, n, rL,rU,i){ # Inner simulation function
if(length(i)==1){y<-i;names(y)<-"i";return(c)(y,table(replicate (iter,
    wdsim1()))/iter))}
if (length(i)>1){
dat<-replicate(iter,wdsim1p())
out<-list()
for(j in 1:length(i)){y<-i[j];names(y)<-"i";out[[j]]<-c(y,table(dat[j,])
    /iter)}
return(out)}
}
getp<-function(){ # Simulation subfunction - returns estimated
    quantiles P*_ 1,\ldotsP*_P
```

```
datw<-simdtiiw1(iter,n,rL,rU,i)[-1]
dati<-as.numeric(names(datw))
out<-NULL
for(j in 1:P){out<-c(out,qpziu(dati, datw,N,p[j]))}
return(out)
}
# Sanitize input
if(i-floor(i)!=0){cat("i is not an integer, i set to", floor(i), "\n");i
    <-floor(i)}
if(any(n-floor(n)!=0)){cat("Some n is not an integer, n set to", floor(n
    ),"\n");n<-floor(n)}
if(any(rL-floor(rL)!=0)){cat("Some rL is not an integer, rL set to",
    floor(rL),"\n");rL<-floor(rL)}
if(any(rU-floor(rU)!=0)){cat("Some rU is not an integer, rU set to",
    floor(rU),"\n");rU<-floor(rU)}
if(any (p<0)|any(p>1)){cat("Some p < 0 or p > 1, these p were removed","
    \n" ); p<-p [which(0<p&p<1)]}
# Various
B<-length(n);N<-sum(n)
# Terminating conditions (i.e., invalid input)
if(length(p)==0){stop("No valid p, include at least one quantile between
    0 and 1")} else{p<-sort (unique(p)); P<-length(p)}
if(B!=length(rL)){stop("n and rL not of same length")}
if(B!=length(rU)){stop("n and rU not of same length")}
if(any(n<=rL+rU)){stop("Some sample has no observed values (n<=rL+rU)")}
if(any (rL<0)){stop("Some rL value is less than 0")}
if(any (rU<0)){stop("Some rU value is less than 0")}
if(i<1){stop("i is invalid, must be integer from 1 to number of observed
    values")}
if(i>\operatorname{sum}(n-rL-rU)){stop("i is too large, must be no more than number of
    observed values")}
if(alpha<=0|alpha >=0.5){stop("alpha must be a number between 0 and 0.5")
    }
# Output
tempout<-replicate(outeriter,getp())
out<-matrix (0, ncol=3,nrow=P)
out [,1]<-apply(tempout,1,quantile,probs=alpha/2,type=4)
out [, 2]<-apply(tempout,1,mean)
out[,3]<-apply(tempout,1,quantile,probs=1-alpha/2,type=4)
out
}
```


## Appendix C

## Code for Chapter 5

The following function is also useful for Chapter 7.
function: prosch $\quad$ input

R The number of censored items
$r \quad$ The number of observed failures
output

A matrix where the rows are all possible censoring schemes given the number of observed and censored items. The number of columns is r .

```
1 prosch<-function(R,r){
2 if (R== ) {return(matrix (0, ncol=r, nrow=1))}
3 if (r==1){return(matrix (R, ncol=1,nrow=1))}
4 out<-NULL; for(i in R:0){out<-rbind(out, cbind(i, prosch(R-i,r-1)))}
return(out)
6 }
```


## function: ksprogsimos

input
i $\quad$ Vector of indices for $i$-th pooled OS $Z_{(i)}$
R List of censoring schemes
iter The number of iterations to estimate the mixture weights
output
A list of length equal to the length of $i$. In each list is a vector containing (i, $w_{i j}$ ). The names of the vector are (" $\mathrm{i} ", " \mathrm{j} "$ ), where j is the index of the order statistic $X_{j: \dot{r}}$ and $w_{i j}=P\left(Z_{(i)}=X_{j: \dot{r}}\right)$

```
ksprogsimos<-function(i,R,iter=1000000){
wdsim<-function() {
temp<-c(NULL,NULL)
for(j in 1:B){
    tdat<-sort(runif(n[j]));qdat<-tdat;datx<-double(r[j])
    if (r [j]>1){
        for(jj in 1:(r[j]-1)){
        datx[jj]<-tdat[1]; tdat<-tdat[-1];if(R[[j]][jj]>0){tdat<-tdat[-sample
            (1:length(tdat),R[[j]][jj])]}
    }
}
    datx[r[j]]<-tdat[1]
    tindex<-match(datx, qdat)
    zo<-rep(0,n[j]); zo[tindex]<-1
temp<-rbind(temp, cbind(qdat,zo))
}
temp<-temp [order(temp [,1]) ,]
return(match(i ,cumsum(temp [, 2]) ))
}
# Get number of schemes, sanitize input
B<-length (R)
for(j in 1:B){if(any(R[[j]]!=floor (R[[j]]))){\boldsymbol{cat}("Some censoring amount
    is not an integer, R set to floor(R)", "\n");R[[j]]<-floor(R[[j]])
    }}
# Extract information from schemes
r<-sapply (R, length);nmr<-sapply (R,sum);n<-r+nmr
# Merge complete samples
temp<-which(nmr==0)
if (length (temp)>1){
        R<-append(R[-temp], list (rep(0,sum(r [temp]))))
    r<-sapply (R, length); nmr<-sapply (R,sum) ; n<-r+nmr ;B<-length(R)
}
```

```
36
\# Make out
out<-matrix \((0, \operatorname{ncol}=2, \operatorname{nrow}=\operatorname{sum}(n)) ;\) out \([, 1]<-1: \operatorname{sum}(n) ; \operatorname{colnames}(\) out \()<-\mathbf{c}(" j:\)
    n", "w_j")
\# Calls
if \((\) length \((i)==1)\{\) out<-list (table (replicate (iter, wdsim () )) ) \}
if \((\) length \((i)>1)\{\) out<-apply (replicate \((\) iter, \(\operatorname{wdsim}()), 1\), table \()\}\)
for (j in 1: length (i) ) \{out [[j]]<-out [[j]]/iter;out[[j]]<-c(i[j], out [[j]])
    ; names(out [ [ j ] ]) [1]<-"i" \(\}\)
return(out)
\}
```

function: elenexp, elenunif, elenlog
ini1/ini2 The output of ksprogsimos for $i_{1}$ and $i_{2}$
n The overall sample size
output
A double of the expected length for the interval $\left(Z_{\left(i_{1}\right)}, Z_{\left(i_{2}\right)}\right)$ for the standard exponential/Uniform(0,1)/standard logistic distribution

```
elenexp<-function(ini1, ini2,n=60){
exj<-cumsum(1/(n-1:n+1))
return(sum(ini2[-1]*exj[as.numeric(as.numeric(names(ini2)[-1]))]) - sum(
    ini1[-1]*exj[as.numeric(as.numeric(names(ini1)[-1]))]))
}
```

```
elenunif<-function(ini1, ini2,n=60){
uxj<-1:n/(n+1)
return(sum(ini2[-1]*uxj[as.numeric(as.numeric(names(ini2 )[-1]))])-sum(
    ini1[-1]*uxj[as.numeric(as.numeric(names(ini1)[-1]))]))
}
```

```
elenlog<-function(ini1, ini2,n=60){
lxj<-digamma(1:n)-digamma(n-1:n+1)
return(sum(ini2 [-1]*lxj [as.numeric(as.numeric(names(ini2)[-1]))])-sum(
    inil[-1]*lxj[as.numeric(as.numeric(names(ini1)[-1]))]))
4}
```


## function: ksprogsimpc

> input
i $\quad$ Index for $i$-th pooled OS $Z_{(i)}$
R List of censoring schemes
out All possible permutations of progressive censoring schemes given by R

Of length ( $1+\mathrm{i}$ ). First column is 0 (for weights)
Generated as a subset from prosch
iter The number of iterations to estimate the mixture weights output
The same matrix "out" (that is input) with the estimated mixture weights in column 1

```
ksprogsimpc<-function(i,R, out,iter =1000000){
wdsim<-function() {
alldat<-NULL
for(j in 1:B){
    tdat<-sort(runif(n[j]));qdat<-tdat;datx<-double(r[j])
    if(r[j]>1){
        for(jj in 1:(r[j]-1)){
        datx[jj]<-tdat[1]; tdat<-tdat[-1];if(R[[j]][jj]>0){tdat<-tdat[-sample
            (1:length(tdat),R[[j]][jj])]}
        }
}
    datx[r[j]]<-tdat[1]
    alldat<-cbind(alldat,rbind(datx,R[[j]]))
}
alldat<-alldat[,order(alldat[1,])]
alldat<-alldat[2,1:i]
for(j in 1:Lout){if(all(alldat=out[j,2:(i+1)])){return(j)}}
print(alldat)
}
# Out only up to i
out<-unique(out [, 1:(i+1)])
# Get number of schemes, sanitize input
B<-length (R)
for(j in 1:B){if(any(R[[j]]!=floor (R[[j]]))){\boldsymbol{cat}("Some censoring amount
    is not an integer, R set to floor(R)" , "\n");R[[j]]<-floor(R[[j]])
    }}
# Extract information from schemes
r<-sapply (R, length);nmr<-sapply (R,sum) ; n<-r+nmr;Lout<-dim(out) [ [ 1]]
temp<-factor(replicate(iter,wdsim()),levels=1:(\operatorname{dim}(out)[[1]]))
```

Chapter C - Code for Chapter 5

32 out [, 1]<-table(temp)/iter
33 return(out)
34 \}

## Appendix D

## Code for Chapter 6

The following code is written for Generalized Order Statistics (GOS) when $\gamma_{j} \neq-1$, for which progressive Type-II censoring is a special case. See Kamps and Cramer (2001) for a general overview of GOS, or Volterman et al. (2011) for a specific application in this case.

| function: | pitgosexp, pitgosunif, pitgosnorm, pitgoscauchy, pitgosskewn |  |  |  |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| input |  |  |  |  |  |  |
| i | The index of the PCOS $\left(X_{i: r: n}^{\mathcal{R}}\right)$ |  |  |  |  |  |
| m | The censoring scheme portion $\left(R_{1}, \ldots, R_{r-1}\right)$ |  |  |  |  |  |
| k | The final number of item removals plus $1, R_{r}+1$ |  |  |  |  |  |
| p | The probability for the $p$-th quantile, $\xi_{p}$ |  |  |  |  |  |
| tol | Tolerance for integration (cauchy and skew-norm only) |  |  |  |  |  |
| alpha | Skewness parameter (skew-norm only) |  |  |  |  |  |
| $\quad$ output |  |  |  |  |  |  |
| Returns a double of the SCP probability $\pi_{i: r: n}$ |  |  |  |  |  |  |

```
pitgosexp<-function(i,m,k,p){
Fxmki<-function(i){1-cjm1[i]*sum(aji [i,1:i]/gam[1:i]*(1-p)^gam[1:i])}
Aip1<-function(i) {temp<-Fxmki(i)
    for(j in 1:i){
        if (gam[j]==2*gam[i]){temp<-temp-cjm1[i]*(1-p)^(2*gam[i])*aji[i,j]*log
            (1-p)
    } else{temp<-temp+cjm1[i]*(1-p)^(2*gam[i])*aji[i,j]/(gam[j]-2*gam[i])*
        (1-(1-p)^(gam[j]-2*gam[i]))}}
return(temp)}
n<-length(m)+1
gam<-c(k+n-1:(n-1)+rev(cumsum(rev (m)) ),k)
cjm1<-cumprod(gam)
```

```
14 aji<-matrix (1, ncol=n, nrow=n)
```



```
    ])} else{1/\operatorname{prod}(\operatorname{gam}[1:jj][-j]-\operatorname{gam}[j])}}}
if(i==1){return(1-\operatorname{Aip}1(2))} else{if(i=n) {return(Aip1(n))} else{return(
    Aip1(i)-Aip1(i+1))}}
}
```

```
pitgosunif<-function(i,m,k,p){
Fxmki<-function(i){1-cjm1[i]*sum(aji[i,1:i ]/gam[1:i]*(1-p)^gam [1:i ] )}
Aip1<-function(i) {
if (p<0.5){ return(Fxmki(i - 1)-cjm1[i-1]*sum((2*(1-p))^(gam[1:(i - 1)])*aji [
    i - 1, 1:(i - 1)]*\operatorname{beta}(\operatorname{gam}[1:(i-1)]-\operatorname{gam}[i],gam[i]+1)*(pbeta (0.5,gam[i]+1,
    gam [1:(i - 1)]-\operatorname{gam}[i])-pbeta(1-0.5/(1-p),gam[i]+1,gam[1:(i-1)]-\operatorname{gam}[i])
    )))}
if (p>=0.5) {return(Fxmki(i-1)-cjm1[i-1]*sum((2*(1-p)) ^(gam[1:(i-1)])*aji [
    i - 1,1:(i - 1)]*beta (gam [1:(i - 1)]-gam[i ],gam[i]+1)*(pbeta (0.5,gam[i]+1,
    gam[1:(i - 1)]-\operatorname{gam}[i]))))}
}
n<-length (m)+1
gam<-c}(k+n-1:(n-1)+rev (cumsum(rev (m))),k
cjm1<-cumprod(gam)
aji<-matrix (1, ncol=n, nrow=n)
for(j in 1:n){ for( jj in 1:n){ aji[jj, j]<-if(jj<j){1/prod(gam[1:jj]-\operatorname{gam}[j
    ])} else{1/\operatorname{prod}(\operatorname{gam}[1:jj][-j]-\operatorname{gam}[j])}}}
if(i==1){return(1-Aip1(2))} else{ if(i=-n){return(Aip1(n))} else{return
    (Aip1(i)-Aip1(i+1)) }}
}
```

```
pitgosnorm<-function(i ,m,k,p){
chip<-qnorm(p)
Fxmki<-function(i){1-cjm1[i]*sum(aji [i, 1:i ]/gam[1:i ] *(1-p)^gam[1:i ])}
fpint<-function(u,jl){j<-jl [1];l<-jl[2];(1-u)^(gam[j]-gam[l]-1)*(1-pnorm
    (2*\operatorname{chip}-qnorm(u)))^(gam[l])}
Aip1<-function(i) {
pint<-NULL; for(j in 1:(i-1)){pint<-c(pint, integrate(fpint,0,p,
    subdivisions=10000,jl=c(j,i))$value)}
return(Fxmki(i-1)-cjm1[i-1]*sum(aji [i-1,1:(i - 1)]*pint[1:(i-1)]))}
n<-length(m)+1
```

```
\(13 \mid \operatorname{gam}<-\mathbf{c}(\mathrm{k}+\mathrm{n}-1:(\mathrm{n}-1)+\mathbf{r e v}(\mathbf{c u m s u m}(\mathbf{r e v}(\mathrm{m}))), \mathrm{k})\)
cjm1<-cumprod (gam)
aji<-matrix (1, ncol=n, nrow=n)
for \((\mathrm{j}\) in \(1: \mathrm{n})\{\boldsymbol{f o r}(\mathrm{jj}\) in \(1: \mathrm{n})\{\operatorname{aji}[\mathrm{jj}, \mathrm{j}]<-\mathrm{if}(\mathrm{jj}<\mathrm{j})\{1 / \operatorname{prod}(\operatorname{gam}[1: \mathrm{jj}]-\operatorname{gam}[\mathrm{j}\)
    ]) \(\} \operatorname{else}\{1 / \operatorname{prod}(\operatorname{gam}[1: \mathrm{jj}][-\mathrm{j}]-\operatorname{gam}[\mathrm{j}])\}\}\}\)
if \((\mathrm{i}==1)\{\boldsymbol{r e t u r n}(1-\operatorname{Aip} 1(2))\}\) else\{ \(\mathbf{i f ( i = n )}\{\boldsymbol{r e t u r n}(\operatorname{Aip} 1(n))\}\) else\{ return
    (Aip1 (i)-Aip1(i+1)) \}\}
\}
```

```
pitgoscauchy<-function(i ,m,k,p,tol=1e-10){
chip<-qcauchy(p)
Fxmki<-function(i){1-cjm1[i]*sum(aji[i,1:i]/gam[1:i]*(1-p)^gam[1:i])}
fpint<-function(u,jl){j<-jl[1];l<-jl[2];(1-u)^(gam[j]-\operatorname{gam}[1]-1)*(1-
    pcauchy(2*chip-qcauchy(u)))^(gam[1])}
Aip1<-function(i){
pint<-NULL; for(j in 1:(i-1)){pint<-c(pint,integrate(fpint,0,p,
    subdivisions=1000,rel.tol=tol, jl=c(j,i))$value)}
return(Fxmki(i-1)-cjm1[i-1]*sum(aji [i-1,1:(i-1)]*pint[1:(i-1)]))}
n<-length(m)+1
gam<-c(k+n-1:(n-1)+rev(cumsum(rev (m) ) ),k)
cjm1<-cumprod(gam)
aji<-matrix(1, ncol=n, nrow=n)
for(j in 1:n){for(jj in 1:n){aji[jj,j]<-if(jj<j){1/prod(gam[1:jj]-gam[j
    ])} else{1/\operatorname{prod}(\operatorname{gam}[1:jj][-j]-\operatorname{gam}[j])}}}
if(i==1){return(1-\operatorname{Aip}1(2))} else{ if(i=n){return(Aip1(n))} else{ return
    (Aip1(i)-Aip1(i+1)) }}
}
```

```
pitgosskewn<-function(i,m,k,p, alpha, tol=1e-10){
require(sn, quietly=TRUE)
chip<-qsn(p,shape=alpha,tol=tol)
Fxmki<-function(i){1-cjm1[i]*sum(aji[i,1:i]/gam[1:i]*(1-p)^gam[1:i])}
fpint<-function(u,jl){j<-jl [1];l<-jl [2];(1-u)^(gam[j]-gam[l]-1)*(1-psn(2
    *chip-qsn(u,shape=alpha,tol=tol),shape=alpha))^(gam[l])}
Aip1<-function(i){
pint<-NULL; for(j in 1:(i-1)){pint<-c(pint,integrate(fpint,0,p,
    subdivisions=1000,rel.tol=tol, jl=c(j,i))$value)}
return(Fxmki(i-1)-cjm1[i-1]*sum(aji [i-1,1:(i-1)]*pint[1:(i-1)]))}
```

```
12
\(13 \mathrm{n}<-\) length (m) +1
14 gam<-c \((\mathrm{k}+\mathrm{n}-1:(\mathrm{n}-1)+\mathbf{r e v}(\mathbf{c u m s u m}(\mathbf{r e v}(\mathrm{m}))), \mathrm{k})\)
15 cjm1<-cumprod (gam)
aji<-matrix (1, ncol=n, nrow=n)
for \((\mathrm{j}\) in \(1: \mathrm{n})\{\boldsymbol{f o r}(\mathrm{jj}\) in \(1: \mathrm{n})\{\operatorname{aji}[\mathrm{jj}, \mathrm{j}]<-\mathbf{i f}(\mathrm{jj}<\mathrm{j})\{1 / \operatorname{prod}(\operatorname{gam}[1: \mathrm{jj}]-\operatorname{gam}[\mathrm{j}\)
    ]) \(\} \operatorname{else}\{1 / \operatorname{prod}(\operatorname{gam}[1: \mathrm{jj}][-\mathrm{j}]-\operatorname{gam}[\mathrm{j}])\}\}\}\)
18
19
if \((\mathrm{i}==1)\{\boldsymbol{r e t u r n}(1-\operatorname{Aip} 1(2))\}\) else\{ \(\mathbf{i f}(\mathrm{i}=\mathrm{n})\{\boldsymbol{r e t u r n}(\operatorname{Aip} 1(\mathrm{n}))\}\) else\{ return
    (Aip1(i)-Aip1(i+1)) \}\}
20 \}
```


## Appendix E

## Code for Chapter 7

| function: | psen |
| :--- | :--- |
| input |  |
| N1,R2 | Number of iterations for simulation |
| The two censoring schemes to be compared |  |
|  | output |
|  |  |

```
psen<-function(N,R1,R2) {
if(length(R1)!=length(R2)|sum(R1)!=sum(R2)){stop("R's must be of same
    length and sum")}
m<-length(R1);n<-sum(R1)+m
count<-0
iter<-0
while (iter <N) {
    tdat<-sort(\boldsymbol{rexp}(n));tdat1<-tdat;tdat2<-tdat
    dat1<-rep(0,m); dat2<-rep(0,m); dat1[1]<-tdat [1]; dat2[1]<-tdat[1]
    tdat1<-tdat1[-1];if(R1[1]>0){tdat1<-tdat1[-sample(1:(n-1),R1[1])]}
    tdat2<-tdat2[-1];if(R2[1]>0){tdat2<-tdat2[-sample(1:(n-1),R2[1])]}
        if(m>2){for(j in 2:(m-1)){
            dat1[j]<-tdat1[1]; tdat1<-tdat1[-1];if(R1[j]>0){tdat1<-tdat1[-
                sample(1:length(tdat1),R1[j])]}
            dat2[j]<-tdat2[1]; tdat2<-tdat2[-1];if(R2[j]>0){tdat2<-tdat2[-
                    sample(1:length(tdat2),R2[j])]}
        }}
        dat1[m]<-tdat1[1]; dat2[m]<-tdat2[1]
xt1<-sum(dat1*(R1+1))/m; xt2<-sum(dat2*(R2+1))/m
    if(abs(xt1-1)<abs(xt2-1)){count<-count+1}
    iter<-iter+1
}
return(c(count,N-count)/N)
}
```


## Appendix F

## Glossary Chapters 3-5

| $\xi_{p}$ | the $p$-th quantile |
| :---: | :---: |
| $B$ | number of independent samples |
| $r_{b}, \dot{r}$ | the number of observed failures in the $b$-th sample/all $B$ samples |
| $n_{b}, n$ | sample size of the $b$-th sample ( $\left.n_{b}=r_{b}^{L}+r_{b}+r_{b}^{U}\right) /$ all $B$ samples |
| $\mathcal{R}^{(b)}$ | The censoring scheme for the $b$-th sample |
| $X_{b, k: n_{b}}^{\mathcal{R}^{(b)}}$ | the $k$-th PCOS from the $b$-th sample. |
| $\begin{aligned} & Z_{(i)}^{,\left(i, i_{b}\right.} \\ & \gamma_{\ell}^{(b)}, a_{i}^{(b)}(\ell), c_{\ell-1}^{(b)} \end{aligned}$ | the $i$-th order statistic from the pooled sample $(1 \leq i \leq \dot{r} \leq n)$ as defined in Section 1.2.3 for the $b$-th sample |
| $\mathcal{P}(S),\|S\|$ | The powerset/cardinality of a set $S$ |
| $\alpha$ | a set of indices such that sample $j \in \alpha$ if for some $k_{j}=0, \ldots, r_{j}-1$ then $X_{k_{j}: r_{j}: n_{j}}^{\mathcal{R}^{(j)}}<Z_{(i)}<X_{k_{b}+1: r_{b}: n_{b}}^{\mathcal{R}_{b}^{(j)}}$ |
| $\beta$ | a set of indices such that sample $j \in \beta$ if $X_{r_{j}: r_{j}: n_{j}}^{\mathcal{R}^{(j)}}<Z_{(i)}$ |
|  | Table F.1: Notation for Chapter 5 |


| $\xi_{p}$ | the $p$-th quantile |
| :---: | :---: |
| $B$ | number of independent samples |
| $r_{b}, \dot{r}$ | the number of observed failures in the $b$-th sample/all $B$ samples |
| $r_{b}^{L}, \dot{r}^{L}$ | the number of items left censored in the $b$-th sample/all $B$ samples |
| $r_{b}^{U}, \dot{r}^{U}$ | the number of items right censored in the $b$-th sample/all $B$ samples |
| $n_{b}, n$ | sample size of the $b$-th sample ( $\left.n_{b}=r_{b}^{L}+r_{b}+r_{b}^{U}\right) /$ all $B$ samples |
| $X_{b, k: n_{b}}$ | the $k$-th order statistic from the $b$-th sample. This is the $k-r_{b}^{L}$-th observed item in the $b$-th sample |
| $Z_{(i)}$ | the $i$-th order statistic from the pooled sample ( $1 \leq i \leq \dot{r} \leq n)$ |
| $\mathcal{A}$ | the set of indices excluding those corresponding to samples conditioned to be a specific pooled order statistic <br> (when $Z_{(i)}=X_{b, k: n_{b}}$ then $\mathcal{A}=\{1,2, \ldots, B\} \backslash\{b\}$ ) |
| $\left\{b_{L}^{\prime}\right\}$ | a subset of $\mathcal{A}$, such that some left censored items fall above $Z_{(i)}\left(Z_{\left(i_{1}\right)}\right)$ |
| $\left\{b_{L 1}^{\prime}\right\},\left\{b_{L 2}^{\prime}\right\}$ | a subset of $\left\{b_{L}^{\prime}\right\}$, such that the first observed failure is above/below $Z_{\left(i_{2}\right)}$ |
| $\left\{b_{U}^{\prime}\right\}$ | a subset of $\mathcal{A}$, such that some right censored items fall below $Z_{(i)}\left(Z_{\left(i_{2}\right)}\right)$ |
| $\left\{b_{U 1}^{\prime}\right\},\left\{b_{U 2}^{\prime}\right\}$ | a subset of $\left\{b_{U}^{\prime}\right\}$, such that the last observed failure is below/above $Z_{\left(i_{1}\right)}$ |
| $\left\{b_{U L}^{\prime}\right\}$ | a subset of $\mathcal{A}$, such that both left/right censored items fall above/below $Z_{\left(i_{1}\right)} / Z_{\left(i_{2}\right)}$ simultaneously. |
| $\left\{b^{\prime \prime}\right\}$ | the complement of all $\left\{b_{U}^{\prime}\right\},\left\{b_{U 1}^{\prime}\right\},\left\{b_{U L}^{\prime}\right\},\left\{b_{L}^{\prime}\right\}$, and $\left\{b_{L 1}^{\prime}\right\}$ in $\mathcal{A}$. All of the left/right censored items are below/above $Z_{(i)}\left(Z_{\left(i_{1}\right)} / Z_{\left(i_{2}\right)}\right)$. |
| $\sigma_{\left\{b^{\prime}\right\}}$ | All possible valid combinations of $\left\{b_{U}^{\prime}\right\}$ and $\left\{b_{L}^{\prime}\right\}\left(\left\{b_{U}^{\prime}\right\},\left\{b_{U 1}^{\prime}\right\}\right.$, $\left\{b_{U L}^{\prime}\right\},\left\{b_{L}^{\prime}\right\}$, and $\left.\left\{b_{L 1}^{\prime}\right\}\right)$. A combination $\sigma_{\left\{b^{\prime}\right\}}$ is valid if $P\left(Z_{(i)}=\right.$ $\left.X_{b, k: n_{b}} \mid \sigma_{\left\{b^{\prime}\right\}}\right\}>0$ |
| $c_{j}, c_{j}^{L}, c_{j}^{U}$ | the number of observed/left censored/right censored failures below $Z_{(i)}$ |
| $\dot{r}_{S}, \dot{c}_{S}$ | the sum of $r$ 's or $c$ 's restricted to the set of samples $S\left(\dot{r}_{S}=\dot{c}_{S}=0\right)$ |

Table F.2: Notation for Chapter 4
$B \quad$ number of independent samples
$n_{b} \quad$ sample size of the $b$-th sample
$r_{b} \quad$ the number of observed failures for the $b$-th Type-II right censored
sample ( $1 \leq r_{b} \leq n_{b}$ )
$n \quad$ the total sample size of all $B$ samples
$\dot{r} \quad$ the total number of observed failures from all $B$ samples
$X_{b, k: n_{b}} \quad$ the $k$-th order statistic from the $b$-th sample
$Z_{(i)} \quad$ the $i$-th order statistic from the pooled sample $(1 \leq i \leq \dot{r} \leq n)$
$\mathcal{A} \quad$ the set of indices excluding those corresponding to samples condi-
tioned to be a specific pooled order statistic
(when $Z_{(i)}=X_{b, k: n_{b}}$ then $\mathcal{A}=\{1,2, \ldots, B\} \backslash\{b\}$ )
$\left\{b^{\prime}\right\} \quad$ a subset of $\mathcal{A}$ where at least one censored value from these samples fall below $Z_{(i)}$ (or $Z_{\left(i_{2}\right)}$ when two pooled order statistics are specified)
$\left\{b_{1}^{\prime}\right\},\left\{b_{2}^{\prime}\right\} \quad\left\{b_{1}^{\prime}\right\}$ is a subset of $\left\{b^{\prime}\right\}$ such that the final observed value of the samples is below $Z_{\left(i_{1}\right)}$, and $\left\{b_{2}^{\prime}\right\}$ is the compliment of $\left\{b_{1}^{\prime}\right\} \in\left\{b^{\prime}\right\}$, where the final observed value falls between $Z_{\left(i_{1}\right)}$ and $Z_{\left(i_{2}\right)}$
$\left\{b^{\prime \prime}\right\} \quad$ the complement of $\left\{b^{\prime}\right\}$ in $\mathcal{A}$ where none of the censored values from these samples fall below $Z_{(i)}$
$\left\{b_{\alpha}^{\prime \prime}\right\},\left\{b_{\beta}^{\prime \prime}\right\} \quad\left\{b_{\beta}^{\prime \prime}\right\}$ is the subset of $\left\{b^{\prime \prime}\right\}$ such that the samples within are either complete $\left(r_{j}=n_{j}\right)$ or $r_{j} \geq i-k-\dot{r}_{\left\{b^{\prime}\right\}}$, and $\left\{b_{\alpha}^{\prime \prime}\right\}$ is the complement of $\left\{b_{\beta}^{\prime \prime}\right\} \in\left\{b^{\prime \prime}\right\}$
$\sigma_{\left\{b^{\prime}\right\}} \quad$ the collection of all valid sets $\left\{b^{\prime}\right\}$. a set $\left\{b^{\prime}\right\}$ is valid if $P\left(Z_{(i)}=X_{b, k: n_{b}} \mid X_{j, r_{j}: n_{j}}<X_{b, k: n_{b}}, j \in\left\{b^{\prime}\right\}\right)>0$
$\sigma_{\left\{b_{1}^{\prime}\right\}} \quad$ the collection of all valid subsets $\left\{b_{1}^{\prime}\right\} \in\left\{b^{\prime}\right\}$
given a valid set $\left\{b^{\prime}\right\}$, a set $\left\{b_{1}^{\prime}\right\} \subset\left\{b^{\prime}\right\}$ is valid if
$P\left(Z_{\left(i_{1}\right)}=X_{b_{o}, k_{1}: n_{b_{o}}}, Z_{\left(i_{2}\right)}=X_{b, k_{2}, n_{b}} \mid\left\{b^{\prime}\right\}\right.$ is valid, $X_{j_{1}, r_{j_{1}}: n_{j_{1}}}<$ $\left.X_{b_{o}, k_{1}: n_{b_{o}}}<X_{j_{2}, r_{j_{2}}: n_{j_{2}}}<X_{b, k_{2}: n_{b}}, j_{1} \in\left\{b_{1}^{\prime}\right\}, j_{2} \in\left\{b_{2}^{\prime}\right\}\right)>0$ (where $1 \leq k_{1}<k_{2} \leq n_{b}$ if $b_{o}=b$ )
$c_{j} \quad$ the number of censored values $\left(j \in\left\{b^{\prime}\right\}\right)$ or observed failures $(j \in$ $\left.\left\{b^{\prime \prime}\right\}\right)$ below $Z_{(i)}$ from sample $j$
$c_{j_{1}}, c_{j_{2}} \quad$ the number of censored values $\left(j \in\left\{b^{\prime}\right\}\right)$ or observed failures $(j \in$ $\left\{b^{\prime \prime}\right\}$ ) below $Z_{\left(i_{1}\right)}$ and between $Z_{\left(i_{1}\right)}$ and $Z_{\left(i_{2}\right)}$, respectively, from sample j
$\dot{r}_{S}, \dot{c}_{S} \quad$ the sum of $r_{b}$ 's and $c_{j}$ 's restricted over the set of indices $S$ (where $\dot{r}_{\emptyset}=\dot{c}_{\emptyset}=0$ )

Table F.3: Notation for Chapter 3
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[^0]:    ${ }^{1} \vec{n}=(10,10,10,10,10,10), \vec{r}=(9,9,9,9,8,8)$
    ${ }^{2} n=60, r=52$
    ${ }^{3} \vec{n}=(30,30), \vec{r}=(26,26)$

[^1]:    Table 6.2: SCP for uniform distribution $\left[\pi_{\ell: r: n}\left(\xi_{p}\right)\right]$

[^2]:    Table 6.2: SCP for uniform distribution $\left[\pi_{\ell: r: n}\left(\xi_{p}\right)\right]$

