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ABSTRACT

A critical factor in transit mode share analysis is the level of accessibility to transit services. The objective of this study is to investigate the relationships between accessibility and the built environment, and the use of transit. To do so, the proportion of transit users is modeled as a function of socio-economic characteristics, transit level of service, and built environment characteristics. While accessibility to transit has been the object of previous research, accessibility by transit is a factor that has received only limited attention in prior transit modal share research. The case study is the city of Hamilton, and the geographic unit of analysis is the Dissemination Area. A logistic model for proportions with a spatial filter (for spatial autocorrelation) and an over-dispersion parameter is found to provide the best fit and statistical properties. The results of analysis at the meso-scale show that accessibility by transit contributes positively to usage of transit. The possibility that factors at the micro-scale may also influence use of transit, suggests the development of a methodology, based on the use of spatial filtering, to systematically select walkability audit sites. The proposed methodology is demonstrated by means of a case study of neighborhoods in Hamilton. Statistical analysis of walkability audit information shows that the proposed selection strategy can be used to better target limited resources for field-based work, and produce valuable insights into the micro-level factors that may affect transit use.
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Chapter 1 Introduction

1.1. Built environment and travel behaviour

Studies pertaining to the association of built environment and travel behaviour have been a topic of great interest over the past decade (TRB and Institute of Medicine, 2005). Transport researchers have strived to answer the question of how different forms of urban development affect the travel behaviour of individuals. More specifically, a question of interest has been to figure out what type of urban design can promote walking and transit use and thereby reduce automobile dependence.

From this point of view, the concept of development that is capable of accommodating different forms of travel has been raised. This includes neo-traditional design, Transit Oriented Design, and Smart Growth. Neo-traditional design is now a part of the larger movement known as The New Urbanism. The New Urbanism is an international movement to raise our quality of life and standard of living by creating or altering the design of built environment into more compact, mixed-use, walkable communities composed of “the same components as conventional development, but assembled in a more integrated fashion, in the form of complete communities. These contain housing, work places, shops, entertainment, schools, parks, and civic facilities essential to the daily lives of the residents, all within easy walking distance of each other” (Demiroz, 2005, p. 22).
Smart Growth (also known as Compact City) is a general term with relatively similar concept of the New Urbanism. Smart Growth offers policies that concentrate urban growth as more mixed used, compact, walkable, and transit oriented land use development. Smart Growth policies are exercised to make a more vibrant and liveable community by making the community more competitive for new businesses, providing alternative places for shopping, and working, creating a better sense of place, providing more jobs for its residents, increasing property values, preserving open space, controlling growth, improving safety, and, overall, improving quality of life. The difference between Smart Growth and New Urbanism is in the geographic scale, for instance, Smart Growth policies are more applicable at the regional scale whereas New Urbanism is at the neighborhood scale.

Transit Oriented Development (TOD) is a particular category of New Urbanism and Smart Growth with more emphasis on transit use, walking, and cycling. It can be defined as residential and commercial centers designed to maximize people’s access by transit and non-motorized transportation, and with other features to enhance transit ridership. It is a simple way to shift some of the car trips to transit by land use mixing and non-motorized transportation improvements. High quality transit service has the potential to benefit accessibility and agglomeration in high density urban centers which supports the function of these regions. For example, activities/sites may be reached by walking or cycling if they are physically closer, and relatively distant activities may be reached by public transit. On the other hand, automobile dependent transportation conflicts with high
density urban areas as they are more space sensitive and require more land for roads and parking facilities (Boroski et al., 2002; Voith, 1998).

There is a belief that adopting the form of compact and mixed-use design advocated by Transit Oriented Design, New Urbanism, and Smart Growth, will result in increased pedestrian activity and transit use, and decreased dependency on the automobile. Previous studies (e.g. Hsiao et al. (1997)) already indicate that areas with higher land use density and grid street patterns provide better pedestrian access to transit than areas with irregular street patterns and lower land use density.

In addition to the issues typically associated with automobility, such as congestion, delays, and pollution, in recent years, the public health importance of physical activity has added urgency to the study of the relationships between the built environment and travel behaviour. Active travel (walking and cycling), and walking as a complement to using transit, are seen as important elements of active lifestyles. Active transport has potential health benefits in terms of reducing the risk of developing obesity, osteoporosis, depression, and some other chronic diseases (Gilmour, 2007; Tjepkema, 2006; Warburton et al., 2006). Suitable built environments are recognized as an important pre-condition for people to become more active. On the other hand, decentralized land use patterns push people towards the use of the automobile and reduced physical activity levels. There is a need, therefore, to develop a better understanding of the factors that influence travel behaviour, in particular with respect to use of transit, walking, and cycling.
1.2. Research challenges

Previous studies of the built environment and travel behaviour, more specifically transit shares, have been based on geo-referenced information. This allows researchers to consider spatial variables related to the built environment, and spatial relationships such as accessibility to transit. A factor that has received relatively limited attention is accessibility by transit, the main output of the transit system. In addition to providing opportunities, the use of spatial data also presents some analytical challenges, including the presence of spatial autocorrelation. Spatial autocorrelation is known to inflate or deflate the significance of regression coefficients, a fact compounded in models of proportions by over-dispersion. The cumulative effect leads to weaker, potentially misleading estimates of the travel behaviour. In this study, transit modal shares are modeled as a function of accessibility by transit in addition to local accessibility, built environment, and socio-economic variables. Furthermore, the effect of autocorrelation is treated using a spatial filtering approach while accounting for over-dispersion.

Modeling transit shares at the level of statistical areas can provide important information about the influence of accessibility and the built environment on travel behaviour at that scale of analysis. However, there is increasing interest on the effect of environments at more micro-level (i.e. pedestrian) scales. A challenge to develop a better understanding of micro-level environments is that data are seldom collected in a sufficiently broad and systematic fashion, and purposive data collection efforts tend to be time-consuming and resource-intensive. The use of a spatial filtering approach to model transit shares suggests the development of a method to systematically select walkability.
audit sites, in order to collect information about pedestrian-scale design features. The method can be applied to reduce the cost and duration of the project.

1.3. Objectives of the study

The objectives of this thesis are the following:

1) To assess the association of built environments and transit modal share.

2) To incorporate global accessibility (i.e. accessibility by transit) as a variable in the model along with transit level of service, built environments, and socio-economic characteristics.

3) To apply the concept of eigenvector based spatial filter to capture the effect of spatial autocorrelation as well as control for over-dispersion parameter for providing sharper inference to the model.

4) To develop an approach, based on the use of spatial filter, to systematically select walkability audit sites in order to collect pedestrian-scale design information.

1.4. Organization of the thesis

The remainder of this thesis is organized as follows.

Chapter 2 presents the modeling of transit modal share, using Dissemination Areas as the unit of analysis, against various socio-economic, transit level of service, and built environments characteristics. The case study is the City of Hamilton, in Canada. Substantively, the focus of the study is on accessibility by transit. Technically, the focus is
on capturing spatial autocorrelation and reducing the deleterious effects of over-dispersion. The results show that the model can provide sharper inference than alternatives that ignore either of these two statistical issues. Finally, more reliable results regarding accessibility by transit are generated, while the influence of some built environmental variables is disproved.

The focus of Chapter 3 is to propose a method to systematically select walkability audit sites. Walkability audits aim at obtaining information about micro-scale built environments that may have been missed by the meso-scale model, conducted at the level of statistical areas in Chapter 2. The core of the method is the spatial filtering approach used to control spatial autocorrelation. The filter, it is argued, captures relevant but omitted variables that follow a spatial pattern. Eight dissemination areas are selected using the proposed model-based strategy, and walkability audits conducted to collect the micro-scale design features of the selected areas. Statistical analysis (contingency tables and chi-squared tests of independence) are used to investigate the potential differences between areas with larger or smaller transit shares than expected according to the model.

Chapter 4, the last of this thesis, summarizes all the findings, clearly identifies the contributions of the thesis, and presents recommendations for future research.
Chapter 2 Accessibility to Transit, by Transit, and Mode Share

2.1. Introduction

Transit systems play an important role in urban public policy. They are increasingly seen as an essential element in policy packages that aim to reduce congestion, make more efficient use of road space, reduce pollution, and keep the lid on increasing energy consumption in the transportation sector (May et al., 2000). As such, they appear to be key to achieve overall environmental, economic, and social sustainability objectives.

Despite their potential contributions to urban policy objectives, transit systems suffer from the effects of a vicious circle. Falling patronage reduces revenue, and makes it more difficult for providers to offer a competitive transportation alternative without substantial subsidies. This vicious circle has in part been facilitated by urban development patterns that favour private mobility. Although these patterns have been evident for most of the past half century in North America, public transportation in Canada did not require subsidies until the 80s. Until 1975, revenue exceeded operating costs; for instance, in 1975, revenue was more than twice the cost of operation. This situation changed in the following decades. In 1985, the direct operation cost was slightly greater than the revenue and it continued to become worse in 1995 when direct operation cost was nearly double than the revenue. In 2005 operating costs in Canada exceeded revenue by a factor of almost three (American Public Transit Association, 2010). Despite substantial and increasing subsidies, transit ridership declined across the country from 1991 and finally stabilized in the later
years of the decade (Statistics Canada, 1999). Overall, the market share of transit travel across Canada, the proportion of workers who used the bus or subway to get to and from work, remained steady at about 12% between 1992 and 2005.

Several reasons can be advanced to explain this low uptake of public transit. A critical factor in transit mode share analysis is the level of accessibility to transit services (Murray, 2003; Ziari et al., 2007). Accessibility denotes the ease with which a given destination can be reached from an original location using a particular form of mobility (Handy and Niemeier, 1997). Accessibility to transit facilities has been explored in the past. This includes examinations of the built environment and levels of service of transit (Estupiñán and Rodriguez, 2008; O'Sullivan and Morrall, 1997; Rodriguez et al., 2009). Urban form is also believed to have an impact, since density thresholds must be met before transit becomes a feasible proposition (Cervero and Kockelman, 1997). An additional factor that remains to be more fully explored in the literature on transit patronage and modal shares is accessibility by transit. Analysis of mode shares with a focus on accessibility has tended to consider primarily the local conditions at the point of origin of trips, in other words, the ease of entering the system. This ease, it is contended, must be contrasted against the ease of reaching attractive destinations, in other words, the accessibility produced by the transit systems. In the case of commuting, this means the potential of reaching jobs using public transit. It is proposed then that while being able to find transit facilities locally is important (i.e. accessibility to transit), the places and opportunities that can be reached by transit (i.e. accessibility by transit) is also an important factor that has only recently begun to receive attention.
In this chapter, the implications of accessibility to transit and by transit for mode shares in the city of Hamilton, Canada, are investigated. The transit provider in the city is Hamilton Street Railway (HSR), and data are collected to indicate mode shares for the case of commuting to work. Socio-economic and demographic population attributes, transit level of service, and built environment variables are the explanatory variables in this study. Of particular interest for this research are the effects of accessibility to transit, and accessibility by transit, defined as the number of jobs that can be reached using HSR services. Modal share is analyzed in this research using a generalized linear (i.e. logistic) model for proportions.

This chapter makes the following contributions. Firstly, ‘accessibility by transit’ is calculated using a geographical information system; this variable is introduced as an explanatory factor in logistic regression models of modal share. Secondly, logistic regression is sensitive to the presence of over-dispersion, which makes the estimated variance to be artificially small, which leads to misleading inference. This condition may be caused to some extent by lack of independence. Thus, the second contribution of the chapter is to estimate a model that jointly considers over-dispersion and spatial autocorrelation, a manifestation of lack of independence in spatial data. Treatment of spatial autocorrelation is by means of eigenvector-based spatial filter (Griffith, 2000, 2003, 2004), used to remove autocorrelation from the residuals of logistic regression model. The results from the analysis in this chapter suggest that estimating an over-dispersion parameter alleviates to some extent the inflation of the variance, but that resolving the
autocorrelation situation leads to even sharper inference. This, it is argued, has important implications for model-based policy prescriptions.

2.2. Background

The factors that influence transit patronage and shares have been examined in previous research. These factors include the effect of demographic and socio-economic characteristics of travelers. With the exception of Loutzenheiser (1997) who found that higher income persons using BART in California are more likely to walk to transit stations to commute to central city jobs, income has mostly been shown to have a negative association with transit ridership (Hess, 2009; Hsiao et al., 1997; Taylor and Miller, 2003). A negative association with income was also found by Greenwald and Boarnet (2001) when regressed against non-work walking trips and by Cervero and Kockelman (1997) with non-work trips by all means except non-single occupant vehicle and non-work trips by non-personal vehicle.

Improving the level of service of transit has been shown to attract more commuters towards transit. Presence of transit stops, headway/service frequency, route density, presence of dedicated bus routes, and availability of bus schedule have been considered in previous transit ridership models. Most studies in general indicate a positive relationship of these factors with ridership or walking to transit stations (Alshalalfah and Shalaby, 2007; Cervero et al., 2009a; Cervero et al., 2009b; Johnson, 2003; Taylor et al., 2009). Taylor and Miller (2003) also show that service quality variables are positively and significantly related to ridership.
In addition to the level of service, a topic of current interest in the literature is the association between accessibility to transit services and use of transit. Accessibility to transit is influenced by factors relating to the built environment, usually described in terms of density, diversity, and design, i.e. the 3Ds of built environment (Cervero and Kockelman, 1997). The available evidence indicates that higher densities support public transit more than lower densities (Cervero et al., 2009a; Johnson, 2003; Taylor and Miller). Higher mixture of land use (Cervero et al., 2009b; Estupiñán and Rodriguez, 2008; Ewing, 1995; Frank and Pivo, 1995; Kitamura et al., 1997; Loutzenheiser, 1997), vertical mixed-use close to transit services (Johnson, 2003), and higher land use density (Greenwald and Boarnet, 2001; Hsiao et al., 1997) tend to support travel choices that include transit, walking, and car sharing. Accessibility to transit is enhanced by design factors, such as the presence of sidewalks, sidewalk width, sidewalk density, street density, and intersection density (e.g. Cervero and Kockelman, 1997; Cervero et al., 2009b; Guo, 2009; Hess et al., 1999; Kitamura et al., 1997; Rodriguez and Joo, 2004). Likewise, walking distance to and from the transit stop is negatively associated with transit ridership and pedestrian access to transit (Alshalalfah and Shalaby, 2007; Cervero et al., 2009a; Greenwald and Boarnet, 2001; Hess, 2009; Kitamura et al., 1997; Loutzenheiser, 1997; O'Sullivan and Morrall, 1997; Olszewski and Wibowo, 2005; Sanchez, 1999; Zhao et al., 2003). Alshalalfah and Shalaby (2007) have also found that transit users are willing to walk further to access subway lines than to access bus/streetcar routes.

Finally, of particular interest for this research is accessibility by transit, defined as the number of jobs within a determined time frame that can be accessed by transit.
Accessibility by transit has been extensively studied in the past. For instance, the effect of job accessibility by transit on employment participation (e.g. duration of welfare, employment status, and employment retention) has been studied, among others, by Sanchez (1999), Thakuriah and Metaxatos (2000), Cervero et al. (2002), Sanchez et al. (2004), Yi (2006), Alam (2009), and Matas et al. (2010). Transit-based accessibility has been compared to accessibility by car in other research, including Blumenberg and Ong (2001), Shen (2001), Hess (2005), Kawabata and Shen (2006, 2007), Kawabata (2009), and Benenson et al. (Benenson et al., 2010). Decision support systems have been developed to help improve accessibility by transit, for example, by Grengs (2004), Kamatu et al. (2007), Minocha et al. (2008), and Lei and Church (2010). On the other hand, accessibility by transit as a factor that influences transit ridership and shares has only recently begun to receive attention. For instance, Chow et al. (2007) found that the percentage of commuters in traffic analysis zones traveling by transit increases as regional accessibility to employment increases. Brown and Thompson (2008), in their study of transit patronage in Atlanta and its relationship to employment decentralization, found that the decline in transit patronage can be reduced by improving accessibility to decentralized jobs. Finally, Yanmaz-Tuzel and Ozbay (2010) found a positive relationship between city-wide monthly employment and transit ridership in New Jersey.

In the following analysis, the relationship between socio-economic and demographic variables, accessibility to transit, and accessibility by transit, on transit shares in Hamilton is investigated by using logistic regression.
2.3. Case study and data

Transit ridership varies significantly across urban areas in Canada. In large urban areas where the service is more accessible to commuters, the proportion of commuter by transit tends to be higher. Approximately 20% of workers in Canada’s six largest metropolitan areas used the bus or subway for part or all of their commute in 1992 and 2005 (Statistics Canada, 2006). The trends, moreover, have been positive if modest. According to the Canadian Census, the proportion of transit commuters increased slightly by 0.90% from 1996 to 2001; in contrast, the proportion of car users decreased by 0.67% over the same period. This slight reversal of fortunes, however, has not been observed everywhere. The region of interest, the city of Hamilton, in Ontario, is a case in point. Following decades of sprawling development, Hamilton had a lower rate of transit commuters at 9.40% and 9.28%, in 1996 and 2006 respectively, compared to the national average at 10.13% and 11.03%. Thus, while some small gains have been observed elsewhere, the situation in Hamilton continues to be that of a declining trend of transit commuters. As the city approaches a cross-road, including new transit investment plans, it is important to improve our understanding of the factors that make transit an attractive proposition to commuters.

Data for this study were collected from different sources. For land use information, the Hamilton parcel map for 2009 was obtained from the GIS Planning and Analysis Section, Planning and Economic Development Department, City of Hamilton. Other built

---

environment information such as number of street intersection, length of streets, length of sidewalk, and square footage of buildings have been provided by the GIS Services, Information Technology Services, City of Hamilton. Transit information was collected from the Hamilton Street Railway (HSR). The Hamilton Street Railway Company (HSR) is the Transit Division of the City of Hamilton, Public Works Department. A geographic file was made available that describes all bus routes for the Hamilton Street Railway (HSR) public transit system, as well as all the bus stops associated with each route. In addition, information for transit frequency at each bus stop level was provided. There are total thirty-three transit routes of HSR. Among these, three routes operate only in the summer. For this reason, these routes were not considered during preparation of transit related variables. Finally, counts of population, employment, residential dwelling, median household income, and commuter statistics by different modes of transportation were collected from the 2006 Census at the Dissemination Area (DA) level. This is the smallest publicly available Census geography.

Built environment variables were processed based on the above sources, using a Geographical Information System to extract the built environment variables at the DA level. For calculating the variable ‘square footage to parcel ratio’, parcels with no structure i.e. parcels with zero square footage have been excluded. All built environment variables have been defined as densities or counts. Land use mix, on the other hand, is a composite variable which was first used in the travel behavior research by Cervero (1988) and further developed and used by Frank and Pivo (1995) and Cervero and Kockelman (1997). Land
use mix is defined as a function of the different land uses within a given area using an entropy formulation as follows:

$$-\frac{1}{\ln(N)} \sum P_n \ln(P_n)$$

2.1

where $P_n$ is the proportion of land in the area used by type $n$, and $N$ is the total number of uses. For calculating land use mix in this paper, five types of land uses have been considered, namely residential, commercial, office, institutional, and parks/open spaces. Land use mix always has a range from 0 to 1. It informs us about the homogenous land use within the DA with values (or “with a value”) closer to 0 and the diversified land use with values closer to 1.

In many cases, the most proximate HSR facility may be across a DA boundary. In order to account for availability of HSR services in contiguous DAs spatially lagged versions of these variables are used for the analysis in addition to level of service (e.g. HSR route and density) and built environment (e.g. sidewalks) variables. A spatially lagged density variable $X^L$ is defined as follows:

$$X^L_i = \frac{\sum w_{ij}X_j}{\sum w_{ij}A_j}$$

2.2

where the lag of the variable at DA $i$ depends on the value of the variable at DAs $j$, $X_j$, and the areas at those locations $A_j$. A spatial weight $w_{ij}$ takes the value of 1 if DAs $i$ and $j$ are contiguous, and zero otherwise or if $i=j$. The lag of variables considered in this study are
namely, HSR route density, HSR stop density, HSR frequency density, street density, intersection density, and sidewalk density.

After preparing all variables, DAs with zero transit commuters and zero HSR stops were removed from the dataset. Descriptive statistics of all variables after removing DAs with zero transit commuters and zero HSR stops along with the definition of the variables are given in Table 2.1.
### Table 2.1 Variable definition and descriptive statistics.

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Variable definition</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pop_Den</td>
<td>Population density (number of population within DA / DA area in sq.km)</td>
<td>0.0</td>
<td>80922.0</td>
<td>4777.8</td>
<td>5390.3</td>
</tr>
<tr>
<td>logMHI</td>
<td>Logarithm of (median household income $\times 10^{-4}$)</td>
<td>-9.2</td>
<td>3.0</td>
<td>1.6</td>
<td>1.1</td>
</tr>
<tr>
<td>Stop_Den</td>
<td>Density of HSR stops (number of HSR stops within DA / DA area in sq.km)</td>
<td>0.0</td>
<td>759.0</td>
<td>23.5</td>
<td>41.1</td>
</tr>
<tr>
<td>Stop_Den\ L</td>
<td>Lag of the density of HSR stops</td>
<td>0.0</td>
<td>230.0</td>
<td>20.0</td>
<td>24.8</td>
</tr>
<tr>
<td>Route_Den</td>
<td>Density of HSR routes (length of HSR route in km within DA / DA area in sq.km)</td>
<td>0.0</td>
<td>85.0</td>
<td>3.8</td>
<td>6.7</td>
</tr>
<tr>
<td>Route_Den\ L</td>
<td>Lag of the density of HSR routes</td>
<td>0.0</td>
<td>55.0</td>
<td>3.5</td>
<td>5.7</td>
</tr>
<tr>
<td>Freq_Den</td>
<td>Density of HSR frequency (frequency of HSR within DA / DA area in sq.km)</td>
<td>0.0</td>
<td>42010.0</td>
<td>1328.0</td>
<td>2473.0</td>
</tr>
<tr>
<td>Freq_Den\ L</td>
<td>Lag of the density of HSR frequency</td>
<td>0.0</td>
<td>12795.0</td>
<td>1175.5</td>
<td>1502.3</td>
</tr>
<tr>
<td>Near_Dis</td>
<td>The nearest distance of HSR stop from the centroid of DA in meter</td>
<td>9.5</td>
<td>13612.0</td>
<td>389.4</td>
<td>1119.6</td>
</tr>
<tr>
<td>T_Employment</td>
<td>Number of total employment within DA</td>
<td>115.0</td>
<td>2525.0</td>
<td>488.0</td>
<td>243.7</td>
</tr>
<tr>
<td>Access_E</td>
<td>Number of jobs that can be reached from a DA $\times 10^{-4}$</td>
<td>0.0</td>
<td>17.0</td>
<td>1.3</td>
<td>1.5</td>
</tr>
<tr>
<td>LUM</td>
<td>Land use mix</td>
<td>0.0</td>
<td>1.0</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>SF_P_Ratio</td>
<td>Square footage of building within DA divided by plot area DA area within DA</td>
<td>0.0</td>
<td>1.0</td>
<td>0.3</td>
<td>0.1</td>
</tr>
<tr>
<td>SW_Den</td>
<td>Sidewalk density (length of sidewalks in km within DA / DA area in sq.km)</td>
<td>0.0</td>
<td>62.0</td>
<td>23.3</td>
<td>11.9</td>
</tr>
<tr>
<td>SW_Den\ L</td>
<td>Lag of sidewalk density</td>
<td>0.0</td>
<td>52.0</td>
<td>16.8</td>
<td>10.7</td>
</tr>
<tr>
<td>Inter_Den</td>
<td>Intersection density (number of intersection within DA / DA area in sq.km)</td>
<td>0.0</td>
<td>1034.0</td>
<td>61.7</td>
<td>69.6</td>
</tr>
<tr>
<td>Inter_Den\ L</td>
<td>Lag of the intersection density</td>
<td>0.5</td>
<td>172.0</td>
<td>36.1</td>
<td>26.3</td>
</tr>
<tr>
<td>Street_Den</td>
<td>Street density (length of streets in km within DA / DA area in sq.km)</td>
<td>0.5</td>
<td>25.0</td>
<td>12.7</td>
<td>4.9</td>
</tr>
<tr>
<td>Street_Den\ L</td>
<td>Lag of street density</td>
<td>1.0</td>
<td>20.0</td>
<td>10.0</td>
<td>4.7</td>
</tr>
<tr>
<td>Dwell_Den</td>
<td>Dwelling density (number of dwelling within DA / DA area in sq.km) $\times 10^{-3}$</td>
<td>0.0</td>
<td>4.0</td>
<td>0.2</td>
<td>0.3</td>
</tr>
</tbody>
</table>
2.4. Methods

2.4.1. Measuring accessibility by transit

A key variable in this analysis is accessibility by transit. In order to create this variable, a network dataset was created for each unique HSR route, including the stop information and direction of travel. Stop information gives the point of entry into the transit system and direction is used to calculate travel time to different destinations. Service areas were then developed for each of 2,936 bus stops, using a threshold of 30 minutes travel time and an average travel speed of 23 km per hour, but ignoring transfer time. The 30 min threshold was selected based on the average commute time by transit as calculated from the 2005 General Social Survey of Canada. Travel speed was obtained as the average speed of selected HSR routes in both directions, based on published timetable data. Service areas for each bus stop then were overlaid on the DA boundaries, and DAs reachable within the area coverage were identified. Combined with the employment statistics for DAs, the final outcome of the service area analysis was, for each stop, the number of jobs accessible from a given stop: in other words, a cumulative opportunities accessibility measure. These values at the stop level were further processed to eliminate duplicates (i.e. the same destination DA can be reached from two or more stops within an origin DA). Finally, all unique values were aggregated to produce the measures of accessibility to employment for each DA.

2.4.2. Logistic model for proportions

The outcome variable of interest is the proportion of transit commuters in DA $i$, relative to all commuters in DA $i$. The appropriate approach to model proportions is to
estimate a generalized linear regression. The model assumes that the outcome variable \( Y_i \) (the number of commuters by transit) is the result of a process with an underlying categorical variable (e.g. transit and non-transit). The underlying variable \( j \) at \( i \) \((y_{ij})\) is dichotomous and takes the value of 1 (i.e., if traveler \( j \) commutes by transit) and 0 (i.e., if the traveler uses other modes of transportation). Given \( n \) travelers at \( i \), the probability of observing exactly \( k \) transit users is given by the binomial distribution with parameter \( \pi \) (the probability of success):

\[
P(Y_i = k) = \binom{n_i}{k} \pi^k (1-\pi)^{n_k-k}
\]

The moments of this distribution are \( E[Y_i]=n\pi \) and \( var[Y_i]=n\pi(1-\pi) \). Given \( \pi \), it is possible to estimate \( Y_i \). A link function allows us to relate the mean of the distribution function (i.e. \( E[Y_i] \)) to a linear set of predictors. The logit link function is given by the ratio of the odds of success:

\[
\text{logit} (\pi) = \log \left( \frac{\pi}{1-\pi} \right) = \beta_0 + \sum_{j=1}^{k} \beta_j X_j
\]

The inverse transformation of the equation above is the well-known logistic function for modal share analysis (Ortúzar and Willumsen, 2001):
\[ \pi = \frac{e^{\beta_0 + \sum_{j=1}^{k} \beta_j x_j}}{1 + e^{\beta_0 + \sum_{j=1}^{k} \beta_j x_j}} \]

The probability of success (and consequently \( E[Y_i] \), the number of successes) can be calculated based on estimable coefficients \( \beta_0 \) and \( \beta_j \). The coefficients are estimated using maximum likelihood techniques.

### 2.4.3. Over-dispersion and spatial autocorrelation

As noted above, an important assumption is that the outcomes of the underlying variable are independent and identically distributed. Under such assumption, the mean and variance of the distribution depend on a single parameter (\( \pi \)), and the theoretical value of the variance is fixed by the estimation of the mean. In practice, the variance can be larger or smaller than its nominal (i.e. theoretically expected) value, leading to situations of over- and under-dispersion. Under-dispersion is extremely rare, but over-dispersion is more common, with some maintaining that nominal dispersion is in fact the exception (e.g. McCullagh and Nelder, 1989). Over-dispersion can be observed due to variations in success probabilities, which implies correlation between binary responses. This can be observed by noting that the variance of the process is given by:

\[
\text{var}(Y_i) = \sum_{j=1}^{n} \text{var}(y_{ij}) + \sum_{j=1}^{n} \sum_{k \neq j} \text{cov}(y_{ij}, y_{ik})
\]

The first term of the right-hand side is \( n \pi (1 - \pi) \), that is, the nominal variance. If the responses are correlated, the second term will be different from zero, and the variance of \( Y_i \)
will depart from its nominal value, i.e., \( \text{var}(Y_i) = \varphi n \pi (1-\pi) \), where \( \varphi \) is an over-dispersion parameter as follows (\( p \) is the number of parameters in the model):

\[
\varphi = \frac{1}{n-p} \sum \frac{(y-n\pi)^2}{n\pi(1-\pi)}
\]
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Clearly, when \( \varphi > 1 \) (i.e. there is over-dispersion), the nominal variance will be under-estimated, and the nominal interval of confidence will be too small. As a consequence some coefficients may appear to be significant when they are not.

Over-dispersion can happen due to clustering or hierarchical effects, for instance if the same individual is observed repeated times. In a spatial setting, a variable can be correlated across geographical units. This is the well-known autocorrelation effect discussed in spatial analysis (Cliff and Ord, 1969; Cliff and Ord, 1973, 1981; Getis, 2007, 2008), whereby the values of a spatially distributed variable display patterns of similarities (positive autocorrelation) or dissimilarities (negative autocorrelation) across space.

A way to deal with over-dispersion is to use the calculated over-dispersion factor to correct the intervals of confidence. While this can improve inference, the correction does not address the underlying causes of over-dispersion. Depending on the degree of over-dispersion, this factor can have an important effect on significance testing. If over-dispersion is caused by correlation between spatial responses, a possibility is to incorporate autocorrelation as part of the model. This can be done in a more or less straightforward fashion in the analysis of normally distributed variables by means of the auto-normal
model (Griffith, 2000) widely used in spatial econometric and statistics (Anselin, 1988; Griffith, 1988). In the case of generalized linear models, an alternative is to adopt a spatial filtering approach to remove residual autocorrelation by judiciously using latent map patterns. This is described next.

2.4.4. Eigenvector-based spatial filtering

Spatial autocorrelation in a variable $Y$ is commonly assessed by means of Moran’s $I$ coefficient, defined as (see Griffith and Layne, 1999):

$$ I = \frac{n}{\sum_{i} \sum_{j} w_{ij}} \frac{\sum_{i} \sum_{j} w_{ij} (y_i - \bar{y})(y_j - \bar{y})}{\sum_{i} (y_i - \bar{y})^2} $$
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where $\bar{y}$ is the mean of $Y$ and $w_{ij}$ is a spatial weight that codifies spatial relationships between spatially referenced observations, as noted above. It can be seen that the coefficient is a function of the spatial auto-covariance, normalized by the variance and the total connectivity in the system, relative to its size $n$. The spatial weights $w_{ij}$ can be arranged in matrix form to give a spatial lag operator $W$.

A spatial filtering approach has been proposed to capture spatial autocorrelation that depends on the eigenvector analysis of the spatial lag operator (Griffith, 2003). The eigenvector filtering approach is a nonparametric technique. It creates synthetic variables that act as surrogates of missing variables in the regression equation to remove the effect of spatial autocorrelation in the residuals. Eigenvectors for a spatial filter are derived from the
following square matrix obtained by transforming the spatial lag operator using a projection matrix:

\[
\left( I - \frac{II'}{n} \right) W \left( I - \frac{II'}{n} \right)
\]

Expression 2.9 is in fact part of the numerator of Moran’s I coefficient. The eigenvectors are mutually orthogonal and uncorrelated. Following the orthogonality property of eigenvector analysis, a remarkable feature of the eigenvectors obtained from Equation 2.9, described by Tiefelsdorf and Boots (1995) and Griffith (2004), is that each eigenvector represents a distinct map pattern, and the associated eigenvalues correspond to their degree of autocorrelation as measured by Moran’s I. Hence, the first eigenvector, \( E_1 \), is the set of numerical values that has the largest value of I achievable by any possible set of numerical values, for the arrangement of locations given the spatial lag operator. The second eigenvector is the set of numerical values that has the largest achievable I by any set of numerical values that is uncorrelated with \( E_1 \). This sequential construction of eigenvectors continues through \( E_n \), which is the set of numerical values that has the largest negative value of I achievable by any set of numerical values that is uncorrelated with the preceding \( n-1 \) eigenvectors.

As mentioned above, to capture spatial autocorrelation the eigenvector based spatial filtering approach provides synthetic variables as proxies to the missing variables along with all explanatory variables, therefore, the expression 2.4 can be rewritten as:
\[
\log_e \left[ \frac{\pi}{1 - \pi} \right] = \beta_0 + \sum_{j=1}^{k} \beta_j X_j + \phi S
\]

where \( S \) is a spatial filter constructed using a subset of the \( n \) eigenvectors chosen by some supervised selection criteria. Since the eigenvectors are uncorrelated, one possible procedure to select eigenvectors for the filter is based on a forward stepwise search procedure as follows:

1. Initialize an index value \( i=1 \) and an empty vector for the spatial filter \( S=[\ ] \); set \( X^\ast=X \).

2. Select eigenvector \( E_i \) as a candidate for inclusion in the model, and estimate the model \( Y = f \left( [X^\ast, E_i], [\beta, \theta] \right) + \varepsilon \).

3. If coefficient \( \theta \) is significant at a pre-determined level (e.g. \( p \leq 0.10 \)), then synthesize the eigenvector and the existing filter: \( S=S + \theta E_i \), and continue to step (4), otherwise, return to step (3).

4. Re-set matrix \( X^\ast \) as follows: \( X^\ast=[X, S] \), and estimate the model \( Y = f \left( X^\ast, \beta \right) + \varepsilon \).

5. Determine the degree of autocorrelation in the estimated residuals; if the normalized Moran’s coefficient is greater than 0.5, set \( i=i+1 \) and return to 3, otherwise end. The spatial filter is vector \( S \).

This stop criterion followed above is slightly less stringent than the normalized value of 0.1 used by Tiefelsdorf and Griffith (2007), but already associated with a non-significant level of residual autocorrelation (\( p > 0.40 \)). Using a stop criterion of 0.5 instead
of 0.1 means that the search will be somewhat more parsimonious and the filter will likely use fewer eigenvectors.

Construction of the filter can be achieved with simple linear combinations of eigenvectors, as discussed by Boots and Tiefelsdorf (2000). These authors note that for the case of combining two eigenvectors, the resulting map pattern is associated with a value of $I$ that is a weighted average of the two eigenvector autocorrelation coefficients. Further, the level of autocorrelation of the new vector must be contained in the interval defined by that of the two original eigenvectors. A proposal is to define the new eigenvector, $E_0$, as:

$$E_0 = \sin(\theta)E_j + \cos(\theta)E_k$$  \hspace{1cm} 2.11

for two eigenvectors $E_j$ and $E_k$ and some angle $\theta$. This specification results in a level of autocorrelation:

$$I_0 = \sin^2(\theta)I_j + \cos^2(\theta)I_k$$  \hspace{1cm} 2.12 

Equivalently, consider the following linear combination:

$$E_0 = aE_j + bE_k$$  \hspace{1cm} 2.13

with:
\[
\begin{align*}
\sin(\theta) &= \sqrt{\frac{a^2}{a^2+b^2}} \quad \text{and} \quad \cos(\theta) = \sqrt{\frac{b^2}{a^2+b^2}} \\
\end{align*}
\]

This implies that:

\[
I_0 = \frac{n}{I'W I} \left( aE_j + bE_k \right)' \left( I - \frac{I'I}{n} \right) W \left( I - \frac{I'I}{n} \right) (aE_j + bE_k) \\
= \frac{a^2}{a^2+b^2} I_j + \frac{b^2}{a^2+b^2} I_k
\]

The bivariate linear combination can be easily extended to a multivariate linear combination of the form:

\[
E_0 = \sum_{q=1}^{Q} \delta_q E_q
\]

for any subset \( Q \) of the \( N \) eigenvectors. The autocorrelation value of \( E_0 \) is given by:

\[
\frac{1}{\sum_{q=1}^{Q} \delta_q^2} \sum_{q=1}^{Q} \delta_q^2 I_q
\]

The above shows that a filter can be produced with an arbitrary level of autocorrelation.

2.5. Results and discussion

Spatial filtering, since it is based on conventional estimation routines once that the eigenvector analysis has been completed, can be easily implemented in commercial statistical packages. A suite of models is compared here that: 1) ignore over-dispersion and
autocorrelation; 2) estimate the over-dispersion parameter without the spatial filter; and 3) jointly estimate a dispersion parameter and use spatial filtering to control for autocorrelation. A specification search strategy was conducted beginning with an exhaustive model that included all explanatory factors, the significance of which was reassessed based on the search of eigenvectors for the spatial filter. Table 2.2 presents the model estimation results.
Table 2.2 Logistic regression parameter estimation in three different specifications.

<table>
<thead>
<tr>
<th>Variables</th>
<th>(1) No OD parameter and spatial filter</th>
<th>(2) OD parameter without spatial filter</th>
<th>(3) OD parameter with spatial filter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficients</td>
<td>p-value</td>
<td>Coefficients</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>--------------</td>
<td>---------</td>
<td>--------------</td>
</tr>
<tr>
<td>Constant</td>
<td>-2.54230</td>
<td>0.0000</td>
<td>-2.52545</td>
</tr>
<tr>
<td><strong>Socio-economic characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pop_Den</td>
<td>0.22681</td>
<td>0.0321</td>
<td>-</td>
</tr>
<tr>
<td>logMHI</td>
<td>-0.15273</td>
<td></td>
<td>-0.15426</td>
</tr>
<tr>
<td><strong>Transit Level of Service</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stop_Den</td>
<td>-0.00236</td>
<td>0.0000</td>
<td>-</td>
</tr>
<tr>
<td>Stop_Den^L</td>
<td>-0.02903</td>
<td>0.0000</td>
<td>-0.02979</td>
</tr>
<tr>
<td>Route_Den</td>
<td>-0.00830</td>
<td>0.0000</td>
<td>-0.01015</td>
</tr>
<tr>
<td>Route_Den^L</td>
<td>0.02791</td>
<td>0.0000</td>
<td>0.02839</td>
</tr>
<tr>
<td>Freq_Den</td>
<td>0.00047</td>
<td>0.0000</td>
<td>0.00049</td>
</tr>
<tr>
<td>Freq_Den^L</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Transit accessibility</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Near_Dis</td>
<td>-0.00010</td>
<td>0.0000</td>
<td>-0.00010</td>
</tr>
<tr>
<td>T_Employment</td>
<td>-</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Access_E</td>
<td>0.06439</td>
<td>0.0000</td>
<td>0.06588</td>
</tr>
<tr>
<td><strong>Built environment characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LUM</td>
<td>-</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>SF_P_Ratio</td>
<td>0.22681</td>
<td>0.0321</td>
<td>-</td>
</tr>
<tr>
<td>SW_Den</td>
<td>-0.00213</td>
<td>0.0322</td>
<td>-</td>
</tr>
<tr>
<td>SW_Den^L</td>
<td>-</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Inter_Den</td>
<td>-0.00034</td>
<td>0.0100</td>
<td>-</td>
</tr>
<tr>
<td>Inter_Den^L</td>
<td>-</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Street_Den</td>
<td>0.01424</td>
<td>0.0000</td>
<td>0.01379</td>
</tr>
<tr>
<td>Street_Den^L</td>
<td>0.01858</td>
<td>0.0000</td>
<td>0.01851</td>
</tr>
<tr>
<td>Dwell_Den</td>
<td>0.41141</td>
<td>0.0000</td>
<td>0.58641</td>
</tr>
<tr>
<td><strong>Spatial filter</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spatial Filter (14 eigenvectors)</td>
<td>-</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>N</td>
<td>761</td>
<td>761</td>
<td>761</td>
</tr>
<tr>
<td>pseudo-R2</td>
<td>0.307</td>
<td>0.301</td>
<td>0.450</td>
</tr>
<tr>
<td>φ</td>
<td>1 (assumed)</td>
<td>3.601 (estimated)</td>
<td>3.077 (estimated)</td>
</tr>
<tr>
<td>Moran's I (z)</td>
<td>6.225 (p&lt;0.0000)</td>
<td>6.195</td>
<td>0.292</td>
</tr>
</tbody>
</table>
The results indicate that under the assumption of the nominal level of dispersion and ignoring spatial autocorrelation, most variables are significant at the conventional 0.01 and 0.05 probability levels. The only exceptions are total employment, land use mix, and lag of sidewalk and intersection density. The results of the model would overall be comparable to previous findings in transit accessibility and ridership research. The results, however, are suspect since possible over-dispersion and significant residual autocorrelation (z-score of Moran’s coefficient is 6.225) are known to affect the variance and thus lead to misleading inference. In the second model specification, the over-dispersion parameter was estimated jointly along with the other logistic regression parameters. The estimated value of the dispersion parameter is high (3.601). This, of course, has important implications for inference. Once that over-dispersion is taken into account, and the standard errors are corrected, the significance of several variables is lost. This model, however, still displays a significant level of spatial autocorrelation, with a z-score of Moran’s coefficient of 6.195.

As seen in the table, residual autocorrelation has been successfully removed: examination of the residuals by means of Moran’s $I$ ($z=0.292$) shows that residual autocorrelation is no longer significant. In addition to capturing spatial autocorrelation, the filter also helps to reduce the value of the over-dispersion parameter from 3.601 to 3.077. The final model has a pseudo-$R^2$ value 0.450, which compares favourably to the fit of the previous models. In terms of inference, seven parameters are statistically significant in the final model of Table 2.2. In comparison, the first and second models had sixteen and ten significant variables respectively. Clearly, ignoring the parallel issues of over-dispersion and autocorrelation would cause to overstate the relevance of a number of variables in this
analysis, in particular with respect to level of service and the built environment. Any prescriptions based on these findings would likely be misleading and possibly ineffective.

The substantive findings of the analysis are now discussed in this section. In agreement with previous studies, it is found that median household income has a negative effect on the share of transit (Cervero and Kockelman, 1997; Greenwald and Boarnet, 2001; Hess, 2009; Hsiao et al., 1997; Taylor and Miller, 2003). This suggests that as household income increases, the members of that family will have more alternatives available, most likely private mobility, and will as a consequence use less transit. In a model with only lagged stop density, the variable has positive sign which was the priori expectation from previous studies (Alshalalfah and Shalaby, 2007; Cervero et al., 2009a; Cervero et al., 2009b; Johnson, 2003; Taylor et al., 2009). The nearest distance of bus stop from the centroid of the DA has the expected negative sign. Transit commuters usually walk from their home to the nearest transit stop. As this distance increases, they become less willing to walk to the transit stop (Alshalalfah and Shalaby, 2007; Cervero et al., 2009a; Greenwald and Boarnet, 2001; Hess, 2009; Kitamura et al., 1997; Loutzenheiser, 1997; O'Sullivan and Morrall, 1997; Olszewski and Wlbowo, 2005; Sanchez, 1999; Zhao et al., 2003). Also, as expected, dwelling density has positive sign which indicate transit ridership will be higher in areas with higher dwelling density (Cervero et al., 2009a; Johnson, 2003; Taylor and Miller, 2003). Higher density is one of the preconditions of Transit Oriented Development (TOD). A TOD neighbourhood typically has a center with a transit station or stop (train station, metro station, tram stop, or bus stop), surrounded by relatively high-density development with progressively lower-density development spreading outwards.
from the center. TODs generally are located within a radius of one-quarter to one-half mile (400 to 800 meters) from a transit stop, as this is considered to be an appropriate scale for pedestrians. Finally, accessibility by transit displays a positive sign, indicating that transit shares increase in the measure that jobs are made accessible by the transit system. Thus, in addition to density of the built environment and proximity of stops (accessibility to transit), transit ridership depends to a significant extent of the ability of the system to produce accessibility. This would indicate that local solutions are important, but that a more global perspective of the accessibility that the system generates needs to be considered too.

2.6. Conclusions

Modeling aggregated transit shares is an important element to plan services. A focus of previous research has been on accessibility to transit as an explicative factor of mode shares. In this chapter, it was argued that accessibility by transit is a factor in need of more attention. Investigation of transit shares for the city of Hamilton, Canada, was conducted by means of a logistic regression model for proportions, using a spatial filtering approach to control for spatial autocorrelation. This study illustrates the use of eigenvector-based spatial filtering to deal with autocorrelation in non-normal models, and demonstrates the effect of autocorrelation and over-dispersion in the logistic model.

The results of this case study indicate that use of spatial filters can effectively remove spatial autocorrelation and reduce the degree of over-dispersion in the model. In this case study, the spatial filter was composed of a linear combination of 14 eigenvectors to capture moderate-to-strong positive spatial autocorrelation. With regards to the variable
‘accessibility by transit’, the results show that it contributes positively to usage of transit. This variable retained its significance in the final model, even after other measures of the level of service and the built environment lost their significance. The model also confirms previous findings regarding mode share of transit. Dwelling density is important for increasing the mode share of transit. This is the only built environment variable which is significant after applying the spatial filtering approach. Frequency of transit service also can help to increase transit mode share, when considering the overall levels of service in neighbouring DAs.

It is worthwhile to note at this point that the results of this study are contingent on the scale of analysis, in this case Dissemination Areas. Previous research suggests that analysis at smaller scales can help to improve our understanding of accessibility, both when entering and leaving the transit system (e.g. Rodriguez et al., 2009; Werner et al., 2010). In the present case, a direction for further research is to use the results of the spatial filtering procedure as an exploratory tool to search for omitted relevant variables. Some of these variables may well be related to factors at the level of pedestrian environment. This is addressed in the following chapter.
Chapter 3 Selecting Case Sites for Walkability Audits

3.1. Introduction

Representative characteristics of the built environment thought to influence travel behavior are commonly summarized by means of Cervero and Kockelman’s 3Ds: Density, Diversity, and Design (1997). Many of the variables typically used to represent these characteristics were considered in the analysis of transit shares presented in Chapter 2. As is usually the case, statistical analysis of transit shares in Hamilton is conditioned by the scale of the analysis. Studies of travel behavior often have to grapple with the issue of scale, either implicitly, depending on data availability (e.g. the smallest available Census geography), or explicitly, if further data aggregations are desired or recommended (e.g. Boarnet and Sarmiento, 1998; Guo and Bhat, 2007). When aggregated data are used, a distinct possibility is that some information about the built environments will be lost, especially in terms of micro-level design factors such as sidewalk width, path materials, and number of curb cuts, and more qualitative attributes such as street cleanliness (e.g. Frank et al., 2003; Saelens et al., 2003). These are all potential factors that affect walking environments, and yet, that are seldom collected by local governments or other agencies in sufficiently wide and systematic ways (Parmenter et al., 2008). Even if available, measurements and analysis of administrative-level data may be insufficient to capture micro-scale effects, due to current limitations in the understanding of geo-spatial perception (e.g. mental maps) and a lack of canonical representation approaches.
In order to create inventories and assessments of the local environments at the pedestrian scale, a suite of methods has been developed in recent years under the label of walkability audits. A walkability audit is a data collection instrument used to itemize and assess different aspects of the local, pedestrian-level environment, including sidewalks, crossing aids, traffic calming devices, and other pedestrian-supportive design features. Numerous audit instruments exist that can provide rich and detailed information about walking environments (Clifton et al., 2007; Dannenberg et al., 2005; Day et al., 2006; Millington et al., 2009; Moudon and Lee, 2003; Pikora et al., 2002). A common trait of existing instruments is that they require substantial amounts of field work, as auditors walk the streets conducting visual inspections of the environment and completing inventories of items of interest. Considering the usually limited resources available to researchers, this has prompted an emerging interest in the development of methods to allow better targeting of efforts.

The objective of this chapter is to propose a model-based approach to select case sites for conducting walkability audits. In very simple terms, the proposal is to identify sites of interest based on the inspection of the unexplained part of a model of some relevant travel behavior. It is hypothesized that systematic under- and over-estimation of the behavior is related to micro-level factors that affect pedestrian mobility; in other words, it is anticipated that better walking environments will be found for locations where the model tends to under-estimate walking-related travel behaviors, and vice-versa. The proposed approach is implemented following the results presented in Chapter 2, for neighborhoods in the city of Hamilton, Canada. The underlying conjecture is that walkable environments
can increase the use of transit. The resulting model is then used to identify DAs where the share of transit is under-estimated (the actual share is higher than predicted by the model) or over-estimated (the actual share is lower than the predicted share). Based on the examination of patterns of under- and over-estimation, eight DAs are selected for walkability audits, four at each level (under- and over-estimated). Walkability audits are then conducted, and the data analyzed using contingency tables and $\chi^2$ tests of independence.

The results of the analysis of audit data reveal a number of items commonly found in DAs with higher-than-expected use of transit, including mixed uses, compact development, and availability of bus stops. Other attributes are found to associate with lower-than-expected use of transit, including single land use development. Differences in these attributes lend credence to this conjecture that higher transit shares than predicted by the model correspond to neighborhoods that provide better walking environments. The experiment thus demonstrates that the model-based selection strategy for walkability audit sites proposed in this chapter can be used to more effectively target limited resources for field-based work, and produce valuable insights into the micro-level factors that affect active travel.

3.2. Prior research

Previous research has found that pedestrian-friendly walking environments are conducive for people to walk with increased frequency (Cervero and Kockelman, 1997; Cervero et al., 2009b; Guo, 2009; Hess et al., 1999; Kitamura et al., 1997; Rodriguez and
Joo, 2004). Many studies assess the pedestrian environment in terms of sidewalk density, street density, and street connectivity, widely available data items that can be conveniently processed using a geographic information system. Increasingly, however, there is a need to collect environmental data in more detail, to reflect the fact that walking, as a slow mode, implies that pedestrians experience the environment in a qualitatively different way (Moudon and Lee, 2003). Walkability audit instruments help fill the gap left by other statistics, as they can be used to collect micro-level information about pedestrian environments. Two relevant aspects of these instruments are their resolution and extent (Moudon and Lee, 2003). Resolution refers to the precision of the items considered for the audits, whereas the extent refers to the geographic area where the audit takes place. To date most of the studies pertaining to walkability audits have dealt with the issue of resolution, and the development of user friendly, efficient, and reliable instruments (Clifton et al., 2007; Dannenberg et al., 2005; Day et al., 2006; Millington et al., 2009; Pikora et al., 2002).

The required extent of audit tools, in contrast, has not yet received much attention, perhaps because some instruments are still in their developmental stages (Brownson et al., 2009; Sallis, 2009). However, considering the time and cost involved in conducting comprehensive audits over entire study areas, there is currently an interest in devising more effective protocols to assist in the determination of the best extent for a project. McMillan et al. (2010) state that the principal limitation of walkability audits is “the time and cost involved in data collection” (p. 1). Clarke et al. (2010) note that “in-person audits are highly resource intensive and costly, making them prohibitive for many studies.” (p. 1224).
These opinions are echoed by Rundle et al. (2011), who also report that audits “are time-consuming and expensive to conduct largely because of the costs of travel” (p. 95). Among the walkability audits available, the Pedestrian Environment Data Scan (PEDS) instrument (Clifton et al., 2007) requires on average 3-5 minutes per segment to audit on foot, compared to 10 minutes for the Analytic Audit Tool of Saint Louis University (Hoehner et al., 2005), 20 minutes for the Irvine Minnesota Inventory (Day et al., 2006), and 30 minutes for the Walking Suitability Assessment Form (Emery et al., 2003). In the case of a new project, the total project cost must also consider the time required for training, reliability testing, and other initial items. When these costs are included, the total cost can be substantially greater than the nominal cost of conducting an audit.

In principle, the cost of implementing walkability audits can be reduced by sampling streets within neighborhoods, by sampling neighborhoods, or a combination of these two approaches. In a study that assessed the effect of sampling streets on the reliability of audit data, McMillan et al. (2010) collected data comprehensively on five variables (presence of sidewalks, observer ratings of attractiveness and safety for walking, connectivity, and number of traffic lanes) for neighborhoods of 400 m and 800 m around a specific location. Then, they compared the results to those obtained from sampling street segments at 75%, 50%, and 25% levels. Based on the results of this analysis, these authors conclude that a sample of 25% residential street segments within 400 m radius of a residence is adequate for the pedestrian built environment, although a fuller sample of arterial street segments may be required due to higher heterogeneity.
A different possibility is to reduce the cost of implementation by reducing the cost of doing field work. Along these lines, a study by Clarke et al. (2010) proposes the use of Google Street View as a way to limit the cost of objectively measuring pedestrian environments. After selecting neighborhoods for the audits, Clarke et al. conducted the audits virtually using geo-spatial technology provided by Google. In order to test this approach, pre-existing data collected using the same instrument as part of a previous project were used to assess the reliability of these “virtual” audits, relative to the “in-person” audits. The results indicate that a virtual audit is able to provide reliable information about recreational facilities, local food environment, and general land uses. However, care must be taken for more finely detailed observations, for instance, presence of garbage, litter, or broken glass. A similar approach is used by Rundle et al. (2011) to find that 54.3% of items audited have high levels of concordance in term of percentage agreement for categorical measures and spearman rank-order correlation for continuous measures.

There is a key difference between the method proposed here and the methods of McMillan et al. (2010), Clarke et al. (2010), and Rundle et al. (2011). These three approaches can help to control the cost of conducting walkability audits by reducing the number of street segments visited (after sampling within a neighborhood), or by entirely eliminating the need for in-person visits (in the case of virtual audits). However, neither of these approaches provides guidelines for selecting neighborhoods for the audits. A random selection of neighborhoods may fail to capture the wide range of attributes in an entire study area, and as a consequence, the results may be inaccurate or even misleading.
Selection based on one or two attributes of areas (e.g. household income, level of education) risks missing other confounding factors. Therefore, assuming that even at a reduced cost audits for a moderately large geographic area will be expensive, the intent of the approach proposed here is to provide a way to sample neighborhoods for walkability audits in a systematic way that can account for a wide range of confounding factors. Implementation of the audits can subsequently, as desired, proceed by sampling street segments (McMillan et al., 2010), or by conducting virtual site visits (Clarke et al., 2010; Rundle et al., 2011). The proposed approach is described next.

3.3. Methods

Multivariate statistical models are frequently estimated using meso-scale (administrative) data in order to assess the effect of various variables on travel behavior. If \( Y \) is the behavior of interest, these models are generally composed of two elements, namely the observed/explained and unobserved/unexplained parts, as follows:

\[
Y_i = f (X_i, \beta) + \epsilon_i
\]

In equation 3.1, \( X_i \) is a vector of (observed) explanatory variables, \( \beta \) is a vector of estimable coefficients, and \( \epsilon_i \) is a residual term (unobserved). Depending on the nature of the dependent variable \( Y \), the model can be a linear regression (for continuous variables) or a generalized linear model (for instance, a logistic regression for proportions). Regardless of the specific form of the model, a key assumption is that the residual terms are random, and thus uncorrelated across units \( i \). In practice, this assumption is violated with sufficient
frequency in the case of modeling with spatial data, as to have given rise to a specialized set of techniques to deal with situations where residuals are spatially correlated (Anselin, 1988; Cliff and Ord, 1973, 1981; Griffith, 1988; Haining, 1990).

Spatial autocorrelation of the residuals is often attributed to common, but unobserved, factors that influence the process. Consider for example the situation illustrated in Figure 3.1, which depicts a simple generic model (a bivariate regression) with seemingly well-behaved residuals. Clearly, the observations above the regression line are under-estimated by the model (the actual behavior is more frequent than predicted), and observations below the regression line are over-estimated (the actual behavior is less frequent than predicted). Depending on the actual spatial distribution of the observations, the residuals could be independent (Figure 3.2a) or spatially autocorrelated (Figure 3.2b) – an indication that a relevant variable with a spatial pattern has been omitted (e.g. a variable common in the north of the region, but absent in the south).

![Figure 3.1 Example of a generic model.](image-url)
The working hypothesis is that residual spatial autocorrelation is caused, at least in part, by the omission of relevant micro-scale variables (i.e. variables at the level of the pedestrian experience) that follow a spatial pattern. Specifically, in the case of under-estimation, the conjecture is that the omitted variables are related to elements of the environment that facilitate/encourage the behavior (e.g. greater connectivity of walkable paths, cleanliness), whereas variables that hinder/discourage the behavior are related to over-estimation of the behavior (e.g. lack of sidewalks or amenities). The similarity of attributes among spatially proximate street segments is in fact the operational basis of the sampling procedure proposed by McMillan et al. (2010), and is an effect that has been noted as well by Agrawal et al. (2008).

Given a statistical model of a travel behavior of interest, a proposal is given to select sites for walkability audits based on the examination of the unexplained part of the model. An attractive feature of this proposal is that the unexplained part is obtained after controlling for a suitable set (based on availability) of explanatory/confounding factors. Assuming that the residuals are independent of the variables included in the model, the
cases can be selected based on different levels of the dependent variable only, since potential confounders are accounted for in the model. Thus, if the focus of the project is on factors that facilitate the behavior, then sites can be selected from the set of observations that the model under-predicts. If the focus is on the factors that hinder the behavior, then selection can be made from the set of observations that the model over-predicts. When control cases are sought, pairs of observations at different levels of the behavior can be identified, one each from the under-estimated and over-estimated sets (see Figure 3.3).

![Figure 3.3 Paired control cases.](image)

3.4. Case study

3.4.1. Context

A model of the share of transit as a mode of transportation for the journey to work, third model specification of Table 2.2, is the basis of meso-scale analysis in Chapter 3. The resulting model is repeated in Table 3.1, where it can be seen that residual spatial autocorrelation has been successfully removed by means of a filter composed of fourteen eigenvectors and an over-dispersion factor is estimated to correct the variance of the model.
The spatial filter can be examined at this point to identify positive values (observations that the model under-estimates and that therefore need a positive correction) and negative values (observations that the model over-estimates). Please note that variables that were not significant in the specification search of Chapter 2 are not shown in the table (for a full description of variables tested see Table 3.1).

### Table 3.1 Results of logistic model for proportion of commuting trips by transit.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-2.27885</td>
<td>0.0000</td>
</tr>
<tr>
<td><strong>Socio-economic characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>logMHI</td>
<td>-0.09714</td>
<td>0.0001</td>
</tr>
<tr>
<td><strong>Transit Level of Service</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stop_Den^L</td>
<td>-0.00838</td>
<td>0.0109</td>
</tr>
<tr>
<td>Freq_Den^L</td>
<td>0.00016</td>
<td>0.0057</td>
</tr>
<tr>
<td><strong>Transit accessibility</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Near_Dis</td>
<td>-0.00013</td>
<td>0.0000</td>
</tr>
<tr>
<td>T_Employment</td>
<td>0.00018</td>
<td>0.0037</td>
</tr>
<tr>
<td>Access_E</td>
<td>0.02670</td>
<td>0.0453</td>
</tr>
<tr>
<td><strong>Built environment characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dwell_Den</td>
<td>0.38747</td>
<td>0.0000</td>
</tr>
<tr>
<td><strong>Spatial filter</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Filter (14 eigenvectors)</td>
<td>1.00000</td>
<td>0.0000</td>
</tr>
<tr>
<td><strong>Summary Statistics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n=761</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pseudo-R^2=0.450</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moran’s I (Z)=0.292</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Over-dispersion parameter (estimated)=3.077</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3.4.2. Selection of sites

Of the 761 DAs included in the analysis, 308 have negative values of the spatial filter, and 453 have positive values (Figure 3.4). Given resource constraints, eight DAs were selected for walkability audits. Four DAs were chosen from the set with positive values of the spatial filter, and four from the set with negative values, or in other words, four matching pairs for control. In order to select the eight DAs, firstly the spatial filter was divided into five quantiles. Two DAs were then chosen from amongst the bottom 20% and two from the top 20% of values. Four more DAs were taken from the middle quantiles, again two with positive and two with negative values. To ensure that the pairs were matching, careful attention was paid to the values of transit user and transit modal share when selecting the DAs. All four pairs of DAs have approximately matching transit shares as a primary selection criterion, and wherever possible also approximately matching numbers of transit users. In general, multiple DAs were found that met the criteria at each level of transit users and transit modal share. To form the matching pairs, cases were randomly selected from available DAs. In other words, selection of cases was random within strata. In the present case, we randomly selected one matching pair, for bottom and upper quantiles, and two matching pairs for the middle quantile.
Figure 3.4 Spatial filter with audit locations.
3.4.3. Audit instrument and technology

Walkability audits were conducted using the Pedestrian Environment Data Scan instrument (PEDS, (Clifton et al., 2007)). PEDS was selected because of its relatively low data collection time and high resolution. The instrument was developed in such a fashion that it can measure various built and natural environmental features pertaining to walking in an efficient and reliable way (Clifton et al., 2007). The spatial unit of analysis for auditing pedestrian environments using the PEDS tool is the road or pathway segment. In this study, only road segments were audited. Further, PEDS resource materials were initially developed as a pencil and paper instrument, but later adapted for use with handheld technology (Clifton et al., 2007). For this study, PEDS was also adapted from its original pencil and paper format to digital format using ArcPad Application Builder 7.0.1.

The electronic version of PEDS greatly facilitates data entry. Most of the attributes in PEDS are categorical, with the exception of sidewalk connectivity, number of lanes, and posted speed limit. For categorical variables, categories can be selected by clicking on the drop-down arrow. Few of the attributes could have more than one answer. Check-boxes were provided for such attributes (Figure 3.5). The digital version of PEDS audit then transferred into a mobile device which can support ArcView geographic information file. This technology eliminates the time required for data entry. It also provides improved quality of data and reduces errors (Clifton et al., 2007).
3.4.4. Walkability audits

Audits of all selected DAs were conducted by the author in early October, 2010, with support from three graduate research assistants. The research assistants received training from the author using the training materials provided by Clifton et al. (2007). In addition, a pilot audit was conducted before the final audits were launched. Street network information was collected in electronic format by the City of Hamilton (GIS Services,
Information Technology Services). Exhaustively all street segments within the eight DAs were audited. In total, 119 street segments were audited. Coincidentally, out of the 119 segments, 60 were from DAs with a positive filter value and 59 are from DAs with negative values. Average length of the street segments is 137.14 meters. In addition to completing the audits, segments were photographed for off-site examination.

3.5. Results and discussion

The results of the walkability audits were transferred to a database for analysis. In addition to segment type, PEDS organizes the audit items by category, of which there are four (environment, pedestrian facility, road attributes, and walking environment), and two subjective assessments to be completed by the auditor (segment is attractive/safe for walking). In order to analyze the information contained in the audits, contingency tables were prepared. Contingency tables categorized street segment data by the sign of the filter of their respective DAs. Two classifications were used: positive, for segments in DAs with higher-than-expected use of transit (which are anticipated to display more walkability traits); and negative, for segments in DAs with lower-than-expected use of transit (which are anticipated to have fewer walkability attributes).

With the exception of sidewalk connectivity, which was audited as a continuous variable, the attributes were categorical. Sidewalk connectivity was categorized for analysis using a contingency table. All contingency tables were assessed by means of the $\chi^2$ test of independence, whereby the observed frequency of cases in each cell in the table is compared to the expected frequency of cases under the null hypothesis of independence.
Table 3.2 shows the summary of the tests of independence. As shown there, the null hypothesis was rejected for nine audit items, six of which correspond to the walking environment category. The table also summarizes the main findings from the analysis of contingency tables. As seen in the table, six of the significant attributes lend support to the proposed conjecture that DAs with higher-than-expected use of transit would display more walkability traits.

First, street segments were categorized as low volume and high volume. A low volume segment is defined as a street with a single lane, or two lanes without clear road markings to demarcate the lanes, and little or infrequent traffic. Streets with more than one lane and some traffic are classified as high volume. Figure 3.6 shows examples of low and high volume street segments. Low volume segments were observed with significantly higher frequency in DAs with a negative value of the spatial filter (lower than expected transit usage); whereas high volumes were observed more in DAs with positive filter values (higher than expected transit usage).
Table 3.2 Audit items and summary of independence tests.

<table>
<thead>
<tr>
<th>Item</th>
<th>Independence test</th>
<th>Notes (+: positive filter; -: negative filter)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Segment type</strong></td>
<td>Significant</td>
<td>(+) More high volume segments, fewer low volume segments; (-) More low volume segments, fewer high volume segments.</td>
</tr>
<tr>
<td><strong>A. Environment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uses in segment</td>
<td>Significant</td>
<td>(+) More mixed uses segments, fewer single use segments; (-) More single use segments, fewer mixed uses segments.</td>
</tr>
<tr>
<td>Slope</td>
<td>n.s.</td>
<td></td>
</tr>
<tr>
<td>Segment intersections</td>
<td>n.s.</td>
<td></td>
</tr>
<tr>
<td><strong>B. Pedestrian Facility</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Path condition/maintenance</td>
<td>n.s.</td>
<td></td>
</tr>
<tr>
<td>Path obstructions</td>
<td>n.s.</td>
<td></td>
</tr>
<tr>
<td>Buffers</td>
<td>n.s.</td>
<td></td>
</tr>
<tr>
<td>Sidewalk width</td>
<td>n.s.</td>
<td></td>
</tr>
<tr>
<td>Curb cuts</td>
<td>n.s.</td>
<td></td>
</tr>
<tr>
<td>Sidewalk connectivity</td>
<td>Significant</td>
<td>(+) Fewer segments with high connectivity, more segments with no connectivity; (-) More segments with high connectivity, fewer segments with no connectivity.</td>
</tr>
<tr>
<td><strong>C. Road Attributes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>On street parking</td>
<td>n.s.</td>
<td></td>
</tr>
<tr>
<td>Traffic Control Devices</td>
<td>n.s.</td>
<td></td>
</tr>
<tr>
<td>Crosswalks</td>
<td>n.s.</td>
<td></td>
</tr>
<tr>
<td><strong>D. Walking Environment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Roadway/path lighting</td>
<td>n.s.</td>
<td></td>
</tr>
<tr>
<td>Trees shading walking area</td>
<td>Significant</td>
<td>(+): More segments with none/very few trees, fewer segments with some/dense greenery; (-) More segments with some/dense greenery, fewer segments with non/very few trees.</td>
</tr>
<tr>
<td>Degree of enclosure</td>
<td>Significant</td>
<td>(+) More segments with high enclosure, fewer segments with low enclosure; (-) Fewer segments with high enclosure, more segments with low enclosure.</td>
</tr>
<tr>
<td>Cleanliness</td>
<td>Significant</td>
<td>(+) More segments with low cleanliness score, fewer segments with high cleanliness score; (-) More segments with high cleanliness score, fewer segments with low cleanliness score.</td>
</tr>
<tr>
<td>Articulation in building designs</td>
<td>n.s.</td>
<td></td>
</tr>
<tr>
<td>Building setbacks</td>
<td>Significant</td>
<td>(+) More segments with smaller setbacks, fewer segments with large setbacks; (-) Fewer segments with smaller setbacks, more segments with large setbacks.</td>
</tr>
<tr>
<td>Building height</td>
<td>Significant</td>
<td>(+) More segments with multi-floor buildings, fewer segments with low-rise buildings; (-) Fewer segments with multi-floor buildings, more segments with low-rise buildings.</td>
</tr>
<tr>
<td>Bus stops</td>
<td>Significant</td>
<td>buildings. (+) More segments with a bus stop, fewer segments with no bus stop; Fewer segments with a bus stop, more segments no bus stop.</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-------------</td>
<td>---------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Subjective Assessment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Segment is attractive for</td>
<td>n.s.</td>
<td></td>
</tr>
<tr>
<td>walking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Segment is safe for walking</td>
<td>n.s.</td>
<td></td>
</tr>
</tbody>
</table>

$\rho \leq 0.05$; n.s.: not significant.

Figure 3.6 Low volume street segment (top) and high volume street segment (bottom).
The attribute of land uses in the segment was audited as a checklist with different types of land uses (e.g. housing, office/institution, industrial, recreational etc.). For analysis, the attribute was reclassified as single use, if only one type of land use was observed in the segment, and mixed if two or more land use types were observed. The contingency table for this item appears in Table 3.3. It can be seen that segments with mixed uses were significantly more common in DAs where transit usage is more common than predicted by the model (35 segments versus 22.2 expected). In contrast, DAs with a negative value of the filter, those lower uses of transit than predicted by the model, had significantly more segments characterized by single uses (50) than expected (37.2).

### Table 3.3 Uses in segment: contingency table.

<table>
<thead>
<tr>
<th></th>
<th>Uses in segment</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single use</td>
<td>Mixed uses</td>
<td>Total</td>
<td></td>
</tr>
<tr>
<td>Positive spatial filter</td>
<td>Count</td>
<td>25</td>
<td>35</td>
<td>60.0</td>
</tr>
<tr>
<td>(more transit use than predicted)</td>
<td>Expected</td>
<td>37.8</td>
<td>22.2</td>
<td></td>
</tr>
<tr>
<td>Negative spatial filter</td>
<td>Count</td>
<td>50</td>
<td>9</td>
<td>59.0</td>
</tr>
<tr>
<td>(less transit use than predicted)</td>
<td>Expected</td>
<td>37.2</td>
<td>21.8</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>75</td>
<td>44</td>
<td>119.0</td>
<td></td>
</tr>
</tbody>
</table>

Two items, the degree of enclosure and size of setbacks, are indicators of compact development. Enclosure is the space between contiguous buildings, and high enclosure indicates that buildings sit closer together. A setback is the separation between the building and the sidewalk. The contingency tables for these two items are shown in Tables 3.4 and 3.5. As seen in the tables, DAs with positive spatial filters tend to be more compact, both in terms of the frequency of segments with higher enclosure and smaller setbacks. DAs
with negative filters (i.e. lower than expected use of transit) display the opposite tendency, towards segments with buildings with little or no enclosure and especially larger setbacks.

**Table 3.4 Degree of enclosure: contingency table.**

<table>
<thead>
<tr>
<th>Degree of enclosure</th>
<th>Highly enclosed</th>
<th>Little/no enclosure</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive spatial filter</td>
<td>Count 18</td>
<td>42</td>
<td>60.0</td>
</tr>
<tr>
<td>(more transit use than predicted)</td>
<td>Expected 12.6</td>
<td>47.4</td>
<td></td>
</tr>
<tr>
<td>Negative spatial filter</td>
<td>Count 7</td>
<td>52</td>
<td>59.0</td>
</tr>
<tr>
<td>(less transit use than predicted)</td>
<td>Expected 12.4</td>
<td>46.6</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>25</td>
<td>94</td>
<td>119.0</td>
</tr>
</tbody>
</table>

**Table 3.5 Setbacks: contingency table.**

<table>
<thead>
<tr>
<th>Setbacks</th>
<th>&gt; 20' from sidewalk</th>
<th>&lt; 20’ of sidewalk</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive spatial filter</td>
<td>Count 33</td>
<td>27</td>
<td>60.0</td>
</tr>
<tr>
<td>(more transit use than predicted)</td>
<td>Expected 44.9</td>
<td>15.1</td>
<td></td>
</tr>
<tr>
<td>Negative spatial filter</td>
<td>Count 56</td>
<td>3</td>
<td>59.0</td>
</tr>
<tr>
<td>(less transit use than predicted)</td>
<td>Expected 44.1</td>
<td>14.9</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>89</td>
<td>30</td>
<td>119.0</td>
</tr>
</tbody>
</table>

Another indicator of the built environment is building height. This item was recorded in the audit as low- (1-2 stories), medium- (3-5 stories), and high-rise (taller than 5 stories). Due to the small number of high-rise buildings, the original three categories were re-coded as low-, and medium/high-rise. As seen in Table3.6, areas where use of transit is over-predicted by the model tend to have more segments with low-rise buildings, whereas taller buildings are a significantly more common sight in DAs where transit shares are higher than predicted by the model.
Table 3.6 Building height: contingency table.

<table>
<thead>
<tr>
<th></th>
<th>Building height</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Low-rise</td>
<td>Medium/High-rise</td>
</tr>
<tr>
<td>Positive spatial filter</td>
<td>Count</td>
<td>53</td>
<td>7</td>
</tr>
<tr>
<td>(more transit use than predicted)</td>
<td>Expected</td>
<td>56.0</td>
<td>4.0</td>
</tr>
<tr>
<td>Negative spatial filter</td>
<td>Count</td>
<td>58</td>
<td>1</td>
</tr>
<tr>
<td>(less transit use than predicted)</td>
<td>Expected</td>
<td>55.0</td>
<td>4.0</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>111</td>
<td>8</td>
</tr>
</tbody>
</table>

The attributes concerning land uses, building enclosure, setbacks, and building height, are illustrated in Figures 3.7 and 3.8.
Figure 3.7 Examples of street segments with mixed land uses (residential and commercial), high enclosure and small setbacks.
Figure 3.7 presents two examples of segments with mixed residential and commercial land uses, buildings that in general have smaller setbacks and higher degrees of enclosure, with little or no space between them. According to the analysis of audit data, these are all attributes associated with greater use of transit than predicted by the model. Figure 3.8 in contrast shows two examples of segments characterized by a single land use, in one case residential, in the other commercial. In addition to the monotonous streetscape in terms of uses, these segments have much larger setbacks, the buildings have little or no enclosure, and they are consistently low-rise along the segment. These are, according to the
analysis of the contingency tables, attributes observed with significantly higher frequency in DAs with lower transit usage compared to the shares predicted by the model.

The last item in the category of walking environment is the presence of bus stops. This item was audited as bus stop with shelter, bus stop with bench, bus stop with signage only, or no bus stop. However, due to low variability in the first three categories, this item was reclassified according to whether a bus stop exists in the segment, or not. The analysis indicates that segments with a bus stop are significantly more common in DAs where transit usage is higher than predicted by the model, whereas the converse is true for DAs where the model over-predicts the transit share.

While the previous six items align well with the prior expectations about walkable environments, three significant attributes (sidewalk connectivity, presence of trees and shading, cleanliness) provide somewhat counter-intuitive results.

Sidewalk connectivity, the extent to which sidewalks are connected across streets, was categorized in three groups, i.e., no connectivity, low connectivity, and high connectivity. The analysis shows that there is no difference between observed and expected counts in terms of low connectivity for DAs with higher- and lower-than-expected use of transit. However, the number of segments where sidewalks have five or more connections is greater than expected in the DAs with negative values of the spatial filter, as opposed to DAs with positive values. The number of trees shading the walking area was audited as none or very few (less than 25% covered), some (25-75% covered), and many/dense (more than 75% covered). Due to the low frequency of segments with
many trees, this item was re-coded into two classes: none/very few and some/many/dense. Contrary to the expectation that trees might increase the attractiveness of a street segment for walking, trees are more commonly found in street segments in DAs where the usage of transit is lower than predicted by the model. A similar result is found for the attribute of cleanliness. Overall cleanliness and building maintenance was coded as poor/fair (much or some litter/graffiti/broken facilities), and good (no litter/graffiti/broken facilities). According to the contingency table, there were significantly more segments with good cleanliness rating in DAs where the use of transit is lower than expected, and vice-versa.

In summary, the weight of the evidence tends to favor the initial conjecture, namely, that micro-scale factors in areas where transit is chosen as a mode of transportation more commonly than predicted by the model, would be more supportive of active travel. The overall picture that emerges of an area where transit is used more frequently than expected, corresponds to a pedestrian environment with higher volume streets, mixed land uses and more compact development (smaller setbacks and higher enclosure), and street segments where bus stops are available. This is all consistent with previous research indicating that mixed land uses and pedestrian-oriented designs reduce car trips and encourage people to walk, bike, and use transit (Cervero and Kockelman, 1997; Cervero et al., 2009b; Estupiñán and Rodriguez, 2008; Ewing, 1995; Frank and Pivo, 1995; Kitamura et al., 1997; Loutzenheiser, 1997). In contrast, it is found that areas where transit is used less frequently than expected, tend to be have low volume streets, more segments characterized by single uses, and less compact development (greater setbacks, little or no enclosure, and low-rise buildings) that is less-well serviced by transit (fewer segments have a bus stop).
The results with respect to sidewalk connectivity, presence of greenery, and overall cleanliness, initially seem counter-intuitive, but ultimately, it could be argued, are not unreasonable due to possible correlations with other factors. For instance, segments with mixed uses, which according to the analysis of this chapter and previous research are more supportive of walking, will tend to attract more people and other forms of traffic as well, such as commercial vehicles loading or unloading goods. This may plausibly reduce the overall cleanliness of the street segments and/or their sidewalks. Single land use segments, in particular residential, may be pristine, but as suggested by the analysis, also less conducive for walking. Another example is the number of trees in a segment. Since the analysis suggests that smaller setbacks are frequently seen in DAs where transit is used with higher than expected frequency, this necessarily means that the segments have less space to accommodate vegetation. Thus, a final caveat is in order. Correlation between attributes (negative in these two cases) is more appropriately seen as indicative of preferable attributes (mixed land uses over cleanliness), than a path to explain causality (cleaner streets leading to less walking).

3.6. Summary and conclusions

In this chapter a novel approach was proposed to systematically select sites for walkability audits. This approach is based on the conjecture that the unexplained portion of a meso-scale model of travel behavior can be partially attributed to missing attributes at the micro-scale level. Examination of the spatial pattern of the unexplained component of the model can assist in the selection of sites for conducting audits. An attractive feature of this approach is that sites can be selected after controlling for an arbitrary number of
confounding factors in the model. The unexplained part can then reasonably be assumed to be independent of any variables included in the model. The use of a spatial filtering approach, moreover, means that the pattern is undisturbed by genuinely random variation.

A case study was presented to provide a proof of principle of the proposed approach. Based on a model of transit shares at the DA level in the City of Hamilton, eight DAs (out of a total of 761 DAs) were selected, based on the examination of the spatial filter retrieved for the model. Walkability audits of these DAs were conducted using PEDS, covering a total of 119 segments. Audit data were summarized in contingency tables and analyzed using $\chi^2$ test of independence. The conjecture of this chapter that the patterns of over- and under-estimation of model predictions can be related to micro-scale environments is supported by the analysis of transit shares and the attributes of the pedestrian environment in neighborhoods across the City of Hamilton.

Substantively, it was found that DAs where transit use was higher than predicted tend to have more active, diverse, and compact street segments, with good transit access. These attributes seem to be accompanied by lower connectivity, fewer trees, and lower overall cleanliness and building maintenance ratings. In contrast, DAs with lower than expected use of transit tend to be more homogeneous and less compact, but have more connected segments, trees, and higher cleanliness ratings. An intriguing finding is that the majority of significant factors in the analysis of micro-scale environments belong to the walking environment class in the PEDS instrument.
The case study provides persuasive evidence that the proposed model-based selection strategy can be used to better target limited resources for field-based work, and that it is capable of producing valuable insights into the micro-level factors that affect travel behavior.
Chapter 4 Conclusions

The objective of this thesis has been to examine the way in which accessibility and the built environment affect the use of transit, using as a case study the Hamilton Census Metropolitan Area in Canada. This examination was based on information about the proportion of transit users at the level of Dissemination Areas in the city. As explanatory factors, a number of population socio-economic characteristics, transit level of service, accessibility by transit, and built environment characteristics were considered. The thesis was composed of two major elements. In Chapter 2, the focus was on transit modal shares, and the use of a generalized linear (logistic) model for proportions. It is well-established that the analysis of spatial data, such as that considered in the examination of transit that is the focus of the thesis, is characterized by spatial effects, in particular spatial autocorrelation. Spatial autocorrelation is a statistical nuisance. In particular, autocorrelation may compound the effect of over-dispersion, and thus lead to misleading inference. In this work, autocorrelation was treated by means of the eigenvector-based spatial filtering approach of Griffith (2000, 2003, 2004). The results from the analysis in Chapter 2 suggests that estimating an over-dispersion parameter alleviates to some extent the inflation of the variance i.e. over-dispersion parameter, but resolving the autocorrelation situation leads to even sharper inference.

Three sets of models were compared as follows: 1) ignore over-dispersion and autocorrelation; 2) estimate the over-dispersion parameter without the spatial filter; and 3)
jointly estimate a dispersion parameter and use spatial filtering to control for spatial autocorrelation. From the final model i.e. joint estimation of dispersion parameter and use spatial filter to control for autocorrelation, it was found that along with the previously explored built environment and transit level of service variables, ‘accessibility by transit’ is also an important determinant of transit modal share analysis. Accessibility by transit contributes positively to usage of transit. This variable retained its significance in the final model, even after other measures of the transit level of service and the built environments dropped from the analysis. The model also confirms previous findings regarding modal share of transit. Dwelling density is important for increasing the mode share of transit. This is the only built environment variable which is significant after applying the spatial filtering approach. Frequency of transit service can also help to increase transit mode share, although the analysis of level of service appears to be relevant at a meso-scale, considering the overall levels of service beyond dissemination areas.

The presence of autocorrelation, which was considered a statistical nuisance in Chapter 2, was also an opportunity for discovery in Chapter 3. In this chapter, a novel method was proposed to systematically select sites for conducting further in-depth field work. The approach is based on the examination of the spatial filter used to remove autocorrelation in the model of transit shares. The proposed approach is based on the conjecture that the unexplained portion of a meso-scale model of travel behavior can be partially attributed to missing attributes at the micro-scale level. Examination of the spatial pattern of the unexplained component of the model can assist in the selection of sites for conducting audits. An attractive feature of this approach is that sites are selected after
controlling for an arbitrary number of confounding factors in the model. The unexplained part can reasonably be assumed to be independent of any variables included in the model. The use of a spatial filtering approach, moreover, means that the pattern is undisturbed by genuinely random variation. As a proof of principle, eight dissemination areas were chosen based on the values of the spatial filter, and the transit shares of the zones. Walkability audits using the Pedestrian Environment Data Scan (PEDS) were conducted within the systematically selected dissemination areas. The paper version of PEDS was converted into electronic version using ArcPad Application Builder 7.0.1 and then transferred into a handheld device to conduct the walkability audit in the field.

From this study it was found that dissemination areas where transit usage is higher than predicted tend to have more active, diverse, and compact street segments, with good transit access. These attributes seem to be accompanied by lower connectivity, fewer trees, and lower overall cleanliness and building maintenance ratings. In contrast, dissemination areas with lower than expected use of transit tend to be more homogeneous and less compact, but have more connected segments, trees, and higher cleanliness ratings. The case study demonstrates that the proposed model-based selection strategy can be used to better target limited resources for field-based work, and produce valuable insights into the micro-level factors that may affect travel behavior.

In terms of future research, the methodology proposed in Chapter 3 is very general and has broad applicability. For instance, the meso-scale model used in the case study is of transit shares for the journey to work, and therefore is specific to a mode of transportation
and a population segment. The specific origin of the spatial filter used to select walkability audit sites could well restrict its generality. It is reasonable to think that some of the built environment attributes that a commuter walking to a transit stop may consider important, could in fact be irrelevant to a person walking for leisure, and vice-versa. An intriguing avenue for future research therefore is to use models of different travel behaviors (e.g. walking for leisure, auto ownership) complemented by walkability audits, in order to assess whether some features of the built environment influence particular forms of mobility, and on the contrary if they affect more mobility more generally. In a similar way, the methodology proposed here can be applied to different contexts, for instance other cities, or to specific population segments (e.g. children or seniors).
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