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Abstract

Solid-state LED lighting is a promising technology to improve the energy efficiency of general illumination. The inherent modulation bandwidth of these devices can be exploited to provide a dual role as a communication device. This method of communication is termed visible light communications (VLC).

Due to dispersive nature of the VLC channel, orthogonal frequency division multiplexing (OFDM) has been proposed to allow multi-user communication while mitigating the effects of inter-symbol interference (ISI). However, OFDM is in general not compatible with intensity modulation and direct detection (IM/DD) channels since it has both positive and negative amplitudes. Various techniques have been proposed that provide compatible optical OFDM signaling such as DC-biased OFDM, asymmetrically clipped optical OFDM (ACO-OFDM), and pulse amplitude modulated discrete multi-tone (PAM-DMT).

This thesis develops spectrally factorized optical OFDM (SFO-OFDM) as a framework to implement OFDM on optical intensity channels. The drawbacks of conventional methods are mitigated in SFO-OFDM. Contrary to ACO-OFDM and PAM-DMT, the proposed technique uses all the available bandwidth for data modulation and does not require reserved subcarriers. Simulation results verify that SFO-OFDM has gain both in optical power efficiency and peak-to-average power ratio compared
to conventional optical OFDM schemes.

Furthermore in this thesis, a new receiver design for ACO-OFDM and PAM-DMT is proposed. Unlike conventional receivers that ignore the structure of the transmitted signal, the new detector exploits this structure to improve the optical power efficiency. By observing the time domain samples, a simple pairwise maximum likelihood detector is developed and used to remove half of the noise power. It is also shown by simulation results that employing the proposed detector design leads to a significant gain in optical power efficiency.
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Chapter 1

Introduction

Wireless optical technology provides various outdoor and indoor services such as indoor wireless infrared communications [1], terrestrial links [2], wireless ultraviolet communications [3], and visible light communications [4]. The latter case uses visible light (wavelengths of 380-750 nanometers [5]) as the medium for data transmissions. In this case, an additional advantage lies in the potential for simultaneous use of light for illumination and data communication termed visible light communications (VLC).

Solid state lighting (SSL) refers to a type of lighting that uses semiconductor light emitting diodes (LEDs) as a source of illumination rather than electrical filaments (used in incandescent halogen light bulbs) or plasma (used in fluorescent lamps). Recent developments in LED technology are paving the way towards its full adoption as a replacement to incandescent and fluorescent lighting and white LEDs are now considered as future lighting solutions [6, 7]. Sales of inefficient incandescent light bulbs will be outlawed in Ontario and California beginning in 2012. Australia has announced a similar ban beginning in 2010 and inefficient incandescent bulbs are no
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Figure 1.1: The visible spectrum corresponding to: 380-450 nm violet, 450-495 nm blue, 495-570 nm green, 570-590 nm yellow, 590-620 nm orange, and 620-750 nm red region [5].

longer in Europe as of 2009. Surveys in [8, 9] compare LEDs versus incandescent light bulbs and fluorescent lamps in terms of lifetime, efficiency, reliability and cost. One of the main advantages of LEDs over other lighting methods is their longer lifetime expectancy. The average life span of an LED is about 60 kilohours which is considerably more than average lifetime expectancy of incandescent bulbs (about 1200 hours) and fluorescent lamps (about 10 kilohours). Other than that, LEDs are considered more energy efficient as they only consume about 6 W, which is 10% of the power used by incandescent bulbs (about 60 W), and 40% of that used by fluorescent lamps (about 14 W) per unit of light generated (lumen [lm]) [8]. Although the cost of a single LED bulb is more than an incandescent bulb or a fluorescent lamp (approximately $16 for LEDs made by STARLIGHT INC. compared to $1.25 and $3 for incandescents and fluorescents respectively [9]), the total cost of employing LEDs in terms of operating hours and installations is much less than employing other two methods. For example, if the electricity cost is estimated about $0.2 per kWh, the total cost of employing LEDs for 60 kilohours operation is estimated around $88 which is considerably less than that for incandescent lights ($783) and fluorescent lamps ($186) [9]. As a result, LEDs are more economical for lighting purposes.

Fluorescent lamps contain toxic mercury that can be released if broken. Both incandescent light bulbs and fluorescent lamps suffer from their sensitivity to low
temperatures and humid weathers [8]. Hence, LEDs have less environmental impact and higher reliability in comparison to incandescent bulbs and fluorescents. However, the efficiency with which LEDs produce light degrades with heating effects. Furthermore, the LEDs’ brightness is limited per LED and sufficient number of LEDs are required for brightness of the area.

Apart from lighting advantages, LEDs can be modulated at rates greater than several hundred thousands times that of incandescent or fluorescent sources and hence offer the potential for data communication concurrent with lighting [10].

1.1 Current State of VLC, Standardizations and Challenges

Visible light communications was pioneered in Japan [11, 12, 13] but there is now a growing interest in Europe, namely the hOME Gigabit Access (OMEGA) project [14, 15, 16], and USA [17, 18], namely Boston Smart Lighting Center [19].

In order to have widespread adoption, VLC technology must be standardized. Today, there exist several Japanese standards such as Japan Electronics and Information Technology Industries Association (JEITA) [20, 21, 22]. The first standard JEITA CP-1221 restricts the wavelength of all emissions to be within the range of 380 nm to 750 nm with an accuracy of 1 nm per application. For example, if an application claims to send light within 450 nm to 500 nm, emitted wavelengths must be between 449 nm to 501 nm. Unlike this standard, JEITA CP-1222 is supposed to be only used for communications. It includes some restrictions in the frequency used and modulation schemes. There is also an ongoing work to develop VLC standards.
within IEEE (IEEE 802.15) [23]. The IEEE has formed a task group 7 (TG7) which specifies and registers the required standards for VLC.

Similar to other wireless optical communication systems, VLC is aimed to allow high data rate communication between users. As an example, project OMEGA was intended to deliver 100+ Megabit/second (Mbit/s) data rate via interior lighting. However, as detailed in Sec. 2.1.4, the low modulation bandwidth of the LED, namely $\sim 2$ megahertz (MHz) for white LEDs, restricts data rate [24]. In terms of signal to noise ratio (SNR), visible light communication systems possess high SNRs [25] . As also illustrated in Sec. 2.4, SNRs in excess of 50 dB are available for typical VLC channels. In summary, the VLC channel can be characterized as low bandwidth with very high SNR. Therefore, there are several different techniques that can be employed to achieve higher data rates.

1.1.1 Methods to improve the data rate

As stated earlier, the modulation bandwidth of the LED is limited. As an example, the modulation bandwidth of a phosphor-based white LED is limited to $\sim 2$ MHz. To mitigate this effect, a common method is to employ optical filtering discussed in Sec. 2.1.5. For white LEDs, for example, detecting only the blue component of the emission enhances the modulation bandwidth to $\sim 20$ MHz, albeit at the expense of some reduction in the received power.

Other than optical filtering, the work of [26] suggests transmitter equalization as a technique to increase VLC data rate. In that scenario, an array of LEDs with different peak frequencies are used to create a channel that has an improvement of a factor of 10 in the bandwidth. Using this method, a 2 meter (m) distance is covered
with 40 Mbit/s non-return-to zero on-off keying (NRZ OOK) and a bit error rate (BER) of less than $10^{-6}$. Mixing this technique and blue filtering at the receiver, an 80 Mbit/s link with the same BER is reported for the same distance coverage.

As another alternative, orthogonal frequency division multiplexing (OFDM), detailed in Sec. 2.5.1, is suggested. Through simultaneous transmission of lower data rates on parallel subcarriers instead of a high rate serial data, it is shown that OFDM has the capability to achieve higher data rates while each subcarrier is operating within a narrow band. Using blue filtering, previous work in [27] reports 125 Mbit/s data rate over 5 m distance with NRZ OOK modulation and uncoded BER of less than $2 \times 10^{-3}$. For the same BER, data rates of more than 200 Mbit/s are achieved in [28] using OFDM.

Apart from the discussed methods, the work in [29] suggests using optical multiple input multiple output (MIMO) techniques on VLC to achieve data rates of up to several hundreds of Mbit/s.

### 1.1.2 VLC Challenges

Although the discussed methods enhance the communication data rates, still very high data rates (more than a Gbit/s) are unachievable even with optical filtering and equalization techniques.

Apart from the challenge of achieving higher data rates, there are additional challenges for VLC. As discussed in [30], providing a high speed VLC uplink is difficult. In [31], a reflecting transceiver is proposed. The reflector receives the incident light and returns a portion of the beam to the transmitter. However, the data rates achieved from this method are low (less than 50 Mbit/s).
Figure 1.2: Car-to-car visible light communication between head and tail lights [36].

Another challenge for VLC is to cooperate with another wireless standard such as RF. The work in [32] examined the combination of a high speed downlink and a lower speed RF wireless LAN and showed that the combined system possess some benefits in terms of latency and throughput. Also the work in OMEGA project aims to combine different RF and optical wireless to achieve the desired performance [14].

1.2 VLC Applications

The applications of VLC are not restricted to indoor uses. Some main applications of VLC are detailed in the following.

- **Vehicle and transportation:**
  
  White LEDs can also be used in the automotive field to communicate audio or digital data between cars, between traffic infrastructure and cars, between robots or even between aircraft [33, 34]. The first cars that employ LEDs as headlights are now appearing [35]. Figure 1.2 displays visible light communication between head and tail lights of two cars [36].

- **Hospitals and healthcare:**
  
  Visible light is well-suited for communication in hospitals and healthcare, especially around MRI scanners and in operating theatres where RF radiations are
undesirable. There is an ongoing project in Japan that is intended to incorporate VLC applications to hospitals and healthcare [37].

- **Hazardous environments:**
  Visible light communications is an attractive choice for areas where there is a risk of explosions (such as mines, petro-chemical plants, oil rigs etc.) as it provides both safe illumination and communications.

- **Location based services:**
  There exist some applications for VLC that enable estimation of user location. The geospatial information authority (GSI) in Japan has already started the activity of indoor location estimation using white LEDs [38].

- **Defence and security services:**
  Visible light is a strong candidate for new defence and security systems. The fact that visible light cannot be detected on the other side of a wall has considerable security advantages.

- **Aviation:**
  Light emitting diodes are already used in aircraft for illumination and can also be employed to provide media services to passengers. Such application reduces the aircraft cost and weight since there is no need of wires [39].

- **Underwater communications:**
  Visible light is very attractive for environments where radio waves do not propagate for a long distance. Since radio waves do not travel well through thick electrical conductors like water, VLC can be used as an alternative to support
underwater communications. Such advancement can enable underwater vehicles and divers to communicate to each other. The work in [40] uses green light for underwater communications of up to 30 meter distance. Underwater visible light communication is also illustrated in [41].

The applications discussed in this section focus on the use of visible light for illumination and data communication, with illumination as the main function. However, there exist some VLC applications in which illumination is not important. The work in [42] suggests a different application of visible light for only data transmission. The experimental link proposed in this work uses visible red light lasers (650 nm red beam) for free-space optical communications to cover a range of 300 m at a potential data rate of 100 Mbit/s.

1.3 Thesis Contributions

In this thesis, efficient OFDM signaling schemes for VLC systems are proposed. As shown in Sec. 2.5.1, DC-biased OFDM, asymmetrically clipped optical OFDM (ACO-OFDM) and pulse amplitude modulated discrete multi-tone (PAM-DMT) are examples of IM/DD compatible OFDM schemes. However, as it will also be detailed in Chapter 2, they have several drawbacks. In general, DC-biased OFDM signals suffer from poor average optical efficiency [43]. Clipped multi-carrier systems such as ACO-OFDM [44, 45, 46, 47, 48] and PAM-DMT [49] provide better optical power efficiency compared to DC-biased OFDM. However, this is achieved at the expense of losing half the degrees of freedom and requiring higher PAPR compared to DC-biased OFDM. Furthermore, conventional ACO-OFDM and PAM-DMT receivers do not exploit the time domain inherent structure in detection.
In this thesis, a novel bandwidth efficient method to implement OFDM on IM/DD channels is presented and termed spectrally factorized optical OFDM (SFO-OFDM) [50]. The loss of half the degrees of freedom and high PAPR in ACO-OFDM and PAM-DMT are mitigated in SFO-OFDM. The proposed technique achieves gain both in average required transmitted power and PAPR compared to previous approaches.

Furthermore in this thesis, a new receiver design scheme is proposed and simulated for clipped multi-carrier systems [51]. Previous designs for such systems do not take advantage of the structure of the time signal in detection [44, 48]. Exploiting such structure in the receiver, a new maximum likelihood (ML) detector is proposed and shown to improve the optical power efficiency of the system.

1.4 Thesis Structure

This thesis is organized as follows:

In Chapter 2, a detailed description of visible light communication channels is provided. Light emitting diodes (LEDs) and optical photodiodes are introduced as the transmitters and receivers in visible light communication systems. The amplitude constraints of IM/DD channels are then discussed and the channel model between the transmitter and the receiver is presented. For VLC channels, large signal-to-noise ratios are illustrated through an indoor VLC example. Finally, compatible OFDM schemes for IM/DD channels, such as DC-biased OFDM, ACO-OFDM and PAM-DMT, are analyzed in detail and the framework of the thesis is established.

In Chapter 3, spectrally factorized optical OFDM is developed and suggested as a method of choice for implementing OFDM on IM/DD channels. Through proving a theorem, the framework of SFO-OFDM is established and used for design schemes.
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It is shown that SFO-OFDM mitigates the problem of requiring reserved subcarriers and high PAPR in ACO-OFDM and PAM-DMT. Furthermore, a noticeable gain is achieved by implementing a sub-optimal 9-subcarrier SFO-OFDM in comparison with ACO-OFDM, PAM-DMT and DC-biased OFDM.

In Chapter 4, a new pairwise maximum likelihood (ML) detector for ACO-OFDM and PAM-DMT systems is proposed. It is verified through simulation that by using the inherent structure of the time samples in ACO-OFDM and PAM-DMT, a considerable gain in optical power efficiency can be achieved.

Finally, the thesis concludes in Chapter 5 with conclusions and suggestions for future work.
Chapter 2

Visible Light Communication Channels

In order to implement efficient optical OFDM on VLC channels, it is important to model the behavior of the channel. In this chapter, the basic properties of VLC channels are introduced. The transmitter and receiver devices are discussed and the channel is modeled. An example of an indoor VLC application is illustrated and finally, current IM/DD compatible OFDM schemes are explicitly presented and the framework of the thesis is established.

2.1 Basic Channel Properties

2.1.1 IM/DD Channels

Similar to other wireless optical communication systems, VLC relies on intensity modulation and direct detection (IM/DD) for data transmission. Figure 2.1 displays a
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Wireless Optical Intensity Channels

Figure 2.1. Block Diagram of an optical intensity, direct detection communications channel.

The chapter concludes with a comparison of popular channel topologies and a summary of the typical parameters of a practical short-range wireless optical channel.

Wireless optical channels differ in several key ways from conventional communications channels treated extensively in literature. This section describes the physical basis for the various amplitude and power constraints as well as propagation characteristics in indoor environments.

Most present-day optical channels are termed intensity modulated, direct-detection channels. Figure 2.1 presents a schematic of a simplified free-space intensity modulated, direct-detection optical link.

The optical intensity of a source is defined as the optical power emitted per solid angle in units of Watts per steradian.[10] Wireless optical links transmit information by modulating the instantaneous optical intensity, \(I(t)\), in response to an input electrical current signal \(x(t)\). The information sent on this channel is not contained in the amplitude, phase or frequency of the transmitted optical waveform, but rather in the intensity of the transmitted signal. Present day optoelectronics cannot operate directly on the frequency or phase of the range optical signal. This electro-optical conversion process is termed optical intensity modulation and is usually accomplished by a light-emitting diode (LED) or laser diode (LD) operating in the 850-950 nm wavelength band.[11] The electrical characteristics of the light emitter can be modelled as a diode, as shown in the figure.

Section 2.2.1 describes the operation of LEDs and LDs in greater detail.

The opto-electrical conversion is typically performed by a silicon photodiode. The photodiode detector is said to perform direct-detection of the incident optical intensity signal since it produces an output electrical photocurrent, \(y(t)\).

Figure 2.1: A block diagram of an intensity modulated direct detection channel [52].

block diagram of an intensity modulated direct detection system [52]. The instantaneous optical intensity, \(I(t)\), is modulated proportional to the input electrical current \(x(t)\). This method of modulation is termed as intensity modulation and can be done by a laser diode (LD) or a light-emitting diode (LED). Usually, LEDs have higher reliability, lower cost and are considered more eye-safe compared to laser diodes. However, the main advantage of laser diodes is their higher speed of operation [52].

After data modulation, the intensity signal is transmitted through the channel. At the receiver, a photodiode is used to detect the received intensity. This method of detection is termed as direct detection.

The basic properties of photodiodes are discussed in Sec. 2.1.2.

2.1.2 Photodiodes

Photodiodes are solid-state devices that are used to perform the optical to electrical conversion. They produce an output electrical current, \(y(t)\), proportional to the received intensity signal. The received current is then processed to extract the transmitted information.
The key parameter in photodiodes is the responsivity defined as,

$$ R = \frac{I_p}{P_p}, $$

(2.1)

where $I_p$ is the average photocurrent generated and $P_p$ is the incident optical power. The photodiode responsivity depends on the physical structure of the photodiode and has the units of ampere per watt ($\frac{A}{W}$). Two common photodiodes that are currently used in practice are p-i-n photodiodes and avalanche photodiodes. The first type has lower cost but lower modulation bandwidth [52].

The received power of the photodiode, $P_p$, is proportional to its effective light-collection area. Thus, the photodiode effective area must be large enough to collect the transmitted signal. In general, photodiodes must be selected such that the cost, performance and safety requirements are satisfied.

As stated in Chapter 1, visible light communication allows the simultaneous use of light for both illumination and data modulation. Visible light communication systems employ light emitting diodes (LEDs) as optical transmitters. In the next section, the basic physical and operational characteristics of LEDs are presented and discussed.

### 2.1.3 LED Characterization

A light-emitting diode (LED) is a semiconductor light source. Two important lighting factors of LEDs are color rendering index and luminous efficacy. The color rendering index is a measure of the ability of the LED to produce color in comparison with an ideal light source. The luminous efficacy on the other hand, is the measure of the efficiency with which the source produces visible light from electricity. It is equal to the ratio of luminous flux, defined in Sec. 2.2, to the total electric power consumed.
by the source. Therefore it has the units of lumen per watt \((\text{lm/W})\).

Figure 2.2 shows a typical room with dimensions \(5 \times 5 \times 3 \text{ m}^3\) where white light LEDs are set up 2.5 m above the floor, and the receiver is located at the desktop surface 0.85 m above the floor [53]. The LEDs produce white light suitable for illumination and data modulation. There are two popular methods to produce white light. These methods are introduced and discussed in Sec. 2.1.4 and 2.1.5.

### 2.1.4 RGB LEDs

A simple way to form white light is to mix red, green and blue (RGB) colors with appropriate portions as shown in Fig. 2.3 [54]. The LEDs produced in this way are often referred to as RGB LEDs.

Red-green-blue LEDs have the flexibility of mixing different colors and possess higher luminous efficacy (in excess of 90 \(\text{lm/W}\) [55]) compared to phosphor-based LEDs discussed in Sec. 2.1.5. However, they are seldom used in practice to produce white
2.1.5 Phosphor-based LEDs

This method involves coating a blue LED with a yellow emitting phosphor as shown in Fig. 2.4. The resulting LEDs are termed as phosphor-based white LEDs.

Phosphor-based LEDs have a lower luminous efficacy compared to RGB LEDs ($\sim 80 \text{ lm/W}$) due to phosphor-related degradation issues [55]. However, the majority of white LEDs that are currently in use on the market are manufactured using this technology. Apart from the advantage of requiring only a single color source, these types of LEDs are easier to design and are less expensive than complex RGB LEDs. Furthermore, the available modulation bandwidth of such LEDs can be enhanced by at least an order of magnitude using blue filtering. Due to the long decaying time of the phosphor, the modulation bandwidth of the white emission is limited to $\sim 2 \text{ MHz}$.
Figure 2.4: The structure of phosphor-based white LEDs [54].

Figure 2.5: Available modulation bandwidth of an OSRAM white light LED both for white and blue component [25].
However, the blue component has a larger modulation bandwidth \( \sim 20 \) MHz. As a result, to achieve a higher modulation bandwidth and therefore higher data rates, a common method is to only detect the blue part of the spectrum at the receiver termed as blue filtering. The blue filtering approach was first adopted in the recently completed project OMEGA in Europe with the aim of providing 100+ Mbit/s data rate via interior lighting [15]. The white LEDs used in project OMEGA are products of OSRAM with a modulation bandwidth as shown in Fig. 2.5 both for blue and white component [25]. A new LED concept from OSRAM, termed as “Brilliant-Mix”, has been shown to achieve a high luminous efficacy [56]. These new trends provide 110 \( \text{lm} \) W luminous efficacy which is 30% greater than typical phosphor-based white LEDs.

Apart from OSRAM, there exist other LED producers such as Philips [57], Personik [58], NICHIA [59], VISHAY [60] and others. All the mentioned companies produce LEDs that are available in different sizes, from 3 mm to 10 mm, and different colors. Other than white, LEDs are available in various colors such as green, red, blue, royal blue, cyan, red-orange and amber.

### 2.2 Illumination using white LEDs

As mentioned earlier in this chapter, the primary function of visible light is illumination. Enforced by the standards, VLC is done very fast such that it is not perceptible to the eye.

In order to have appropriate lighting, a certain illuminance is required at the illuminated surface. The illuminance \( E \), with unit lux (lx), is defined as luminous
flux $\Phi$, with unit lumen (lm)

$$\Phi = 683 \frac{lm}{W} \int_{\lambda_{\text{min}}}^{\lambda_{\text{max}}} V(\lambda)P(\lambda)d\lambda, \quad (2.2)$$

per unit area [24]. In (2.2), $V(\lambda)$ is the eye sensitivity function (or luminous efficiency curve) as shown in Fig. 2.6 [61], and $P(\lambda)$ is the emission spectrum of the LED. The illuminance $E$ will then be equal to,

$$E = \frac{d\Phi}{dA} = \frac{1}{r^2} \frac{d\Phi}{d\Omega} = \frac{I(\theta)}{r^2}, \quad (2.3)$$

in which $\Omega$ is the solid angle, $I(\theta) = \frac{d\Phi}{d\Omega}$, with units of candela (cd), is the luminous intensity in the direction $\theta$ from the source, and $r$ is the distance to the illuminated surface as shown in Fig. 2.2 [30].

Figure 2.7 displays the emission spectrum of a LUXEON star white light LED product of OSRAM [62]. The left side corresponds to the fast response of the blue component ($\sim 380 - 500$ nm), whereas the right side is in correspondence with the slow yellow response ($\sim 500 - 720$ nm).

As can also be seen in Figs. 2.6 and 2.7, a typical human eye will respond to wavelengths from $\lambda_{\text{min}} \approx 380$ nm to $\lambda_{\text{max}} \approx 720$ nm in the visible light domain. Also, the human eye generally has its maximum sensitivity at around $\lambda = 555$ nm, in the green region of the optical spectrum.

For a source that obeys Lambert’s emission law, $I(\theta) = I_0 \cos^n(\theta)$ and the horizontal illumination at the surface in Fig. 2.2 can be derived from,

$$E_h = E \cos(\psi) = I_0 \frac{\cos^n(\theta) \cos(\psi)}{r^2}, \quad (2.4)$$
Figure 2.6: Luminous efficiency curve showing sensitivity of human eye to different wavelengths [61].

Figure 2.7: Emission spectrum of a LUXEON star white light LED [62].
where $I_0 = I(\theta = 0)$ is the maximum luminous intensity, $m$ is the Lambert index, and $\psi$ is the angle of incidence. The Lambert index depends on the semi-angle at half illuminance, $\theta_{1/2}$, as:

$$m = -\frac{1}{\log_2 \theta_{1/2}}.$$  \hfill (2.5)

The illuminance of the light is governed by International Organization for Standardization (ISO) [63]. In accordance with this standard, for an indoor communication model such as the one in Fig. 2.2, the minimum required average illuminance suitable for writing, reading and typing is 400 lx at the desktop height. Moreover, the illuminance between 200 $\sim$ 800 lx is required throughout the room span.

The source optical power is defined as the average radiation spectrum,

$$P = \int_{\lambda_{\text{min}}}^{\lambda_{\text{max}}} P(\lambda) \ d\lambda. \hfill (2.6)$$

By having $P(\lambda)$ and $V(\lambda)$, one can find $P$ and $\Phi$. For LUXEON star LEDs, the conversion factor of $\alpha = \frac{P}{\Phi} = 2.1 \text{ mW/lm}$ is found between the source optical power in the blue region and the luminous flux.

### 2.3 Channel Modeling

In visible light communications, similar to other IM/DD systems, the channel model can be expressed as:

$$y_r(t) = R \ x(t) * h(t) + w(t), \hfill (2.7)$$
where $y_r(t)$ is the received signal current [$A$], $x(t)$ is the transmitted intensity signal [$W$], $h(t)$ is the VLC channel impulse response, $w(t)$ is the VLC channel noise [$A$], $R$ is the detector responsivity [$\frac{A}{W}$], and $*$ denotes convolution [43]. If the channel impulse response is known at the receiver, a zero forcing equalizer (ZFE), $c(t)$, such that

$$R c(t) * h(t) = \delta(t), \quad (2.8)$$

can be used to make the channel flat

$$y(t) = x(t) + z(t), \quad (2.9)$$

where $y(t) = c(t) * y_r(t)$ is the equalized received signal and $z(t) = c(t) * w(t)$ is the equalized noise.

Notice that data are modulated on the instantaneous intensity of the LEDs. Hence,

$$x(t) \geq 0. \quad (2.10)$$

Due to eye-safety regulations governed by International Electrotechnical Commission (IEC)[64], the average intensity of all emissions is also bounded:

$$P_{\text{ave}} = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} x(t) \, dt \leq P_0. \quad (2.11)$$

Furthermore, optical sources have limited dynamic linear range due to their nonlinear behaviour [65]. The dependence of the output optical power of the LEDs to the driving current of the LEDs is nonlinear and distorts the transmitted signal. The distortion is more considerable at higher optical powers. Therefore, it is always desired that
the peak of the signal is not larger than a certain value, $A$, which leads to a peak amplitude constraint as,

$$ x(t) \leq A. $$

(2.12)

The peak-to-average power ratio (PAPR) is then defined as,

$$ \text{PAPR} = \frac{x(t)_{\text{max}}}{P_{\text{ave}}}. $$

(2.13)

Figure 2.8 displays the nonlinearity behaviour of a white LED (NICHIA NSPW500Cs), red LED (NICHIA NCSR119), and infrared LED (VISHAY TSSF5210) [66]. For simplicity, the non-linearity effect is not considered in this thesis and it is assumed that predistortion techniques are employed to cancel non-linearity effects.

As stated earlier, the main properties of channels are channel impulse response and channel noise. The VLC channel impulse response and VLC channel noise are discussed in Sec. 2.3.1 and Sec. 2.3.2 respectively.
Figure 2.9: This figure displays indoor VLC between an array of white LEDs as the transmitter and a laptop as the receiver [36].

2.3.1 Channel Impulse Response

Figure 2.9 shows a typical indoor VLC channel between an array of white LEDs as the transmitter, and a laptop as the receiver. Like other wireless optical channels, the VLC channel \( h(t) \) consists of a line-of-sight (LOS) component and a diffuse or non-line-of-sight component (NLOS) [24]:

\[
h(t) = h_{\text{LOS}}(t) + h_{\text{DIFF}}(t).
\]

The LOS contribution is the amount of signal received at the receiver directly from the transmitter and can be modeled by delayed Dirac pulses as,

\[
h_{\text{LOS}}(t) = \eta_{\text{LOS}} \delta(t - \Delta t_{\text{LOS}}),
\]

where \( \eta_{\text{LOS}} \) and \( \Delta t_{\text{LOS}} \) are the gain and the delay of the LOS signal.

The diffuse portion, however, comes from the reflections off the walls or other
objects present in the environment. This part consists of long lasting decay and can be modeled by a decaying exponential function in time domain or as follows in frequency domain [67],

\[ H_{DIFF}(f) = \eta_{DIFF} \frac{\exp(-j2\pi f \Delta t_{DIFF})}{1 + jf/f_0}. \]  

(2.16)

In (2.16), \( \eta_{DIFF} \) and \( \Delta t_{DIFF} \) are the gain and the delay of the diffuse portion, and \( f_0 \) is the 3-dB cut-off frequency of a purely diffuse channel. The channel response in frequency domain can then be summarized as:

\[ H(f) = \eta_{LOS} \exp(-j2\pi f \Delta t_{LOS}) + \eta_{DIFF} \frac{\exp(-j2\pi f \Delta t_{DIFF})}{1 + jf/f_0}. \]  

(2.17)

Therefore, the VLC channel DC gain, \( H(0) \), is equal to:

\[ H(0) = \eta_{LOS} + \eta_{DIFF}. \]  

(2.18)

The LOS and diffuse gains in VLC channels can be obtained from [53] as,

\[
\begin{align*}
\eta_{LOS} & = A_R (m + 1) \frac{\cos^m(\theta_0) \cos(\psi_0)}{2\pi r_0^2}, \\
\eta_{DIFF} & = \frac{A_R}{A_{ROOM}} \frac{\rho}{1 - \rho},
\end{align*}
\]

(2.19)

where \( A_R \) is the effective receiver area, \( A_{ROOM} \) is the room area, and \( \rho \) is the average reflectivity from the walls. As also displayed in Fig. 2.2, \( \theta_0 \) and \( \psi_0 \) are the angles of irradiance and incidence, and \( r_0 \) is the distance between the receiver and the LED. Usually, the LOS contribution considerably dominates the channel response in most
scenarios [24]. Therefore, in Sec. 2.4 where an indoor VLC example is illustrated, only LOS contribution of the VLC channel is considered.

### 2.3.2 Channel Noise and SNR

In most wireless optical communication systems, there exist background noise originating from ambient light in the environment. Ambient light can arise from sunlight, skylight, incandescent and fluorescent lamps, or other light sources [68]. Figure 2.10 shows the normalized optical power spectra of some common background noise sources versus wavelength [43]. The background noise present in the environment leads to a DC photocurrent that causes a shot noise at the receiver. This noise source is signal independent and is the result of summation of many independent Poisson distributed random variables. Hence, it can be modeled as a Gaussian distribution [52].

Apart from shot noise, there also exists thermal noise coming from the receiver electronics. Thermal noise is also generated independent of the received signal and can be modeled as an additive white Gaussian process [52]. The total noise can then be modeled as an additive white Gaussian process with a total variance $\sigma^2$ coming from shot noise and thermal noise [43, 69]. Since the shot noise and thermal noise are uncorrelated, then:

$$\sigma^2 = \sigma^2_{\text{shot}} + \sigma^2_{\text{thermal}}. \quad (2.20)$$

It is shown in [13] that the shot noise is the dominant noise source in VLC channels. The noise power is therefore equal to:

$$\sigma^2 \cong N_{\text{shot}}B = qIB, \quad (2.21)$$
therefore reduce by 7–10 dB. This comparison illustrates the robustness of diffuse links against shadowing.

D. Ambient Light Noises

Many environments contain intense ambient infrared radiation arising from sunlight, skylight, incandescent and fluorescent lamps, and other sources [1], [41]. The optical power spectra of some common infrared sources are shown in Fig. 8(a). It should be emphasized that the power spectra in Fig. 8(a) have been normalized to have equal maximum value. Direct sunlight, when present, is typically much stronger than the other two sources. Sunlight, skylight, and incandescent lamps represent essentially unmodulated sources that can be received at an average power much larger than the desired signal, even when optical filtering is employed. The resulting dc photocurrent causes shot noise, which is a dominant noise source in typical infrared receivers, as shown below.

Here, we compute the optical power received from steady ambient light sources, which will be used to compute the shot noise they induce. We assume that the receiver employs a bandpass optical filter of noise bandwidth $B$ and peak transmission. The ambient light noise is assumed to have a spectral irradiance $N_{shot} = qI$ is the power spectral density of the shot noise, $I$ is the induced current in the photodiode coming from ambient light, $q = 1.6 \times 10^{-19}$ is the electron charge, and $B$ is the effective noise bandwidth. The optical and electrical SNR can then be defined as follows respectively,

$$SNR_o = \frac{P_r}{\sigma},$$

$$SNR_e = \frac{R^2 P_r^2}{\sigma^2},$$

where:

$$P_r = H(0) P_{ave},$$

is the received optical signal power, $H(0)$ is the VLC channel DC gain defined in (2.18), and $P_{ave}$ is the average transmitted power defined in (2.11).
As stated in Sec. 2.3, peak of the signal imposes notable design restrictions. Therefore, another important parameter in IM/DD channels is optical peak signal-to-noise ratio (PSNR) defined as,

$$\text{PSNR} = \frac{x(t)_{\text{max}}}{\sigma}. \quad (2.25)$$

### 2.4 An Indoor VLC Example

An example of indoor data transmission via white LEDs is illustrated in [53]. In order to limit the number of LEDs for illumination, the LUXEON star LEDs with large radiation angle are chosen. The output optical power of the LEDs can be calculated using $\alpha = 2.1 \text{ mW/lm}$ conversion factor discussed in Sec. 2.2. Two scenarios shown in Fig. 2.11 are assumed for LEDs positioning. The number of LEDs and the space between them in each scenario are assumed such that the standard required brightness discussed in Sec. 2.2 is provided throughout the room. In the first scenario, A, the ceiling is covered uniformly with 16-cm-spaced white LEDs whereas in the second scenario, B, four 1 m$^2$ square surfaces are covered with 7-cm-spaced white LEDs. Figure 2.12 displays the optical characteristics of each LED along with measured statistics of the experiment. As can be seen, the number of LEDs used in both scenarios is less than 1000. Also in both scenarios, the major portion of the room has the minimum required brightness.

As stated in [53], the noise power is dominated by shot noise coming from ambient light. The ambient light in the area of the experiment produced $I = 0.62 \text{ mA}$ current in the receiver photodiode after blue filtering. The noise power spectral density is
Figure 2.11: The ceiling LED designs in two different scenarios for an indoor VLC example [53].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Scenario A</th>
<th>Scenario B</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LED characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$2\theta (m)$</td>
<td>120° (1)</td>
<td></td>
</tr>
<tr>
<td>$I_0$</td>
<td>9.5 cd</td>
<td></td>
</tr>
<tr>
<td>$P_T$</td>
<td>63 mW</td>
<td></td>
</tr>
<tr>
<td><strong>Scenario characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LED distribution across the ceiling</td>
<td>uniform</td>
<td>4 lamps</td>
</tr>
<tr>
<td>LED chip spacing</td>
<td>16 cm</td>
<td>7 cm</td>
</tr>
<tr>
<td>Number of chips</td>
<td>961</td>
<td>784</td>
</tr>
<tr>
<td><strong>Brightness statistics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E$ (min, max)</td>
<td>(237,855) lx</td>
<td>(181,855) lx</td>
</tr>
<tr>
<td>$E \geq 400$ lx</td>
<td>89.7 %</td>
<td>80.2 %</td>
</tr>
<tr>
<td><strong>Transmission statistics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>max LOS delay</td>
<td>5.5 ns</td>
<td></td>
</tr>
<tr>
<td>Channel min $f_{\text{ch}}$</td>
<td>&gt;200 MHz</td>
<td>98 MHz</td>
</tr>
<tr>
<td>$P_R$ (min, av, max)</td>
<td>(0.1, 0.4, 0.5) mW</td>
<td></td>
</tr>
<tr>
<td>$SNR$ (min, max)</td>
<td>(49, 60) dB</td>
<td>(47, 60) dB</td>
</tr>
<tr>
<td>$SNR \geq 54.5$ dB</td>
<td>88%</td>
<td>79%</td>
</tr>
</tbody>
</table>

Figure 2.12: This figure shows the optical characteristics of the LUXEON star white LEDs used in this example along with the scenario characteristics and measured statistics of the experiment [53].
then equal to:

\[ N_0 \approx N_{\text{shot}} = qI = 10^{-22}, \]  

(2.26)

Thus the noise power in (2.20) will be,

\[ \sigma^2 \approx \sigma^2_{\text{shot}} = N_0 B = 2 \times 10^{-15}, \]  

(2.27)

where \( B = 20 \) MHz is the available modulation bandwidth of the LED after blue filtering. The total received power at the receiver \( P_r \), and the total illuminance at the surface are equal to sum of the received powers and illuminances from the LEDs. However, as stated in Sec. 2.3.1, the LOS contribution greatly dominates the channel frequency response. For the LOS part, using (2.18) and (2.24):

\[ P_r = \sum_{i=1}^{N_{\text{LED}}} H_i(0) P_{\text{ave}}, \]

\[ H_i(0) = \eta_{\text{LOS},i}, \]  

(2.28)

where \( N_{\text{LED}} \) is the total number of the LEDs for each scenario. Considering \( P_{\text{ave}} = P_{\text{CHIP}} \) for each LED, and replacing (2.19) in (2.28) gives:

\[ P_r = P_{\text{CHIP}} \sum_{i=1}^{N_{\text{LED}}} \eta_{\text{LOS},i} \]

\[ = P_{\text{CHIP}} A_R (m + 1) \sum_{i=1}^{N_{\text{LED}}} \frac{\cos^m(\theta_i)\cos(\psi_i)}{r_i^2}. \]  

(2.29)
Also from (2.4),

\[ E_h = \sum_{i=1}^{N_{LED}} E_{h_i} = I_0 \sum_{i=1}^{N_{LED}} \frac{\cos^m(\theta_i)\cos(\psi_i)}{r_i^2}. \]  \hfill (2.30)

Thus the following relation exists between \( P_r \) and \( E_h \):

\[ P_r = \frac{P_{CHIP} (m + 1)}{I_0} A_R E_h = \beta A_R E_h. \]  \hfill (2.31)

Therefore, the electrical SNR in (2.22) can be found from,

\[ SNR_o = \frac{(R E_h A_R \beta)^2}{N_0 B}. \]  \hfill (2.32)

For this experiment, photodetectors with responsivity of \( R = 0.28 \frac{A}{W} \), and effective area of \( A_R = 3 \text{ cm}^2 \) are used at the receiver. Also the Lambert index is:

\[ m = -\frac{1}{\log_2(\cos(\frac{\pi}{3}))} = 1. \]  \hfill (2.33)

Replacing \( I_0 = 9.5 \text{ cd} \) and \( P_{CHIP} = 63 \text{ mW} \) for the LUXEON star LEDs from Fig. 2.12, \( m = 1 \), \( R = 0.28 \frac{A}{W} \), \( A_R = 3 \text{ cm}^2 \), \( E_h = 400 \text{ lx} \) as the required brightness, and \( N_0 B = 2 \times 10^{-15} \) from (2.27), leads to \( SNR_o = 54.5 \text{ dB} \) at the 400 lx illuminated surface. Figure 2.13 displays the received electrical SNR distribution under the areas within dashed lines in Fig. 2.11.

In summary, VLC channels have low bandwidth, restricted by the modulation bandwidth of LEDs, but high SNRs often in excess of 50 dB. Compatible VLC signaling schemes are discussed in the next section.
Figure 2.13: Distribution of electrical SNR [dB] under the dashed area in the room of Fig. 2.11 for both scenarios [53].

2.5 Compatible VLC signalling schemes

As discussed earlier in this Chapter, the modulated electrical amplitudes must satisfy the non-negativity constraint of IM/DD channels. This constraint does not permit direct application of conventional electrical modulations on IM/DD channels. Various compatible modulation techniques for such channels include on-off keying (OOK) modulation, pulse-position modulation (PPM), and subcarrier modulation (SM).

The simplest modulation technique is binary on-off keying which represents data as the presence or absence of a signal. In its simplest form, the presence of a pulse for a specific time duration, \( T = 1/R \) (\( R \) is the bit rate), denotes a binary one, whereas its absence for the same duration time denotes a binary zero. This type of modulation is usually referred to as non-return-to-zero on-off keying (NRZ OOK) and is displayed in Fig. 2.14, with \( P \) denoting the average transmitted power. In general, OOK signals suffer from low average optical power efficiency [43].

Pulse-position modulation (PPM) is a modulation method in which information is modulated on the position of the pulses. Pulse-position modulation (PPM) of average
Figure 2.14: NRZ OOK modulation technique: (a) denoting binary zero, and (b) denoting binary one.

Figure 2.15: 4-PPM transmitted waveforms: (a) denotes 00, (b) denotes 01, (c) denotes 10, and (d) denotes 11.
power $P$ consists of $L$ time slots (or chips) denoting $\log_2 L$ bits in which a constant power of $LP$ is transmitted during one of the chips and zero power is transmitted during other chips. Because of its higher peak optical power, the use of $L$-PPM decreases the required transmitted power to achieve a desired BER compared to OOK, however, it also increases the required receiver bandwidth by a factor of $L/\log_2 L$ for a given bit rate. Figure 2.15 displays the 4-PPM transmitted waveforms.

Subcarrier modulation is a modulation scheme where information is modulated onto a number of sinusoidal waveforms termed as subcarriers. In its simplest form, data are modulated onto a single subcarrier located at a certain frequency $f_0 = 1/T$. This type of modulation is termed as single subcarrier modulation (SSM). Since a sinusoidal waveform takes both negative and positive amplitudes, a DC bias is required to satisfy amplitude non-negativity constraint of optical channels. Figure 2.16 displays quadrature phase-shift keying (QPSK) SSM waveforms.

Multiple-subcarrier modulation (MSM) is a subcarrier modulation scheme where information is modulated onto $N$ orthogonal subcarriers located at different frequencies, $f_k$ ($k = 0, 1, \cdots, N-1$). Independent bit streams are modulated onto orthogonal subcarriers while maintaining total data rates similar to conventional SSM schemes in the same bandwidth. The sum of the modulated subcarriers is modulated onto the instantaneous power of the transmitter. Similar to SSM, a DC bias is required to satisfy amplitude non-negativity constraint unless the non-negativity is already guaranteed by careful choice of subcarrier amplitudes.

Multiple-subcarrier modulation is well-suited for simultaneous transmission of data from a single base station to several receivers. Due to the orthogonality of the subcarriers, it also allows individual receivers to access only a subset of the whole
transmission. Furthermore, by simultaneous transmission of several narrowband sub-
carriers, MSM can achieve high aggregate bit rates while each subcarrier is operating
within a narrowband.

**Inter-symbol interference (ISI)**

Inter-symbol interference (ISI) is a distortion in the received signal in which one
symbol interferes with subsequent symbols. Usually, ISI arises in situations in which
a signal from a transmitter reaches the receiver from several independent paths. This
effect is known as multi-path propagation and can be caused from reflections off the
walls. Since different paths have different lengths, this results in different versions
of the same signal arriving at the receiver at different times, i.e. some part of the
symbol will be spread into subsequent symbols hence distorting it.
Apart from multi-path propagation, another cause of ISI is the signal transmission through a frequency selective band-limited channel. Passing the signal from such channels attenuates the amplitude of the signal below the cut-off frequency. Moreover, it leads to removal of frequencies above the cut-off frequency. Such filtering not only changes the shape of the signal within the symbol period, but also will spread the symbol into subsequent symbols.

A major advantage of MSM scheme over other discussed techniques is its ability to overcome ISI by means of employing guard intervals between successive symbols. Using MSM, the channel can be viewed as using many lower symbol rates narrowband signals rather than one rapidly modulated wide-band SSM signal. Since the duration of each symbol is longer in lower symbol rate modulation schemes, it is beneficial to transmit a number of low-rate parallel streams rather than a single high rate stream. The low symbol rate of each subcarrier, allows the insertion of affordable guard intervals hence eliminating ISI.

As a special case of MSM, orthogonal frequency division multiplexing (OFDM) is proposed in which an additional advantage lies in its efficient implementation using Fast Fourier Transform (FFT).

2.5.1 Orthogonal Frequency Division Multiplexing

Orthogonal frequency division multiplexing (OFDM) is an attractive multiple subcarrier modulation scheme which has widely been employed both in wireless and cable digital communications. Other than the capability to remove ISI, the other advantages of OFDM include the ability to easily adapt to different channels and the ability to remove narrowband interference.
Some cable applications of OFDM include asymmetric digital subcarrier line (ADSL), very-high-bitrate digital subcarrier line (VDSL), power line communication (PLC), and multimedia over coax alliance (MoCA) home networking. Some notable OFDM wireless applications involve wireless local area network (WLAN) radio interfaces (IEEE 802.11a, g, n), the terrestrial digital TV systems, the terrestrial mobile TV systems, and the wireless personal area network (PAN) ultra wide-band (IEEE 802.15.3a).

Figure 2.17 displays the block diagram of an optical wireless communication system using OFDM. First a higher rate serial data is partitioned into $N$ parallel data streams with lower rates. Each data stream is then mapped on a complex value using quadrature amplitude modulation (QAM) or phase-shift keying (PSK) modulation assigned with Hermitian symmetry for reality of the time signal. These complex values are then mapped onto a data vector $X$:

$$
N \text{ even} : X = [X(0) \ X(1) \cdots X\left(\frac{N}{2} - 1\right) \ 0 \ X^*\left(\frac{N}{2} - 1\right) \cdots X^*(1)]^T,
$$

$$
N \text{ odd} : X = [X(0) \ X(1) \cdots X\left(\frac{N-1}{2}\right) \ X^*\left(\frac{N-1}{2}\right) \cdots X^*(1)]^T, \quad (2.34)
$$

where $X(0) = P$ is the required DC bias to guarantee non-negativity of time samples. For the case $N$ even, it is assumed that no data is modulated on the middle subcarrier, i.e. $X\left(\frac{N}{2}\right) = 0$.

Performing an $N$-point Inverse Fast Fourier Transform (IFFT) on $X$ produces real
Figure 2.17: Block diagram of an optical wireless system using OFDM.

time samples \( x[n] \) as,

\[
x[n] = \frac{1}{N} \sum_{k=0}^{N-1} X(k) \exp \left( \frac{-j2\pi nk}{N} \right) ; \quad n = 0, 1, \ldots, N - 1.
\]  

(2.35)

The resulting time values are then converted back to serial. Moreover, a cyclic prefix (CP), which consists of the end of the OFDM signal, is transmitted during the guard interval to allow linear convolution of the channel be modeled as circular convolution. However, the time samples are not still appropriate for transmission through the channel and the non-negativity of them must be satisfied. This is done in the block referred to as “Satisfy non-negativity” in Fig. 2.17. Usually a DC bias is added to the time samples. This technique is termed as DC-biased optical OFDM and is explicitly detailed in Sec. 2.6.1. Previous OFDM applications on IM/DD channels, in particular VLC channels, rely on this technique to ensure non-negativity [53, 43, 24, 28, 70, 71, 72, 73, 74, 75]. As an alternative to DC-biased OFDM, asymmetrically clipped optical OFDM (ACO-OFDM), detailed in Sec. 2.6.2, and
pulse amplitude modulated discrete multi-tone (PAM-DMT), detailed in Sec. 2.6.3, are proposed. These techniques remove the requirement of a DC-bias \( P = 0 \) by choosing the subcarrier amplitudes with a given structure \([44, 45, 46, 49]\). In such systems, anti-symmetric time samples are generated in time domain by imposing certain restrictions on subcarrier amplitudes. Hence the “Satisfy non-negativity” block simply clips the negative amplitudes at zero level to guarantee non-negativity. Notice that clipping only guarantees sample non-negativity and not the continuous signal.

After satisfying the non-negativity constraint in optical OFDM systems, the time samples are passed through a digital to analog filter and converted to an optical signal, \( x(t) \), using an LED. The resulting optical signal is then transmitted through the optical channel.

At the receiver, the demodulation and decoding the data will be performed. The orthogonality of the subcarriers enables the receiver to separate each carrier and perform standard QAM or PSK maximum likelihood (ML) detection. The detected data are then compared with the transmitted data and the bit error rate (BER) as an evaluating metric for analyzing error performance of the system is found.

### 2.6 Compatible OFDM schemes for IM/DD channels

As discussed earlier in this chapter, the amplitude non-negativity constraint of VLC channels does not allow direct implementation of OFDM on such channels. Several techniques have been proposed to ensure the non-negativity of the OFDM signal
such as: DC-biased OFDM (DCB-OFDM), Asymmetrically Clipped Optical OFDM (ACO-OFDM), and Pulse Amplitude Modulated Discrete Multi-tone (PAM DMT). These methods and their properties are explicitly presented in the following.

### 2.6.1 DC-biased OFDM

As discussed in Chapter 1, OFDM signals are in general bipolar signals and have both negative and positive amplitudes. One common method that can be used to guarantee non-negativity of the transmitted signal, is to add a DC bias to the bipolar OFDM signal as in [70, 75, 76, 77, 78, 79, 80, 81, 82, 83]. The required DC bias to satisfy non-negativity is equal to the maximum negative amplitude of the OFDM signal.

For very large numbers of subcarriers, the amplitude of the OFDM signal can be approximated by a zero mean Gaussian distribution through the law of large numbers [84]. For the zero mean Gaussian distributed random variable $x$ with standard deviation of $\sigma$, the probability of the random variable being in the region of $-2\sigma < x < 2\sigma$ is equal to 95.6%. As a result,

$$Pr\{x + 2\sigma > 0\} \approx 97.8\%,$$

(2.36)

which is very close to 1. Therefore, another method that has been employed in recent work [45], suggests adding a DC bias equal to twice the standard deviation of the bipolar OFDM signal and clipping the resulting amplitudes at the zero level. This method requires less DC bias, however, it suffers from the distortion caused from the clipping noise.

The right diagram in Fig. 2.18 depicts the transmitted DC-biased OFDM signal
Figure 2.18: Fig. (a) shows bipolar OFDM time samples, Fig. (b) shows the DC-biased OFDM samples generated after adding a DC-bias to the bipolar samples in (a).

for a particular bit stream using $N = 16$ total subcarriers. Using (2.34) for $N$ even, the DC subcarrier is adjusted equal to the maximum negative amplitude of the bipolar OFDM signal and the middle subcarrier is set to zero. The other subcarrier amplitudes are chosen from 4-QAM constellation points assigned with Hermitian symmetry to have a real output signal.

Although DC-biased OFDM is the simplest compatible OFDM scheme for IM/DD channels, it suffers from poor average optical power efficiency. In order to improve the optical power efficiency, clipped multicarrier systems such as ACO-OFDM and PAM-DMT are proposed. These methods are discussed in Sec. 2.6.2 and Sec. 2.6.3 respectively.

### 2.6.2 Asymmetrically Clipped Optical OFDM (ACO-OFDM)

In ACO-OFDM, unlike DC-biased OFDM, a constraint is imposed on the subcarrier amplitudes [44, 45, 46, 47]. Assume $N$ to be the number of total subcarriers and
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$X(k)$ be the complex value of the $k$th subcarrier assigned with Hermitian symmetry. Consider the case where only odd subcarriers are modulated and the even subcarriers are set to zero:

\[ X(k) = 0 \;;\ k:\text{even}. \quad (2.37) \]

From (2.35), the $n$th time domain sample, $x[n]$, can be found by performing IFFT on the subcarriers. Let the portion of $x[n]$ due to the $k$th subcarrier be denoted by $x(k,n)$ as,

\[ x[k,n] = \frac{1}{N} X(k) \exp \left( \frac{j2\pi kn}{N} \right). \quad (2.38) \]

Thus:

\[ x[n] = \sum_{k=0}^{N-1} x[k,n]. \quad (2.39) \]

Forming $x \left[ k, n + \frac{N}{2} \right]$,

\[
x \left[ k, n + \frac{N}{2} \right] = \frac{1}{N} X(k) \exp \left( \frac{j2\pi k(n + \frac{N}{2})}{N} \right)
= \frac{1}{N} X(k) \exp \left( \frac{j2\pi kn}{N} \right) \exp(j2\pi k) = x[k,n](-1)^k. \quad (2.40)
\]

It can be seen in (2.40) that for $k$ odd, $x[k, n + \frac{N}{2}] = -x[k, n]$ which results in,

\[ x \left[ n + \frac{N}{2} \right] = -x[n] \;;\ n = 0, 1, \cdots, \frac{N}{2} - 1. \quad (2.41) \]
This anti-symmetry in time domain leads to the conclusion that clipping the resulting amplitudes at zero level guarantees no loss of information as the data can be recovered from the corresponding positive samples.

Consider the case of the clipped signal, $x_c[n]$, as:

$$x_c[n] = \begin{cases} x[n] & \text{if } x[n] \geq 0 \\ 0 & \text{if } x[n] < 0 \end{cases} \quad (2.42)$$

The value of the $k$th subcarrier, $X_c(k)$, can be found by doing an FFT on the clipped time values,

$$X_c(k) = \sum_{n=0}^{N-1} x_c[n] \exp \left(-j \frac{2\pi kn}{N} \right)$$

$$= \sum_{n=0}^{N-1} x[n] \exp \left(-j \frac{2\pi kn}{N} \right) \quad (2.43)$$

Also, the value $X(k)$ from the unclipped signal can be found from,

$$X(k) = \sum_{n=0}^{N-1} x[n] \exp \left(-j \frac{2\pi kn}{N} \right)$$

$$= \sum_{n=0}^{N-1} x[n] \exp \left(-j \frac{2\pi kn}{N} \right) + \sum_{n=0}^{N-1} x[n] \exp \left(-j \frac{2\pi kn}{N} \right) \quad (2.44)$$
Notice that the first term in (2.44) is equal to $X_c(k)$. Rearranging,

$$X_c(k) = X(k) + \sum_{n=0}^{N-1} x[n] \exp \left(-\frac{j2\pi kn}{N} \right).$$  

The term $X^n_c(k)$ in (2.45) is the clipping noise and can be written as,

$$X^n_c(k) = - \sum_{n=0}^{N-1} x[n] \exp \left(-\frac{j2\pi kn}{N} \right).$$  

Replacing the ACO-OFDM requirement, $x[n] = -x[n + \frac{N}{2}]$, in the first term of $X^n_c(k)$ and changing the variable in its second term gives:

$$X^n_c(k) = \sum_{n=0}^{N-1} x[n + \frac{N}{2}] \exp \left(-\frac{j2\pi kn}{N} \right)$$

$$- \sum_{n=0}^{N-1} x[n + \frac{N}{2}] \exp \left(-\frac{j2\pi k(n + \frac{N}{2})}{N} \right)$$

$$= \sum_{n=0}^{N-1} x[n + \frac{N}{2}] \exp \left(-\frac{j2\pi kn}{N} \right)$$

$$- \sum_{n=0}^{N-1} x[n + \frac{N}{2}] \exp(-j\pi k) \exp \left(-\frac{j2\pi kn}{N} \right).$$  

(2.47)
For $k$ odd, $\exp(-j\pi k) = -1$, and the value of the clipping noise is equal to:

\[
X_c^n(k) = \sum_{n=0}^{N-1} x[n + \frac{N}{2}] \exp \left( -\frac{j2\pi kn}{N} \right)
\]

Now, changing the variable in the first term and replacing $x[n + \frac{N}{2}] = -x[n]$ in the second term of (2.48) gives:

\[
X_c^n(k) = \sum_{n=\frac{N}{2}}^{N-1} x[n] \exp \left( -\frac{j2\pi kn}{N} \right)
\]

Therefore from (2.45), it can be concluded that,

\[
X(k) = 2X_c(k) ; \quad k : odd.
\]
or:

\[ X_c(k) = \frac{X(k)}{2} ; \; k : \text{odd}. \] (2.51)

For \( k \) even, from (2.45) and considering (2.37):

\[ X_c(k) = X^c_n(k) ; \; k : \text{even}, \] (2.52)

Therefore, from (2.51) and (2.52):

\[ X_c(k) = \begin{cases} \frac{X(k)}{2} & \text{if } k \text{ odd} \\ X^c_n(k) & \text{if } k \text{ even} \end{cases}. \] (2.53)

The final result in (2.53) shows that the amplitudes of odd subcarriers that carry data in the clipped signal are equal to half of their original amplitudes before clipping and all the clipping noise falls on even subcarriers.

Figure 2.19 displays the time anti-symmetry and orthogonal clipping noise for an example of ACO-OFDM symbol, where odd subcarriers take their values from 16 QAM constellation points. It can also be seen in Fig. 2.19 (b) that for ACO-OFDM, when only odd subcarriers are modulated, the time samples have anti-symmetry property as (2.41). Furthermore, as also proved in (2.53), the anti-symmetry leads to the clipping noise which is orthogonal to the data. A comparison between the corresponding amplitudes of the original data in Fig. 2.19 (a) and twice the values of clipped signal in Fig. 2.19 (d), also verifies the results in (2.53).

Notice that clipping the non-negative amplitudes in ACO-OFDM only guarantees non-negativity of the samples not the interpolated continuous signal.
Figure 2.19: Example of signals in ACO-OFDM: (a) ACO-OFDM data loaded in frequency domain, (b) anti-symmetrical ACO-OFDM time samples, (c) clipped ACO-OFDM time samples, and (d) frequency components of the clipped ACO-OFDM.
2.6.3 Pulse Amplitude Modulated Discrete Multi-tone (PAM-DMT)

In PAM-DMT, similar to ACO-OFDM, a constraint is imposed on the subcarriers [49]. But unlike ACO-OFDM, only the imaginary parts of all subcarriers are modulated and the real components are set to zero. Thus:

\[ X(k) = jC_k; \quad k = 0, 1, \cdots, N - 1, \quad (2.54) \]

where \( C_k \) are chosen from PAM symbols assigned with Hermitian symmetry. The \( n \)th time sample can be found from IFFT on the subcarrier values,

\[ x[n] = \frac{1}{N} \sum_{k=0}^{N-1} X(k) \exp \left( \frac{j2\pi kn}{N} \right); \quad n = 0, 1, \cdots, N - 1. \quad (2.55) \]

By taking the Hermitian symmetry into account, \( X(k) = X^*(N-k), \quad X(0) = X(N/2) = 0, \) and changing the indices, (2.55) can be written as:

\[
\begin{align*}
    x[n] &= \frac{1}{N} \left( \sum_{k=0}^{\frac{N}{2}-1} jC_k \exp \left( \frac{j2\pi k n}{N} \right) + \sum_{k=\frac{N}{2}}^{N-1} (-j)C_{N-k} \exp \left( \frac{j2\pi k n}{N} \right) \right) \\
    &= \frac{1}{N} \left( \sum_{k=0}^{\frac{N}{2}-1} jC_k \exp \left( \frac{j2\pi k n}{N} \right) + \sum_{k=1}^{\frac{N}{2}-1} (-j)C_k \exp \left( \frac{j2\pi (N-k) n}{N} \right) \right) \\
    &= \frac{1}{N} \sum_{k=1}^{\frac{N}{2}-1} C_k \left( j \exp \left( \frac{j2\pi k n}{N} \right) - j \exp \left( -\frac{j2\pi k n}{N} \right) \right) \\
    &= \frac{-2}{N} \sum_{k=1}^{\frac{N}{2}-1} C_k \sin \left( \frac{2\pi k n}{N} \right). \quad (2.56)
\end{align*}
\]
From (2.57), and since for any \( k \), \( \sin \left( k\pi + \frac{2k\pi n}{N} \right) = -\sin \left( k\pi - \frac{2k\pi n}{N} \right) \), it can be concluded that the bipolar time samples in PAM-DMT also have anti-symmetry as,

\[
x \left[ \frac{N}{2} + n \right] = -x \left[ \frac{N}{2} - n \right]; \quad n = 0, 1, \ldots, \frac{N}{2} - 1,
\]

which can also be expressed as:

\[
x [N - n] = -x [n]; \quad n = 0, 1, \ldots, N.
\] (2.59)

Similar to ACO-OFDM, it is concluded that clipping the negative amplitudes does not lead to loss of information since the data can be extracted from the corresponding positive values. As a result, assume the clipped signal \( x_c[n] \), and the value of the \( k \)th subcarrier of the clipped signal \( X_c(k) \), to be defined as in (2.42) and (2.43). Also similar to ACO-OFDM, from (2.45),

\[
X_c(k) = X(k) + X_c^n(k),
\] (2.60)
where:

\[
X^n_c(k) = \sum_{n=0}^{N-1} -x[n] \exp\left(-j\frac{2\pi kn}{N}\right).
\] (2.61)

Substituting (2.59) in (2.61), and changing the indices yields,

\[
X^n_c(k) = \sum_{n=0}^{N-1} x[n] \exp\left(-j\frac{2\pi kn}{N}\right)
\]

Substituting (2.59) in (2.61), and changing the indices yields,

\[
X^n_c(k) = \sum_{n=0}^{N-1} x[n] \exp\left(-j\frac{2\pi kn}{N}\right)
\]

Therefore, \(X^n_c(k)\) can be separated to its real and imaginary part as,

\[
Re\{X^n_c(k)\} = \sum_{n=0}^{N-1} x[n] \cos\left(\frac{2\pi kn}{N}\right),
\]

\[
Im\{X^n_c(k)\} = \sum_{n=0}^{N-1} x[n] \sin\left(\frac{2\pi kn}{N}\right).
\] (2.63)
Notice also that from (2.43), $X_c(k)$ can be separated to real and imaginary parts as,

$$\text{Re}\{X_c(k)\} = \sum_{n=0}^{N-1} x[n] \cos\left(\frac{2\pi kn}{N}\right),$$

$$\text{Im}\{X_c(k)\} = -\sum_{n=0}^{N-1} x[n] \sin\left(\frac{2\pi kn}{N}\right).$$

Comparing (2.63) and (2.64) gives:

$$\text{Re}\{X^n_c(k)\} = \text{Re}\{X_c(k)\},$$

$$\text{Im}\{X^n_c(k)\} = -\text{Im}\{X_c(k)\}.$$  \hfill (2.65)

Replacing (2.54) and (2.66) in (2.60) yields:

$$\text{Im}\{X_c(k)\} = \frac{C_k}{2},$$

$$\text{Re}\{X_c(k)\} = \text{Re}\{X^n_c(k)\}.$$  \hfill (2.66)

Therefore, it is concluded that the imaginary part of the clipped signal in frequency is exactly equal to half of the imaginary part of the original signal before clipping hence clipping noise only falls on real parts of the subcarriers.

The corresponding subcarrier components for the original signal and clipped signal are displayed in Fig. 2.20. The time anti-symmetry in PAM-DMT is also shown in Fig. 2.21. It can be seen in Fig. 2.20 (d) that the imaginary components of the clipped signal are correspondent to the imaginary part of the original signal in Fig. 2.20 (b). Therefore, the clipping noise must fall on real part of the subcarriers as shown in Fig. 2.20 (c).
Figure 2.20: Example of PAM-DMT signals in frequency: (a) PAM-DMT loaded in real part of the frequency domain, (b) PAM-DMT loaded in imaginary part of the frequency domain, (c) real part of the frequency components of the clipped PAM-DMT, and (d) imaginary part of the frequency components of the clipped PAM-DMT.
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Figure 2.21: Example of PAM-DMT signals in time: (a) anti-symmetrical PAM-DMT time samples, and (b) clipped PAM-DMT time samples.

Similar to ACO-OFDM, clipping the non-negative amplitudes in PAM-DMT only guarantees non-negativity of the samples not the continuous signal.

2.7 Conclusion

In this chapter, orthogonal frequency division multiplexing is suggested as a method of choice for implementation on low bandwidth VLC channels with adequate SNRs. The proposed OFDM methods for applying on IM/DD channels are then presented. It is shown that ACO-OFDM and PAM-DMT achieve the same error performance in flat channels [49]. Also, they provide better optical power efficiency compared to DC-biased OFDM since they do not require a DC bias to guarantee non-negativity of the transmitted signal [44, 45, 46, 49]. However, only half the degrees of freedom
are available for data modulation in both techniques. Notice that ACO-OFDM does not modulate even subcarriers and PAM-DMT does not have data on real parts of the subcarriers. This is inefficient as all the subcarriers can take complex values for data transmission. Furthermore, ACO-OFDM and PAM-DMT only guarantee non-negativity of the samples not the continuous OFDM time signal that is transmitted through the channel. As it will also be discussed in Chapter 3, ACO-OFDM and PAM-DMT suffer from their large peak-to-average-power ratio.

In the next chapter, a novel framework for OFDM signaling on IM/DD channels is established. The proposed system uses complex values for all subcarriers. The peak-to-average-power ratio is reduced accordingly. Furthermore, the non-negativity of the continuous OFDM signal is guaranteed by applying such technique.
Chapter 3

Spectrally Factorized Optical OFDM

In the previous chapter, the proposed OFDM designs for IM/DD channels are presented. It is pointed out that ACO-OFDM and PAM-DMT offer better error performance compared to DC-biased OFDM but lose half the carriers to satisfy non-negativity. In this chapter, spectrally factorized optical OFDM (SFO-OFDM) is introduced as the framework to implement OFDM on IM/DD optical channels.

In Sec. 3.1, the framework of SFO-OFDM is established by proving two theorems. The results are then used in Sec. 3.2 for designing signal sets. Finally, the performance of SFO-OFDM in IM/DD channels is presented and compared with other techniques in Sec. 3.3.
3.1 System Model

3.1.1 Channel Model

Although the practical channels are frequency selective and have limited bandwidth, in this work for simplicity, it is assumed that the channel is approximately flat with unlimited bandwidth. The noise \( z(t) \) in the channel model (2.9) can then be modeled as zero mean additive white Gaussian distributed.

The optical signal-to-noise ratio, \( \text{SNR}_o \), peak-to-average power ratio, \( \text{PAPR} \), and peak-signal-to noise ratio, \( \text{PSNR} \), are defined as in (2.22), (2.13), and (2.25) respectively.

3.1.2 Spectral Factorization

The concept of spectral factorization is well studied in FIR filter design [85]. Here, this concept will be considered from another point of view, namely to construct positive amplitude OFDM signals appropriate for transmission on IM/DD channels.

**Theorem 1.** Any periodic, band-limited, real and positive time signal has Fourier series coefficients which form an autocorrelation sequence.

**Proof.** Let \( x(t) \) be a periodic, band-limited, real and positive time signal with Fourier series coefficients \( a_l \). Thus,

\[
x(t) = \sum_{l=-K}^{K} a_l e^{j\omega_0 t} > 0, \tag{3.1}
\]

where \( \omega_0 = \frac{2\pi}{T} \), \( T \) is the period of the signal and \( N = 2K + 1 \) is the number of the
coefficients. Since $x(t)$ is real, the coefficients $a_l$ have Hermitian symmetry, i.e.,

$$\forall l : a_{-l}^* = a_l. \quad (3.2)$$

As suggested in [85], define

$$T(z) = \sum_{l=-K}^{K} a_l z^l, \quad (3.3)$$

as the general $z$-domain characteristic function. Notice that $x(t)$ is the special case of $T(z)$ when $z = e^{j\omega_0 t}$, i.e. $z$ is located on the unit circle:

$$x(t) = T(e^{j\omega_0 t}). \quad (3.4)$$

Replacing $z$ with $1/z^*$ in (4.11) yields:

$$T\left(\frac{1}{z^*}\right) = \sum_{l=-K}^{K} a_l (z^*)^{-l} = \left(\sum_{l=-K}^{K} a_l^* z^{-l}\right)^*. \quad (3.5)$$

Changing the indices in (3.5) and using (3.2) gives,

$$T\left(\frac{1}{z^*}\right) = \left(\sum_{l=-K}^{K} a_{-l}^* z^l\right)^* = \left(\sum_{l=-K}^{K} a_l z^l\right)^* = T^*(z). \quad (3.6)$$

Therefore,

$$T^*\left(\frac{1}{z^*}\right) = T(z). \quad (3.7)$$

Notice from (3.7) that the roots of $T(z)$ appear conjugate reciprocally, i.e. if $\lambda_i$ is a root of $T(z)$ outside the unit circle, $1/\lambda_i^*$ is also a root of $T(z)$ inside the unit circle.
Moreover, since the conjugate reciprocal of a point on the unit circle is itself, and the total number of zeros is \(2K\) which is even, \(T(z)\) can also have even number of zeros on the unit circle. As a result, \(T(z)\) can be written in terms of its zeros as

\[
T(z) = c z^{-K} \prod_{i=1}^{J} (z - e^{j\phi_i}) \prod_{i=1}^{J-1/2} (z - \lambda_i) \left( z - \frac{1}{\lambda_i^*} \right),
\]

(3.8)

in which \(c\) is a scaling factor and \(\phi_i\) are the phase of zeros on the unit circle. Without loss of generality, assume that the \(\lambda_i\) are the zeros outside the unit circle.

Consider the case of zeros on the unit circle \((J > 0)\). Since \(x(t) = T(e^{j\omega_0 t})\) implies that \(x(t) = 0\) for \(t = \phi_i/\omega_0\), which is a contradiction. Consequently, the positivity of \(x(t)\) implies that \(T(z)\) has no zeros on the unit circle, i.e.,

\[
T(z) = c z^{-K} \prod_{i=1}^{K} (z - \lambda_i) \left( z - \frac{1}{\lambda_i^*} \right).
\]

(3.9)

Rearranging,

\[
T(z) = \left( \frac{c (-1)^K}{K} \prod_{i=1}^{K} (\lambda_i^*) \right) \left( \prod_{i=1}^{K} (1 - \lambda_i z^{-1}) \right) \left( \prod_{i=1}^{K} (1 - \lambda_i^* z) \right) H(z) \left( 1 \right) \left( \frac{1}{z^*} \right) \left( z^* \right) \left( H^* \right).
\]

(3.10)

From (3.7), \(c' = (c')^*\), i.e. \(c'\) is real. Moreover, \(\forall t, x(t) = T(e^{j\omega_0 t}) > 0\). Thus from
Chapter 3. Spectrally Factorized Optical OFDM

(3.10),

\[ \forall t : x(t) = T(e^{j\omega_0 t}) = c' \prod_{i=1}^{K} | 1 - \lambda_i e^{-j\omega_0 t} |^2 > 0. \]  \hspace{1cm} (3.11)

Since \( T(z) \) has no zeros on the unit circle, \( x'(t) > 0 \) therefore, \( c' > 0 \) and has a square root. Simplifying (3.10),

\[
T(z) = \left( \sqrt{c'} H(z) \right) \left( \sqrt{c'} H^*(z) \left( \frac{1}{z^*} \right) \right) = S(z) S^* \left( \frac{1}{z^*} \right). \]  \hspace{1cm} (3.12)

Let

\[ S(z) = \sum_{l=0}^{K} s_l z^{-l}. \]  \hspace{1cm} (3.13)

Substituting (3.13) into (3.12) and comparing with (4.11) gives,

\[
\sum_{l=-K}^{K} a_l z^l = \left( \sum_{l=0}^{K} s_l z^{-l} \right) \left( \sum_{l=0}^{K} s_l^* z^l \right)
= \sum_{l=-K}^{K} \left( \sum_{m=0}^{K} s_m s_m^* \right) z^l,
\]  \hspace{1cm} (3.14)

which results in:

\[ a_l = \sum_{m=0}^{K} s_m s_m^* \]  \hspace{1cm} (3.15)

Thus, \( a_l \) is the autocorrelation of \( s_l \).
Theorem 2. If the Fourier series coefficients of a periodic band-limited signal \( f(t) \) form an autocorrelation sequence, then \( \forall t \ f(t) \geq 0 \).

Proof. Let \( b_l \) be the Fourier series coefficients of the periodic, band-limited signal \( f(t) \). Assume that the sequence \( b_l \) is an autocorrelation of some sequence \( g_l, l \in [-K,K] \) as,
\[
b_l = \sum_{m=0}^{K} g_m g^*_{m-l} = g_l \ast g^*_{-l},
\]  
(3.16)
where \( \ast \) denotes convolution. From the Fourier series properties, \( g_l \ast g^*_{-l} \) are the Fourier series coefficients of the signal
\[
f(t) = g(t)g^*(t) = \|g(t)\|^2.
\]  
(3.17)
Thus, \( f(t) = \|g(t)\|^2 \) is real and non-negative for all time.

3.2 System Design

3.2.1 Design Scheme

In SFO-OFDM, the autocorrelation of frequency coefficients in (3.12) is used to produce unipolar signals directly without constraining the modulation bandwidth. In particular, the subcarrier amplitudes are chosen such that they form an autocorrelation sequence, which was shown in Sec. 3.1.2 to be necessary and sufficient to guarantee amplitude positivity. The autocorrelation sequences are generated by sub-optimally designing their z-plane zeros.
Figure 3.1: Block diagram of the SFO-OFDM transmitter.

Figure 3.1 shows a simple block diagram of the SFO-OFDM transmitter. The input serial data is partitioned into parallel blocks which are mapped to the zeros of $S(z)$ which lie outside the unit circle, i.e., $\lambda_i$. The characteristic z-domain function $T(z) = S(z) \overline{S\left(\frac{1}{z^*}\right)}$ is then formed with conjugate reciprocal pair zeros $\lambda_i$ and $1/\lambda_i^*$ to generate the autocorrelation coefficients $a_l$. Performing an $N = 2K + 1$ point IDFT on the coefficients of $T(z)$ produces a positive time sequence $x[n]$. Finally, a positive OFDM signal $x(t)$ which contains one period of the periodic signal in time is generated using the time samples $x[n]$.

The only question left to be answered is which zero sets to choose for data modulation. The answer to this question will be followed in Sec. 3.2.2 and Sec. 3.2.3.
Figure 3.2: Distribution of the possible zeros of DC Biased OFDM with 9 subcarriers and 8 bits per symbol. Unit circle shown in red.

### 3.2.2 DC-biased OFDM in SFO-OFDM framework

Since DC-biased OFDM signals are band-limited positive signals, they can be represented by the zeros of the characteristic function $T_{DC}(z)$. From Theorem 1, the Fourier series coefficients of DC-biased time signals must form an autocorrelation sequence. Figure 3.2 shows the z-plane distribution of the possible zeros for $T_{DC}(z)$ when 9 subcarriers are used with the DC subcarrier adjusted to ensure positivity and 4-QAM all other subcarriers assigned with Hermitian symmetry.

Notice that all zeros outside the unit circle have magnitude $r_1 = 1 < r < r_2 = 2.5$. As zeros appear in conjugate reciprocal pairs, there are two zero-empty regions $r > 2.5$ and $r < 0.4$. Moreover, simulation results show that by increasing the bias added to the DC subcarrier, the outside unit circle zeros move away from the unit circle, i.e. $r_1, r_2$ increase. Qualitatively, to have better optical efficiency the $\lambda_i$ should be chosen...
close to the unit circle, which will be formalized in the next section.

### 3.2.3 Relating $\lambda_i$ to average optical power

Notice that the average optical power of the transmitted signal $x(t)$ is the DC term $a_0$. Using (3.15) yields,

$$P_{\text{ave}} = a_0 = \|s_0\|^2 + \|s_1\|^2 + \cdots + \|s_K\|^2.$$

(3.18)

Assume $S(z)$ has $K$ zeros, denoted $\lambda_i = r_i e^{j\theta_i}$. For simplicity assume $K$ is even, however, all the conclusions are trivially extended in the case of $K$ odd. Using (3.10), $P_{\text{ave}}$ can be written as,

$$P_{\text{ave}} = \frac{c(-1)^K}{\prod_{i=1}^{K} \lambda_i} \left\{ 1 + \left\| \sum_{i=1}^{K} \lambda_i \right\|^2 + \left\| \sum_{i=1, k>i}^{K} \lambda_i \lambda_k \right\|^2 + \cdots + \left\| \prod_{i=1}^{K} \lambda_i \right\|^2 \right\}.$$  

(3.19)

From Thm. 1, $c' > 0$ and hence $P_{\text{ave}} > 0$. Notice that for any set of $\lambda_i$, $c$ can be chosen such that $P_{\text{ave}}$ takes any positive value. Therefore, define $P_{\text{norm}} = |P_{\text{ave}}/c|$, i.e.,

$$P_{\text{norm}} = \frac{1}{\prod_{i=1}^{K} \lambda_i} \left\{ f_0(\lambda_1, \lambda_2, \ldots, \lambda_K) \left( \sum_{i=1}^{K} \lambda_i \right)^2 + f_1(\lambda_1, \lambda_2, \ldots, \lambda_K) \left( \sum_{i=1, k>i}^{K} \lambda_i \lambda_k \right)^2 + \cdots + f_K(\lambda_1, \lambda_2, \ldots, \lambda_K) \left( \prod_{i=1}^{K} \lambda_i \right)^2 \right\}.$$  

(3.20)

In order to increase the power efficiency, the $\lambda_i$ are selected to minimize $P_{\text{norm}}$. 
Notice that a rotation of the $\lambda_i$ does not change $P_{\text{norm}}$. That is, if the set of zeros

$\lambda_i = r_i e^{j\theta_i}$ have $P_{\text{norm}} = P_0$, the set of zeros $\lambda'_i = r_i e^{j(\theta_i + \phi)}$ leads to the same $P_{\text{norm}} = P_0$. Moreover, for any $m = 0, 1, \ldots, K$

$$f_m \left( \frac{1}{\lambda_1}, \frac{1}{\lambda_2}, \ldots, \frac{1}{\lambda_K} \right) = f_{K-m} (\lambda_1, \lambda_2, \ldots, \lambda_K). \tag{3.21}$$

Define $\vec{r}$ and $\vec{\theta}$ as vectors of the magnitude and phase of each $\lambda_i$, $i = 1, \ldots, K$. Then the property (3.21) can be denoted,

$$f_m (\vec{r}^{-1}, \vec{\theta}) = f_{K-m} (\vec{r}, \vec{\theta}) \tag{3.22}$$

where $\vec{r}^{-1}$ is the element-wise reciprocal of $\vec{r}$. Rewriting (3.20) using the notation of (3.22) gives,

$$P_{\text{norm}} = \sum_{m=0}^{K-1} \left( f_m (\vec{r}, \vec{\theta}) + f_m (\vec{r}^{-1}, \vec{\theta}) \right) + \frac{1}{2} \left( f_{K/2} (\vec{r}, \vec{\theta}) + f_{K/2} (\vec{r}^{-1}, \vec{\theta}) \right). \tag{3.23}$$

The critical points of the smooth function $P_{\text{norm}}$ are located where the gradient with respect to each $r_i$ and $\theta_i$ is zero. Thus for the $r_i$,

$$\frac{\partial P_{\text{norm}}}{\partial r_i} = \sum_{m=0}^{K-1} \left( \frac{\partial f_m (\vec{r}, \vec{\theta})}{\partial r_i} - \frac{\partial f_m (\vec{r}^{-1}, \vec{\theta})}{\partial r_i} \cdot \frac{1}{r_i^2} \right) + \frac{1}{2} \left( \frac{\partial f_{K/2} (\vec{r}, \vec{\theta})}{\partial r_i} - \frac{\partial f_{K/2} (\vec{r}^{-1}, \vec{\theta})}{\partial r_i} \cdot \frac{1}{r_i^2} \right) = 0. \tag{3.24}$$

Since (3.24) has the same form for every $r_i$, if a zero exists for some $r_i = r$, it must also be a critical point for all $r_i$, $i = 1, \ldots, K$. That is, placing the $\lambda_i$ lie on a ring of
radius \( r > 1 \) is a critical point of \( P_{\text{norm}} \) which is termed \( P_{\text{ring}} \). In this case, \( P_{\text{norm}} \) in (3.20) can be simplified to

\[
P_{\text{ring}}^\text{norm} = \frac{b_0}{r^K} + \left( \left\| \sum_{i=1}^{K} e^{j\theta_i} \right\|^2 \right) + \cdots + \left( \left\| e^{j\left( \sum_{i=1}^{K} \theta_i \right)} \right\|^2 \right). \tag{3.25}
\]

Using Cauchy-Schwarz inequality,

\[
P_{\text{ring}}^\text{norm} = b_{K/2} + \sum_{m=0}^{K-1} b_m \left( r^{2m-K} + \frac{1}{r^{2m-K}} \right) \geq b_{K/2} + 2 \sum_{m=0}^{K-1} b_m, \tag{3.26}
\]

and the equality occurs when \( r = 1 \). In other words, the unit circle is the global minimum of \( P_{\text{ring}}^\text{norm} \) in (3.26).

### 3.2.4 Design Characterization

Since \( P_{\text{norm}} \) has a minimum when the \( \lambda_i \) are chosen on the unit circle, the \( K \) zeros of the proposed SFO-OFDM system are chosen on a ring \( r = 1 + \epsilon \) for some small \( \epsilon > 0 \). Notice that in DC-biased OFDM, placing \( \lambda_i \) near the unit circle also improves optical power efficiency.

The \( \lambda_i \) are chosen according to the criterion of maximizing the minimum euclidean distance between the corresponding time sequences. The ring \( r = 1 + \epsilon \) is partitioned into \( C \) equally spaced points. Define \( C \) as the set of all \( \binom{C}{K} \) possible zero configurations in which \( C \) is chosen such that \( \binom{C}{K} \geq 2^M \). To send \( M \) bits, an initial random set, \( \mathcal{B} \), of \( 2^M \) possible polynomials are selected from \( C \) and the minimum distance, \( d_{\text{min}} \), between any pair of time sequences is computed. Then, another configuration from
α ∈ C is selected and if the minimum distance to all configurations in B is larger than $d_{\text{min}}$, it replaces an element in B. This process is repeated with all other possible configurations in C.

The value for $C$ is determined by the desired error performance of the system. Clearly, increasing $C$ leads to an improvement in the performance, however, determining the optimal $2^M$ polynomials form $\binom{C}{K}$ possible cases is extremely time consuming. It should be noted that the process of finding the optimal zero sets for $C$ can be done offline. Once $C$ is found, the time samples can be stored and used for transmission through the channel.

### 3.3 Performance of SFO-OFDM

Assume that $M = 8$ bits are transmitted with $N = 9$ subcarriers. In DC-biased OFDM, 4 subcarriers carry 4-QAM, whereas in ACO-OFDM, 2 odd subcarriers carry 16-QAM. For the SFO-OFDM, $C = 48$, $r = 1.0001$. At the receiver, a maximum likelihood detector is used. The Euclidean distance between the received time sequence and all possible time sequences is exhaustively compared and the sequence which minimizes the distance is selected. This is a complex operation which is only suitable for small to moderate numbers of subcarriers.

Figure 3.3 shows the BER of SFO-OFDM, DC-biased OFDM and ACO OFDM versus $SNR_o$. It can be seen that SFO-OFDM outperforms DC-biased OFDM and has approximately 0.5 dB better performance than ACO-OFDM at $BER = 10^{-5}$. Simulation results verify that performance improves as $r$ approaches the unit circle.

In addition, for this example the PAPR, $\text{PAPR}_{ACO}/\text{PAPR}_{SFO} = 1.3023$. Therefore, SFO-OFDM signals have 30% less PAPR than ACO-OFDM for $M = 8$ and
$N = 9$ and may result in simpler transmitter design.

Figure 3.4 shows the BER of SFO-OFDM, DC-biased OFDM and ACO-OFDM where the constraint is imposed on the peak of the transmitted signal. It can be seen in Fig. 3.4 that ACO-OFDM has the worst performance in terms of PSNR compared to DC-biased OFDM and SFO-OFDM. Simulation results show that SFO-OFDM has approximately 0.75 dB better performance than DC-biased OFDM, and 1.7 dB better performance than ACO-OFDM at $BER = 10^{-5}$.

### 3.4 Conclusions

In this chapter, a novel bandwidth efficient method to implement OFDM on IM/DD channels is presented and termed spectrally factorized optical OFDM (SFO-OFDM).

Spectral factorization provides a formalism for non-negative multiple subcarrier
modulation and can represent all band-limited OFDM signals for IM/DD channels. It is shown that a necessary and sufficient condition for a band-limited periodic signal to be positive for all time is that the frequency coefficients form an autocorrelation sequence. Therefore using spectral factorization, non-negative OFDM signals can be generated with no explicit bias. Instead of sending data directly on the subcarriers, the autocorrelation of the complex data sequence is performed before transmission to guarantee non-negativity. In $z$-domain, the average optical power is linked to the position of the zeros and used for the design of signal sets.

In contrast to previous approaches, SFO-OFDM is able to use the entire bandwidth for data transmission and does not require reserved subcarriers. Also, SFO-OFDM guarantees non-negativity of the continuous time signal whereas ACO-OFDM only guarantees non-negativity of the samples. Using a sub-optimal design technique
with 9 subcarriers and 8 bits per symbol, SFO-OFDM has a 0.5 dB gain over ACO-OFDM at a BER of $10^{-5}$ and a reduction in peak-to-average ratio of more than 30%. At the same BER, it is shown that SFO-OFDM has 0.75 dB and 1.7 dB peak gain over DC-biased OFDM and ACO-OFDM respectively.

However, the discussed advantages in SFO-OFDM are achieved at the expense of having a more complex receiver structure compared to ACO-OFDM and DC-biased OFDM systems. The fact that SFO-OFDM detects the time sequences jointly, makes the implementation of the SFO-OFDM receiver more complex than other proposed methods especially when the number of subcarriers is higher. There is room for improvement in the SFO-OFDM design presented in this chapter and this work serves as a first step to future designs.
Chapter 4

Receiver Design for Clipped Multi-Carrier Systems

In Chapter 3, a new OFDM modulation framework for IM/DD systems was proposed and shown to mitigate the drawbacks of ACO-OFDM and PAM-DMT while improving the optical power efficiency and peak-to-average power ratio.

In this chapter, a new receiver design for ACO-OFDM and PAM-DMT systems is devised. Previous receiver designs in [44, 48] ignore the clipping noise structure in detection and only rely on clipping the negative part of the received signal to improve the optical power efficiency. In this work, however, the structure of the clipping noise is used to implement a new detector. By observing the inherent time anti-symmetry of the signal, a pairwise maximum likelihood (ML) detector is developed and used to remove half of the noise power at the receiver. Simulation results verify that the proposed detection scheme improves the optical power efficiency of the system.
4.1 System Model

Figure 4.1 displays the block diagram of an ACO-OFDM and PAM-DMT transmitter. The input serial data is first partitioned into parallel data streams in the S/P block. Each data stream is then mapped onto subcarrier values chosen from a certain constellation points assigned with Hermitian symmetry. As discussed in Chapter 2, in ACO-OFDM only odd subcarriers take values chosen from QAM constellation points, whereas in PAM-DMT, imaginary parts of the subcarriers are modulated from PAM constellation points. It was shown in (2.41) and (2.59) that the resulting time sequence, $x[n]$, after performing the IFFT is anti-symmetric satisfying

$$x_{ACO} \left[ \frac{N}{2} + n \right] = -x_{ACO}[n],$$
$$x_{PAM} \left[ N - n \right] = -x_{PAM}[n].$$

(4.1)
The negative amplitudes are then clipped to produce non-negative OFDM samples, \( x_c[n] \), suitable for transmission through IM/DD channels. It was shown in both methods that clipping the negative part of the amplitudes does not lead to loss of information since the clipping noise is orthogonal to the data [44, 49]. After appending a cyclic extension, the clipped non-negative samples are passed through a digital to analog filter and converted to an optical signal, \( x(t) \), using an LED.

4.1.1 Channel Model

To recover the transmitted data, it is assumed that the receiver knows the channel response and performs zero-forcing equalization (ZFE). The equalized received signal \( y \) in (2.9) can be written as,

\[
y[n] = x_c[n] + z[n],
\]

where \( x_c[n] \) are the clipped non-negative transmitted samples. Notice that \( z[n] \), the channel noise, is a zero mean colored noise with variance \( \sigma_z^2 \) and is equal to the convolution of the receiver front end filter \( c[n] \), and additive white Gaussian noise \( w[n] \). The receiver front end filter is chosen such that \( c[n] * h[n] = \delta[n] \) where \( h[n] \) is the channel impulse response. For the case of a flat channel, \( c[n] = \delta[n] \) and \( z[n] \) is white.

The optical signal to noise ratio, \( SNR_o \), can then be defined as,

\[
SNR_o = \frac{P_{ave}}{\sigma_z},
\]

where \( P_{ave} \) is the average power.
where

\[ P_{\text{ave}} = E\{x_c[n]\}, \quad (4.4) \]

is the average power of the transmitted signal.

### 4.1.2 Properties of ACO-OFDM and PAM-DMT

For a large number of subcarriers, the amplitude of the unclipped ACO-OFDM and PAM-DMT signal can be approximated by a Gaussian distribution [84]. Thus, the amplitude distribution of the clipped signal, \( x_c[n] \), is the half-Gaussian

\[ f_{x_c}(x) = 0.5 \delta(x) + \frac{u(x)}{\sigma_x \sqrt{2\pi}} \exp \left( -\frac{x^2}{2\sigma_x^2} \right), \quad (4.5) \]

where \( \sigma_x \) is the standard deviation of the unclipped Gaussian distributed signal, \( \delta(\cdot) \) is the Dirac delta function and \( u(\cdot) \) is the Heaviside step function. The average transmitted power, \( P_{\text{ave}} \), of the clipped signal in (4.4) is

\[ P_{\text{ave}} = E\{x_c\} = \int_{-\infty}^{\infty} x f_{x_c}(x) \, dx = \frac{\sigma_x}{\sqrt{2\pi}}. \quad (4.6) \]

Figure 2.19 and 2.21 display the anti-symmetry structure of ACO-OFDM and PAM-DMT as in (4.1). Observe that the positive sample in both methods has a corresponding zero sample due to the clipping operation.
For compactness, define

$$\tilde{x}_c[n] = \begin{cases} 
  x_c[n + N/2] ; & \text{in ACO-OFDM} \\
  x_c[N - n] ; & \text{in PAM-DMT}
\end{cases} \quad (4.7)$$

Furthermore, define the pair $(x_c[n], \tilde{x}_c[n])$, $n \in 0, 1, 2, \ldots, N/2 - 1$. Consider the two possible scenarios ($H_1$ and $H_2$) that may arise for a given $x_c[n]$: (i) ($H_1$) $x_c[n] > 0$ and $\tilde{x}_c = 0$ or (ii) ($H_2$) $x_c[n] = 0$ and $\tilde{x}_c > 0$. The joint distribution of $x_c[n]$ and $\tilde{x}_c[n]$ is independent of $n$ and can then be written as

$$f_{x_c,\tilde{x}_c}(x_1, x_2) = 0.5 f_{x_c,\tilde{x}_c|H_1}(x_1, x_2) + 0.5 f_{x_c,\tilde{x}_c|H_2}(x_1, x_2), \quad (4.8)$$

with the underlying assumption that $x[n]$ is Gaussian distributed. Furthermore, conditioned on $H_1$ or $H_2$ the distribution of $(x_c[n], \tilde{x}_c[n])$ is

$$f_{x_c,\tilde{x}_c|H_1}(x_1, x_2) = \frac{2u(x_1)}{\sigma_x \sqrt{2\pi}} \exp\left(-\frac{x_1^2}{2\sigma_x^2}\right) \delta(x_2),$$

$$f_{x_c,\tilde{x}_c|H_2}(x_1, x_2) = \frac{2u(x_2)}{\sigma_x \sqrt{2\pi}} \exp\left(-\frac{x_2^2}{2\sigma_x^2}\right) \delta(x_1). \quad (4.9)$$

Replacing (4.9) in (4.8), leads to the joint distribution

$$f_{x_c,\tilde{x}_c}(x_1, x_2) = \frac{u(x_1)}{\sigma_x \sqrt{2\pi}} \exp\left(-\frac{x_1^2}{2\sigma_x^2}\right) \delta(x_2)$$

$$+ \frac{u(x_2)}{\sigma_x \sqrt{2\pi}} \exp\left(-\frac{x_2^2}{2\sigma_x^2}\right) \delta(x_1). \quad (4.10)$$
4.2 Receiver Design

Figure 4.2 presents a block diagram of the proposed receiver which exploits the structure of clipping in ACO-OFDM and PAM-DMT. Novel to this work is the development of a detection element which looks at pairs of incoming samples \(y[n]\) and \(\tilde{y}[n]\) and selects \(H_1\) or \(H_2\) with maximum likelihood. Once a hypothesis is selected, either \(y[n]\) or \(\tilde{y}[n]\) is set to zero while the other is left unchanged. In this manner, the technique removes half of the noise power in the received signal and yields output \(y_d[n]\). Like [48], \(y_d[n]\) is clipped at zero to remove excess noise giving rise to \(y_c[n]\). Finally an FFT is performed on \(y_c[n]\) and data extracted from the modulated subcarriers. In what follows, the maximum likelihood detector for \(H_1/H_2\) at the receiver is developed.

### 4.2.1 Joint Distribution of the Received Signal

The joint pdf of the pair \((y[n], \tilde{y}[n])\), for \(n = 0, 1, \ldots, N/2 - 1\), is

\[
f_{y,\tilde{y}}(y_1, y_2) = 0.5 \, f_{y,\tilde{y}|H_1}(y_1, y_2) + 0.5 \, f_{y,\tilde{y}|H_2}(y_1, y_2). \tag{4.11}
\]
In order to derive the joint pdf, the conditional pdfs \( f_{y,\tilde{y}|H_1}(y_1, y_2) \) and \( f_{y,\tilde{y}|H_2}(y_1, y_2) \) are derived first. As an example, for a given \( n \), assume \( H_1 \) is true, i.e.,

\[
y[n] = x_c[n] + z[n],
\]
\[
\tilde{y}[n] = 0 + \tilde{z}[n]
\]

where

\[
\tilde{y}[n] = \begin{cases} y[n+N/2] & \text{; in ACO-OFDM} \\ y[N-n] & \text{; in PAM-DMT} \end{cases},
\]

and

\[
\tilde{z}[n] = \begin{cases} z[n+N/2] & \text{; in ACO-OFDM} \\ z[N-n] & \text{; in PAM-DMT} \end{cases}.
\]

Notice that \( z \) and \( \tilde{z} \) are jointly Gaussian with distribution,

\[
f_{x,\tilde{x}}(z_1, z_2) = \frac{1}{2\pi\sigma^2 \sqrt{1-\rho^2}} \exp \left( -\frac{z^2_1 + z^2_2 - 2\rho z_1 z_2}{2(1-\rho^2)\sigma^2 z} \right),
\]

where \( \rho \) is the correlation coefficient between \( z \) and \( \tilde{z} \). Note that for flat channels \( \rho = 0 \). From (4.2), and due to the independence of signal and noise, the joint condition probability arises from the convolution integral,

\[
f_{y,\tilde{y}|H_1}(y_1, y_2) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_{x,\tilde{x}|H_1}(y_1 - z_1, y_2 - z_2) f_{x,\tilde{x}}(z_1, z_2) \, dz_1 \, dz_2,
\]
which is equal to:

\[
    f_{\tilde{y}, \tilde{y} | H_1}(y_1, y_2) = \frac{1}{\pi \sqrt{2\pi \sigma_x \sigma_z^2}} \frac{1}{\sqrt{1 - \rho^2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp\left( -\frac{(y_1 - z_1)^2}{2\sigma_x^2} - \frac{z_1^2 + z_2^2 - 2\rho z_1 z_2}{2(1 - \rho^2)\sigma_z^2} \right) dz_1 dz_2.
\]

(4.16)

Simplifying (4.17) gives the resulting integral,

\[
    f_{\tilde{y}, \tilde{y} | H_1}(y_1, y_2) = \frac{1}{\pi \sqrt{2\pi \sigma_x \sigma_z^2}} \frac{1}{\sqrt{1 - \rho^2}} \int_{-\infty}^{y_1} \exp\left( -\frac{(y_1 - z_1)^2}{2\sigma_x^2} - \frac{z_1^2 + y_2^2 - 2\rho z_1 y_2}{2(1 - \rho^2)\sigma_z^2} \right) dz_1.
\]

(4.17)

Solving (4.18) leads to,

\[
    f_{\tilde{y}, \tilde{y} | H_1}(y_1, y_2) = \frac{\exp\left( -\frac{y_1^2 \sigma_x^2 + y_2^2 (\sigma_x^2 + \sigma_z^2) - 2\sigma_x^2 \rho y_1 y_2}{2\sigma_z^2 (\sigma_x^2 + (1 - \rho^2)\sigma_z^2)} \right)}{\sigma_x \sqrt{2(1 - \rho^2)(\sigma_x^2 + (1 - \rho^2)\sigma_z^2)}} \frac{\text{erfc}\left(-\frac{\sigma_x (y_1 - \rho y_2)}{\sigma_x \sqrt{2(1 - \rho^2)(\sigma_x^2 + (1 - \rho^2)\sigma_z^2)}}\right)}{2\pi \sigma_z \sqrt{\sigma_x^2 + (1 - \rho^2)\sigma_z^2}}.
\]

(4.19)

in which \(\text{erfc}(t)\) is the complementary error function defined as:

\[
    \text{erfc}(t) = \frac{2}{\sqrt{\pi}} \int_{t}^{\infty} e^{-u^2} du.
\]

(4.20)

Due to the symmetry of the system, the conditional pdf \(f_{\tilde{y}, \tilde{y} | H_2}(y_1, y_2)\) can be obtained from (4.19) by swapping the coordinates \(y_1\) and \(y_2\):

\[
    f_{\tilde{y}, \tilde{y} | H_2}(y_1, y_2) = f_{\tilde{y}, \tilde{y} | H_1}(y_2, y_1) = \frac{\exp\left( -\frac{y_2^2 \sigma_x^2 + y_1^2 (\sigma_x^2 + \sigma_z^2) - 2\sigma_x^2 \rho y_2 y_1}{2\sigma_z^2 (\sigma_x^2 + (1 - \rho^2)\sigma_z^2)} \right)}{\sigma_x \sqrt{2(1 - \rho^2)(\sigma_x^2 + (1 - \rho^2)\sigma_z^2)}} \frac{\text{erfc}\left(-\frac{\sigma_x (y_2 - \rho y_1)}{\sigma_x \sqrt{2(1 - \rho^2)(\sigma_x^2 + (1 - \rho^2)\sigma_z^2)}}\right)}{2\pi \sigma_z \sqrt{\sigma_x^2 + (1 - \rho^2)\sigma_z^2}}.
\]

(4.21)
Replacing the resulting distributions $f_{y, \tilde{y}|H_1}(y_1, y_2)$ and $f_{y, \tilde{y}|H_2}(y_1, y_2)$ in (4.11) yields the joint distribution of the received signal as displayed in Fig. 4.3. Notice that the joint distribution is symmetrical about the line $y_1 = y_2$.

### 4.2.2 Pairwise Maximum Likelihood Detector

The maximum likelihood detector for $H_1$ and $H_2$ takes as input $y[n]$ and $\tilde{y}[n]$ for $n = 0, 1, \ldots, N/2 - 1$ and outputs a decision which minimizes the likelihood of error. Consider a particular pair of received samples at index $n$, $y[n]$ and $\tilde{y}[n]$. The ML detector selects $H_1$ when $f_{y, \tilde{y}|H_1}(y[n], \tilde{y}[n]) > f_{y, \tilde{y}|H_2}(y[n], \tilde{y}[n])$, otherwise $H_2$ is selected. This detector is essentially guessing which of $y[n]$ or $\tilde{y}[n]$ contains a noisy signal and which has only noise. Thus, once a decision is made, the sample which is detected as containing only noise is set to zero.
The form of the ML detector in this case is also particularly simple due to the symmetry in the conditional distributions (4.21). Notice that $f_{y,\tilde{y}|H_1}(y_1, y_2) = f_{y,\tilde{y}|H_2}(y_1, y_2)$ when $y_1 = y_2$. In fact, it is simple to show that

$$f_{Y_1Y_2|H_1}(y_1, y_2) > f_{Y_1Y_2|H_2}(y_1, y_2) \iff y_1 > y_2.$$  \hspace{1cm} (4.22)

This can be shown by noting that $\exp(t)$ and $\text{erfc}(-t)$ are increasing functions with respect to $t$. From (4.19) and (4.21) it can be concluded that:

$$y_1 > y_2 \Rightarrow \begin{cases} \exp\left(-\frac{y_1^2 \sigma_2^2 + y_2^2 (\sigma_2^2 + \sigma_1^2) - 2\sigma_2^2 \rho y_1 y_2}{2\sigma_2^4 (\sigma_2^2 + (1-\rho^2)\sigma_1^2)}\right) > \exp\left(-\frac{y_2^2 \sigma_1^2 + y_1^2 (\sigma_1^2 + \sigma_2^2) - 2\sigma_1^2 \rho y_1 y_2}{2\sigma_1^4 (\sigma_1^2 + (1-\rho^2)\sigma_2^2)}\right), \\ \text{erfc}\left(-\frac{\sigma_s (y_1 - \rho y_2)}{\sigma_s \sqrt{2(1-\rho^2)(\sigma_2^2 + (1-\rho^2)\sigma_1^2)}}\right) > \text{erfc}\left(-\frac{\sigma_s (y_2 - \rho y_1)}{\sigma_s \sqrt{2(1-\rho^2)(\sigma_1^2 + (1-\rho^2)\sigma_2^2)}}\right). \end{cases}$$  \hspace{1cm} (4.23)

In other words:

$$y_1 > y_2 \Rightarrow f_{y,\tilde{y}|H_1}(y_1, y_2) > f_{y,\tilde{y}|H_2}(y_1, y_2).$$  \hspace{1cm} (4.24)

Similarly, it can be shown that:

$$y_2 > y_1 \Rightarrow f_{y,\tilde{y}|H_2}(y_1, y_2) > f_{y,\tilde{y}|H_1}(y_1, y_2).$$  \hspace{1cm} (4.25)

Using (4.24) and (4.25), equation (4.22) can be concluded.

As a result, the ML detector with inputs $y[n]$ and $\tilde{y}[n]$ is simply:

$$H_1 : \text{ if } y[n] > \tilde{y}[n]$$

$$H_2 : \text{ otherwise.}$$
When \( H_1 \) is selected then the sample at \( \tilde{y}[n] \) is set to zero and \( y[n] \) is left unchanged.

Clearly the above detector and zero insertion scheme reduces the noise power. However, the decisions made are not always correct and can ultimately destroy a sample that contains signal. The probability of erroneous detection can be written as

\[
P_e = P(y < \tilde{y} \cap x > \tilde{x})
+ P(y > \tilde{y} \cap x < \tilde{x}).
\]

In (4.26), \( P_{e1} \) and \( P_{e2} \) are the conditional probabilities of erroneous detection given a particular configuration. From the symmetry of the system it can be concluded that

\[
P_{e1} = P_{e2}.
\]

As a result, the probability of erroneous decision is

\[
P_e = 2P_{e1} = 2 \int_{-\infty}^{\infty} \int_{-\infty}^{y2} f_{y, \tilde{y}|H_1}(y_1, y_2) \, dy_1 \, dy_2.
\]

In the next section, the bit-error rate (BER) versus the optical signal to noise ratio is simulated for flat and non-flat channels and different receiver designs.
4.3 Simulations and Results

For all simulations, \( N = 1024 \) subcarriers are considered where 16-QAM is used to load data into the odd frequency bins of ACO-OFDM, and 4-PAM is used to modulate imaginary parts of the subcarriers in PAM-DMT. In order to compare the performance of the proposed pairwise ML receiver, several previously proposed designs are also simulated. As a baseline, the receiver in [44] is simulated where data is only extracted from the modulated subcarriers (“No Detection”). The receiver in [48] is also simulated where all received samples are clipped prior to FFT (“Clip Only”). The receiver with pairwise ML detector presented in Sec. 4.2.2 is denoted “ML with Clip”. Finally, a genie receiver is simulated in which the detector make perfect decisions in zeroing samples of \( y[n] \) and is denoted “Genie Rx with Clip”. Simulations are repeated for the case of a flat channel and a lowpass channel response.

4.3.1 Performance of ACO-OFDM and PAM-DMT in Flat Channels

The error performance of different receivers for ACO-OFDM and PAM-DMT in flat channels are presented in Fig. 4.4. As can be seen, the receiver of [44] with no detection has the worst performance in terms of BER. Also, the clip only receiver of [48] has a slightly better performance. By using the anti-symmetry of the signal in ML receiver, approximately 1.3 dB optical gain is achieved at \( BER = 10^{-5} \) compared to no detection receiver. Notice also that the genie receiver has the best performance since it always makes the correct decision, thus removes half the noise power yielding a gain of about 1.5 dB in \( SNR_o \) over the no detection case. Simulation results indicate
that the performance of ACO-OFDM and PAM-DMT is identical on flat channels.

The probability of erroneous detection in (4.27) versus $SNR_o$ is shown in Fig. 4.5 for a frequency flat channel, i.e. the noise is white Gaussian distributed and $\rho = 0$. Notice that at $SNR_o = 6$ dB the that the $BER \approx 10^{-5}$ in Fig. 4.4 while about 7% of decisions are incorrect. Thus, in spite of the erroneous detection errors in the pairwise ML detector, the loss of signal power is small and a significant gain is still achieved.
4.3.2 Performance of ACO-OFDM and PAM-DMT in a Low-pass Channel

As an example of a lowpass channel, a Gaussian channel in frequency with 3-dB cut-off at the end of the frequency spectrum is assumed with transfer function

$$H[k] = \exp\left(-\frac{k^2}{2\sigma_H^2 N^2}\right), \quad k = 0, 1, \ldots, \frac{N}{2} - 1,$$

(4.29)

where $\sigma_H^2 = 0.1803$ which puts the 3-dB frequency at the end of the transmit spectrum.

Figure 4.6 and 4.7 display the error performance of an ACO-OFDM and PAM-DMT systems on a Gaussian channel of (4.29). Similar to flat channels, it can be seen that the pairwise ML receiver outperforms the conventional receivers and has a gain of about 1 dB in $SNR_\phi$ over the conventional ACO-OFDM and PAM-DMT detector.
Figure 4.6: BER versus SNR for different ACO-OFDM receiver designs in a low-pass Gaussian channel in frequency.

in [44]. Notice that this gain is smaller than in the flat channel. This is due to the fact that the detector is only pairwise ML and does not take into account the significant correlation of the noise samples. However, as an advantage, the pairwise ML detector is very simple to implement. Notice also that the performance of PAM-DMT in this channel is slightly better compared to ACO-OFDM. This is due to the difference in the correlation between the noise samples in ACO-OFDM and PAM-DMT.
Figure 4.7: BER versus SNR for different PAM-DMT receiver designs in a low-pass Gaussian channel in frequency.

4.4 Conclusions

In this chapter, the properties of ACO-OFDM and PAM-DMT systems are formalized. It is shown that by using the anti-symmetry of the time domain samples, the joint distribution of the received signal can be found and used to devise a new detector. Hence, a new receiver design for ACO-OFDM and PAM-DMT systems is proposed and simulated. The receiver exploits the anti-symmetry of the time samples inherent in such systems and further increases its optical power efficiency. Gains are quantified in simulation and on flat channels provide at least 1.3 dB gain at $BER = 10^{-5}$. 
Chapter 5

Conclusions and Future Work

5.1 Conclusions

A main contribution of this thesis is the introduction of a novel orthogonal frequency division multiplexing (OFDM) scheme for optical communication systems termed as spectrally factorized optical OFDM (SFO-OFDM). The drawbacks of the previous compatible OFDM methods for non-negative, intensity modulated direct detection (IM/DD) optical channels are mitigated in the proposed SFO-OFDM scheme.

By spectrally factorizing the non-negative band-limited periodic time signals, a framework for designing an optical OFDM compatible scheme is derived. Instead of directly modulating the sub-carriers, the autocorrelation of the complex data sequence is performed before transmission to guarantee non-negativity. Unlike asymmetrically clipped optical OFDM (ACO-OFDM) and pulse amplitude modulated discrete multi-tone (PAM-DMT), the proposed SFO-OFDM system does not require reversed sub-carriers. Furthermore, the non-negativity of the time signal is already guaranteed by spectrally factorizing the signal. Hence there is no need for external bias source
unlike DC-biased OFDM. The proposed method has improvement both in optical power efficiency and peak-to-average-power ratio.

Also in this thesis, a new maximum likelihood detection scheme for ACO-OFDM and PAM-DMT receivers is proposed. The conventional receivers ignore the structure of the clipping noise in detection. The new detector exploits the inherent antisymmetry structure of the time samples in ACO-OFDM and PAM-DMT to remove half the noise power at the receiver. The proposed detection scheme is simulated and shown to improve the optical power efficiency of the system.

5.2 Future Work

The SFO-OFDM model can be extended to incorporate a peak amplitude constraint. Notice that \( x(t) > 0 \) implies that the zeros of characteristic function \( T_1(z) \) appear in conjugate reciprocal pairs \( \lambda_i, 1/\lambda_i^* \) where \( \lambda_i \) are located outside the unit circle. Assume the peak constraint be formulated as,

\[
x(t) < A,  
\]

which is equivalent to,

\[
s(t) = A - x(t) > 0.  
\]

Therefore, the zeros of characteristic function of \( s(t) \), denoted by \( T_2(z) \), are also in conjugate reciprocal pairs \( \gamma_i, 1/\gamma_i^* \) where \( \gamma_i \) are located outside the unit circle and,

\[
\gamma_i = f_i(\lambda_1, \lambda_2, \cdots, \lambda_K, A).  
\]
In order to find the relation between the zeros of $T_1(z)$ and $T_2(z)$, their spectral factorization can be used. Notice that:

\[
T_1(z) = S_1(z) S_1^* \left( \frac{1}{z^*} \right),
\]
\[
T_2(z) = S_2(z) S_2^* \left( \frac{1}{z^*} \right). \tag{5.4}
\]

Notice also that if $a_l$ and $b_l$ denote the Fourier series coefficients of $x(t)$ and $s(t)$, then:

\[
b_l = \begin{cases} 
-a_l & \text{if } l \neq 0 \\
A - a_0 & \text{if } l = 0.
\end{cases} \tag{5.5}
\]

Consequently,

\[
T_2(z) = A - T_1(z). \tag{5.6}
\]
Chapter 5. Conclusion

Using (3.10), equation (5.6) can be formulated as follows,

\[
\begin{align*}
A - \left( \frac{c_1 (-1)^K}{\prod_{i=1}^{K} (\lambda_i^*)} \right) & \prod_{i=1}^{K} (1 - \lambda_i z^{-1}) \prod_{i=1}^{K} (1 - \lambda_i^* z), \\
& = \left( \frac{c_2 (-1)^K}{\prod_{i=1}^{K} (\gamma_i^*)} \right) \prod_{i=1}^{K} (1 - \gamma_i z^{-1}) \prod_{i=1}^{K} (1 - \gamma_i^* z) \\
& = \left( \frac{c_1 (-1)^K}{\prod_{i=1}^{K} (\lambda_i^*)} \right) \prod_{i=1}^{K} (1 - \lambda_i z^{-1}) \prod_{i=1}^{K} (1 - \lambda_i^* z),
\end{align*}
\]

(5.7)

where \(c_1\) and \(c_2\) are chosen such that \(c_1'\) and \(c_2'\) are positive. By appropriate choice of \(c_1\) and \(c_2\), equating the coefficients of \(z^l\) for all \(l \in \{-K, \ldots, K\}\), and solving the set of equalities, the relation between \(\gamma_i\) and \(\lambda_i\) can be found as in (5.3).

Solving the inequality \(\|\gamma_i\| = \|f(\lambda_i, A)\| > 1\), will specify a region \(R\) for the places of \(\lambda_i\). If the \(\lambda_i\) are chosen from the region of \(R\) which is outside the unit circle, both non-negativity and peak constraint will be satisfied simultaneously.

There is room for improvement in the SFO-OFDM design presented in this thesis and the mentioned results are only the first design schemes. Works can be done to reduce the order of complexity in the structure of the receiver. Furthermore, instead of locating the zeros on the fixed radius ring, optimization techniques can be used to guide the zero places.
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