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In this essay I consider various alleged exceptions to
the principle of the indiscernibility of identlcals -- Leibniz's
Law. There are two ma jor difficulties, First, the apparent
antinomy that arises when Leibniz's rule combines with the
modalities. I argue that there are a number of ways of dealing
with this problem and we are not therefore obliged_to abandon or
modify Leibniz's rule. Second, the unacceptable inference which
results when Leibniz's rule is applied in contexts expressing
mental attitudes. Here, I show how Leibniz's rule and intentional
attitudes combine in a perfectly acceptable way. .

I also deal with a number of other minor objections to
this rule, from the current literature on the .topic, 21l of which
I hope to show present no difficulties. In fine, desplte the
many apparent counter-examples considered, I hope to show Leibniz's
Law, which permits the unrestricted interchange of the terms
of an identity sentence, has not been falsified.
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INTRODUCTION

This essay treats some of the problems claimed to be

encountered when using Leibniz'®s Law as o principle of identity.

The formal properties of identity are usually taken to
include reflexlvity, transitivity, symmetry :-
(1) (x)(x = x)
(11) D)2 x=y &y =2 >x = z)

(111) ()(y)x =y >y = x)
It is generally agreed that at least these properties are integral

to the'purpoft of '=', However the notion of identity is not
sufficlently characterised by the abové conditions.,. Thefe are
many other equivalence relations which are also satisfied by such
conditions; for example, congruence, isomorphism, similarity,
consanguinity etc. Cleafly, what 1is fequired to sufficlientiy
characterise identity As a further necessary condition that will
distinguish 1t from all other equivaleﬁce relations: a further
requlrement which will fix identity unlquely. The claim undexr
consideration in this paper is that the principle of "The Indiscern-
ibility of Identicals"f'attributed to Leibniz? embodies such a
condition,

This principie’states thét "for every x and for every y,
if x is identical with y then whatever is true of x is true of ¥
and whatever is true of y is true of x“; Thus the proposition

that Clcero denounced Cataline 1s distingulishable from the

T



proposition that Tully denounced Cataline, but they have the

same truthmﬁalue, because Clcero 1is 1dentioél with Tully. Now
from this principle it fdllowg that "given a true statement of
identity, one of the two terms may be substituted for the other

;n any true statement and the result will be true", co-referential

expressions are interchangeable salva veritate in all contexts.

The above rule, the rule for the universal 1ntérsubstitutivity of
‘oo»referential expressions, 1s entalled by the principle of the
indiscernibility of identicals. This then 1s the purport of

Leibniz's Law.

e

A fofmgla for the above may pe expressed by the following

'scheﬁa -
(x)(yXx = y.22 .Fx = Fy)

where 'Ff is a schematic predicate letter such that 'Fx*' can be
replaced by any sententlal context containing a free occurrence of
'*x% and fFy*' ig the result of replacing ‘'x® in one-, some or all L
of its occurrences in that context by 'y'; . ' é

At fivst blush Leibniz's Law séems to be g priori and
incontrovertible. How if a8 = Db could there be something true of
the object a which is untrue of the object b ? After all they
are the samé object. . To emphasise the point here, unlike any other
equivalence relation, in an identity stateméﬁt we make a reference
to one and only one object. Thus to say that a 1s ldentical

with b is to say, in effect, they are one and the same. How

then could anything be true of & and not be true of b 7.

- There are other compelling reasong why we should be
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anxious to preserveALeibniZVS Law as an “analysis" of identity.
First, as we have seen, this princlple, or at least some ‘
cleaf principle, is required to mark-off identity from all other
equivalence relations. Leibniz's Law permits the universal inter-
Qhange of co=referential expresslions, dist;nguishing the identity
relation in a way in which transitivity, symmetry and reflexivity
(all shared by congruence gtc.) do not. Suppose we were to glve
up Léibniz’s Llaw, in its unqualified form, as defining the iden%ity
gign. Clearly ahy alternative analysis of '=' must at least
differentiate the identity relation from every other equlvalence
relation. |
Second, if Leibniz's lLaw is dropped as a condition of
identity, we need to find aﬁother principle pf comparable
generality to Jjustify intersubstitution. I hope to show there
isn®t one. Let me put the matter another waye= suppose we find
that Leibniz's Law, in 1ts unqualified form, is so general that
hy subétituting in accordance with this rule, we are led to
countenance unacceptable, or rather, ihvalid inferences. . Consegquently
we give up Leibniz's Laws Now ény alternative analysis of '=f
mist in some way Justify intersubstitutlion of co-referential
terms. Moreover such a.rule must‘be atleast sufficlently general
fo Justify every valid, substitution inférence glven under Leibniz's
Law, but not so general that we are led to countensnce any invalid
inferences. It is egtremely difficult to find or formulate such
an analvsis of identity, (or to su}tably amend Leibniz's rule).

Some of the attempted emendations are reviewad in the chapters ahead,
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Their failure .adds to the. ecase for the retention of Leibnié’s Law.
Third, together with the reflexivity of identity

-- everything is identical with itself -- Leibniz'®s Law permits

the deduction of the other propefties of identity mentioned apove

nenmely, symmetry and btransitivity. Let me. quickly show this.5

Symmetry ls derived in the following way.

For '@gx® and '@y’ we will svbstitute 'z = x' and 'y = x' respectively.

(1) “Mx o= yeD (gx = gy) coooleibnizs Law

(11) xX=y2(x=xXx2¥ =Xx) «....3ubstltution on (1) 6

(111) Xx=x2(x=y2¥% =x) «o..Truth Functional Logic on (ii)
(1v) X = X oo Reflexivity of = '
(v) x =y Dy = x ceeoMIPP on (111), (1iv)

(vi) () (y)(x

=y 2y = x) .. oUniversal Gen. on (1) = (v)

Trahsitivity ls derived by & similar proof.

For "@y® and '0z' we will substitute 'z = y® and 'x = z' respectively.
(L) ¥y =z > (Fy o Gz) ve.lleibnlz's lLaw
(11) Yy =z o(x =y o5 x=2) ....5ubstitution on (i)
(111) x=y oy =2z >x=2) .,...Truth Functional Logic on (ii)
(iv) @)y)(z) =y o(y =2 ox = z) Universal Gen.on (1) - (111)

The upshot of the above proofs is that together
reflexivity and Leibniz®s law constitute a sufficient basls for

the derivation of the 60nbeded properties of the ldentity sign.

Clearly, in the light of the above, the most powerful.
argument in defense of’Leibniz's Law, as an analysis of identity,
would be to show that the alleged counter—examples to this rule,

are not in fact counter-exsmples at &ll. Let us first consider,

pfos-

1§
by way of clearing the. ground, a {ew of the more obvious mls-

conceptions,

v 4



Leibniz's Law:evidently.is a principle that invites
confusion éven at the most elementary level. Consider the
followling :=
From (1) Cicero = Tuliy
‘and (2) ‘Cicero' is spelled with eix letters
follows b& Leibniz“é.Law,.the false conglusion

(3) *Tully® is spelled with six letters.

In fact all that is involved In this exaumple ls a
confusion between the use and mention of terms. It is not the
gsigns *Cicero’ and *Tully' which are asserted to be identical when,
in line (1),Vwe gay that Cicero. = Tully but rather the identity
" statement is about the person Cicero. .Fqllowing Quine, "the bhasis
of the principle of substitutivizty appéars quite solid, whatever
can be sald about the person Clcero should be equally true of the
person Tully, this being the same person'. The fact is, line (2)
is.- not a statement about & person, we are_simply téiking about
the word.°Cicero“ itself. The naﬁe éccurs there merely as a fragment
of a longer name which contains, beslides this fragmént, the two
guotation marks. In other words, the ocourrence of 'Cicero® or
any eﬁpression within the context of Quotation marks, ls not a
purely referential occurrence of that expression and consequently
not subject to Leibniz's Law. The application of this rule must
be confined to substitutions In uge contexts otherwlse we shall
be saddled -with patently unacceptable inferences such as (i) « (3)
above.

There are a nuwber of other familiar exanples in which



1t.1s claimed Leibniz's .Law breaks-down but. where in fact the
alleged diffliculty arises out of a more obvious confusion such as,>
equivocation in the use of a term,‘sﬁbstitution on an ill-defined
or incomplete statement, or simply the aftempt to substitute into
statements that are not identity statements. A few examples should
suffice to illustrate the»point here. Consider the -example
Linéky uses,8 - |
| (&) Paul is the Pope
(5) The~Po§e is the centuries.éld enemy of Protestantism
(6) Paul is the centuries old enémy of Protestantism.
This exsnple does not demonstrate. the failure of Lelbniz's law
but is simply an instance of the fallacy of ambiguity. The ambigulty
in question is between °the’ ag in premiss (4), (i.e. the one and only
x who is the Pope), and the abstractive 'the® as in (5) and (6),
(1.e.'The Pope' meaning here "all Popes" are the enemy of Protest-
entism). It is obvious that Linsky obtained (6) from (4) and (5)
by confusing *the Pope! - (abstractive *the’) in (5) with
*the Pope' - (the unique individual x) in (4).9
Consider now, as an exémple of an incomplete statement,

the following :i-

(7) The composer of the Eroica = The composer of the Missa
Solemnls

(8) The composer of the Missa Solemnis was deaf
(9) The composer of the Eroica was deaf.

~The conclusion on line (9) is false, but surely the confusion

here is esglly corrected when we



of the premiss on line .(8). Clearly, (8) should be read as
n(8')' The composer of the. Misss Soleﬁnis was deaf at the
time he wrote the_Missa-Solemnis
from which the conclusion
(9*) The composer of the Erolca was deaf at the time he
| wrote the Missa Solemnis

follows, by Leibniz's lLaw, in a perfectly stfaighteforward way.

Finally, we should note here that not-all.statements of
the grammatical form "x is the same F as y" or “x and y are the
éame FY gre identity stqtementS, To put this polnt another way}
the statementiﬁx is the same F as .y" does not elways analyse into
éX ls thehsame as y and ¥ and y are Fg", For instance, "the couch
ig the same colour ag the chair”" is not an identity stateméﬂt,
it statés that the couch and the chair have a common propertys
whereas, ofcourse, “Tully is the same man as Clcero” is an identity
sentence.

‘To summarise so far, we cannot prevent ambiguities, Incomplete
or ill-formed statements, use-mention .confusions and so forfh,
from running into loglecal difficulties when Leibniz's Law is
applied. On the contrary, as I will argue 1in this paper, the
preservation of Leibhiz'saLaw,.(viz the preservation of thé rule

for intersubstitution of co-referential terms, salva veritate), is

g condition that any putative ldentity sentence must satisfy if

iti1s to be a genmuine identity sentence.

=
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Even;after.scrupulousl& observing the.distincﬁions and
évéiding the difficulties already mentioned, Leibniz's rule seems
to give rise to some extraordinary consequences. Consider the
following paradigm examples wherein the application of Leibnlz's
Low seems to permit the derivation of a false conclusion from

true premlsses.

A, The number of plaﬁets 1s nine
‘It is necessary that nine equals nine
Therefore it 1s necessary tbat‘the numbexr of planets 1s nine.
(Quine)lo
B, The author of Marmion is the author of Waverley
Georgé IV believes that the author of Marmion is Scotch
George IV believgs that the author éf Waverley is Scotch.
(Russell)11
C.(i)Suppose Cleopatra®s Needle is corroded away by the London
fog and is repalred with concrete until eventually, in
1984, none of its original .state isileft° Cleopatra‘’s
Needle in 1884 -1is the same landmark as Cleopatra's Needle
An 1984, but not the same stone. In fact it 1s no longer
stone at all.
12 )
This example, due to ReGeach, appears 1o glve us a case where

the rule of substitutivity holds under one sortal term (e.g. .

"landmevk), but cuts out under another (e.g.'stone).

(11)The President of the United States is the Commander-in-

Chief of the Armed Services

p—



. The President of. the United States is glven his oath
by the Chief Justice
The Commander-in-Chief of the Armed Services is given
his oath by the Chief Justice.
This example, due to Linsky,lgppears.to give us a case where
where a and b are identical under one sortal concept (e.g. 'man)
and_both a and b have the property.g (e,g,’officiaf) but g andl

b are not co=incidental under g. Again it is claimed, Lelbniz's

Ieaw does not hold in such cases.

(1i1)Consider a theory T, which is a . theory about the expressions

of a given natural language: let the range of T's
qﬁantifiers be token expressions of that language; and
suppose the ideology of T be so restricted that in>T we
cannot glve différent descriptions of two tokens of the
same type-word. Let the 'statement a = b express an identity
relation in the theory T. Now add to T's ideology Jjust
one predicate that dfscriminates bétween'equiform tokens
a and b. In the enlarged theory Tl,.the 1dent1t§ statenent
in T is no longer an identlity statement. Leibnlz'’s Law
does not hold since ldentity does not confer universal
interchange.o? identlcals but rather suvubstitutlon relative
to the definite ideology of any particuiar theory T.
(Geach)iul “

The examples A - C(111) above are intended to exemplify
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insurmountable difficulties: indeed such cases have led many
ph@losophers'in recent times to abandon Leibniz®s rule, while
othe%s have made major distinctions in logic, semantics and
ontdlogy, rather than,abandoh;it.lsAs I have sald, it secems .
int&itively qguite fight that Leibnlz's Iaw should be defended.
“To make the important point again, to sayvg and Q are ldentical
1s to say they are one and the same thing -= how could something
be true of a and not be true of b ? Nevertheless any apparent
cQuntérmexample to Leibniz's rule clearly deserves an adequate
explanation,

The -question therefore.presents itself ~- "If we are to
preserve Leibhiz's Law (and like maﬁy others I see no viable
altérnative), how aré we to explain the break-~down of this
principle in contexts such as the above'? The aim of my essay
is to answer thls question. The plan of the essay 1is as followus.

In'Chaptef IT and IIT, T will outline the difficulties
té be encountered by anyone wishing to hold ILeibniz's Law witﬁout
appeariﬁg to arbitrarily rule out counferuexémples of the form
A end B, Chapter Il considers modal contexts, (examples of the
form A above), which I.ooﬁolude are not enbarrassed by an
unfestricted use of Lelbniz's Law, provided we are prepared to

regard only necessary fname”midentities as genulne identity

‘sentences, since hitherto non-trivial contingent identity statements

are, under this interpretation, no longer genuine ldentity
statements: and provided we are willing to accept, or deal

Cwith, GQuine's objection that modal loglie commits us to
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an ontology which repudlates méterial objects.

o In Chepter IIL, I consider intentional éonﬁexts, (examples
of the form B above, in which the maln verdb is a verb expressing
propositional attitude). I hope to show that it is possible, in

the cases considered, to resolve the problems confronting

Leibniz's Law by arguing that sentences of the form (Hx)(Fx) = (7&)(Gx)’

are nov geﬂuine identity sentences and therefore are not sublect
to Leibniz'®s rulg and _further, that genuine idehtity sentences
considered here do follow in accordance wilth Leldtniz's law.

In Chapter 1V, I consider two further attempts at
denying thevunrestricted application of Leibniz‘s rule, in effect,
the attempt to reduce identity to a rélation of indisceinibility
within speclfied contexts: the first (81) relstive to sortals,
(1.e. examples of the fofmAC(l) and C(ii)), the second (811)
.relative to a presoribed language, (l.e. examples of the form C(iii)
above). We also investigate in‘this Chapter the claim to deny
the universal transitivity of Leibniz's Law. I will argue that
the objections ralsed in thils Chapter do not present serious
difficulties for Leibnlz's Law. ‘The fact seems to be neglected
by such objections, that an ldentity statement involves reference

to only one object.

So much for the preliminsries.  Let us now turn to the

first of our allegedly vitiating contexts for Leibniz's Law

namely, modal contexts



CHAPTER TWO

LEIBNIZ®S TAW AND MODALTITY

It is easy to prove, from qulte straight forward
assumptions, that if X and Y are identical, their 1dentity'is a
necessary one. Consider:- if X is identical with Y, so that
whatever is true of X is true of Y, then since it is true that
X is necessarlily identica} witﬁéX, it ‘must be true that X is
necessarily identical with Y.

Put schematically =

(D) It (1) XeY
and” (2) [HX = X)
then (3) [IX = 1Y)

This seemg a surprising and counter-intuitive result.

@

~ oo C ey YOY
S are }.‘}.evuumu.r‘)r

To emphasise the point, (D) says that g1l identitl
identitles; that is to say, there aré no contingent identities.
AYet does 1t not seem conly a contingent matter that :=
(4) The man who left his finger print is one and the
‘same individual as the man who roﬁbed the =zafe.
(5) The tallest man in the room is Mclaughlin.
(6) The class of cfeatures born with a heart is identical
with the claés of creatures born with a kidney.
(7) Pain ocecurrences are'identicai with physiological
ccourrences of sort g.
(8) The highest pald worker in the factory ig the laziest

iworker in the factory.

s

exanples may be

+

N

llsputed, but clearly such examples

12



13
differ from one like
(9) Sir Walter Scott is Sir Walter Scott.
which is necessarlly true. .

To put the matter simply, it seems qulite reasonable to
claim identities of the form a = a are necessary whereas
identitles of the form a = b are by no means, intuitively,
necessary identities. Nevertheless, as we have seen from (D)
abdve,.this result is forced upon us when we combine Leibniz'é
rule of universal interchangeability of identicals with the

modalities.

In this chapter we will ezamlﬁa vhree alternative .
attenpts to resolve thls problem :-

V Firét, where it 1s accepted that Leibniz's Law and modal
logic are incompatible and Leibniz’s lLaw, in its unrestricted
form, is rejected. |

Second, the arguments which attempt to show Leilbnizfs lLaw
is compatible with modal logic.
Third, Whére it is accepted that Leibniz's Iaw and modal

logic are incompatible and modal loglc is rejected

Leibniz's Law is rejected

3

We might block the derivation (3) above by simply
giving up Leibniz's Law ag an acceptable princivle of identity.

This is to say, %o obtain the result (3) we are using a strong

interchaneeability rule; co-referential expressions are interchangeable

T
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in all contexts, including modal contexts: so whatever you say
here about one- of the two identiéal entities you>may say about
the other. ‘To make this point more persplcuously snother way, .
we are, in modal conﬁexts, comnitted to the paradoxical conclusion
{3) by substituting into Leibniz's Law. To show this, consider
again Leibniz's Law in the form ‘
(1) )=
(1) (o) (yx

4

vyo{Fx o Fy)§  from which we obtain

D) :)[ Ox=x) @ E’fl(yzx)]} by subst. O( =x)
‘ for F in (1)

il

thus  (111) (x)(y)'{Cﬂ(x=x)f3_ﬁxﬁy)2ﬂ3( ﬁxi]} Truth Punct.Llogic

on (1i)
(1v)- D(a = a)ID-%a = b)) b = a)} | Univ.elim.on (151)
(v) Ha = a) : Assumed
(vi) (& = p)20(b = a) MPP (iv), (v)
(vit) (a = b)>0(a = b) Symm. of f=% (vi)

(Incidéntally, by employing the ssame method we c¢an show that
all identities areoontingant).17
Summarily rwe have shown that from Leibniz's law

(x)(y) ( x =y D Fx = Fy)
we can derive the antinony (D)'abovev

(a = b)Dd(a = b).
Hence we might seek to block the derivation (3) by simply
giving up Leibniz's lLaw, in its unrestricted form, as an acceptable
principle of identity. Ofcourse we have no reason to give it up
" if the paradoxlcal conclusion whlch 1ls derived by substituting

into Leibniz®s law can also be derived without it. We do not



block the counter-intuitive result (3) if we can derive (3)
somehow without a rule of universal interchangeablility. We may
suppose the paradox lies elsewhere. (Though frankly I do not
see how this would be done.) And, as we have noted earlier,
~ there are a number of compelling reasons why we should not glve
up Leibniz's Law too readily as an analysis of identity. Leibniz's
Law embodies the property of universal'interéhangeability which
marks ldentity off from other equivalence relations. If we give
up Leibniz”é Law we need to find another principle of comparable.
‘generality to Justify substitution. As far as I can see there.
isn't oneo'

| To show this we need to consider the arguments that, in
orie form or another, say we must abandon the conception that
Leibniz's Law defines some unlivocthl concept of identity. In
short, the claim'that we can have two kinds of identity or even
degrees of identity -= both of which are invoked in defense of

the modalitles.

18
According to Qulne, R.B.Marcus in her 'Identity of

Individuals in a Strict Functional Calculas of Second Order?®,
defined two relatiohs of identi@y between 1ndividuals. A weak

and a strong identity. The weak one holds between x and y,

ﬁherever (F)(Fx ™ Fy): and the strong holds only where (F)(Fx-3 Fy),
Orfly the strong identity relation 1s subject tO‘substitutivity

valid for all contexts. Hence on this present sccount, only

T
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strong identity is.ihterpretable as "ldentity" in the usval
sense ofnthe term. Now it needé to be stfessed that this is
not Marcus's positlon -« nor, contrary to Quine, can I find‘that
she has ever proposed that there be wore than one kind of
_identity. Howefer, in spite of this, it is worth criticising
this view since Hintikka, Pap, Rescher, Geaohiznd nany others,
find svch an interpretation of identit&; in Eonnection with modal
logic, persuasive.

A similar proposal, for example, 1s implicit in the
“suggéstion from Hintikka thét the principle of substitutivity
is oompatiﬁl@ with modal logic only 1if x is necessarily ldentical
Wifh y, (Cf. page 25 following). And Rescher, in 'Identity,
Substitution, Modality' clalms that dﬁoe we move from "strictly
extenéibnal systems of logic" to its application in contingent
facts, there is no alternative to acoeptiﬁg modifications to
Leibniz®s rule. Only in a strictly extensional system, "where
éxtensipnal contexts alone comé inﬁo_thé plcture, can we apply
Leibnié's Bule in a blanket'way, andithus deal without further
ado, with one single mode of "identity" ", (p.163, ibid). Outeside .-
of étrictly extensional systens, we are no longer able to sgpeak
of a Singie ldentity concept but are led to recognise several
distinct, albelt related, identitymtype‘rélationships, He suggests
that we should adopt a sequence of "degrees of identity"; a
sgquenoe of increassingly strong "idenﬁity“ concepts.

Loy

Let me make a central point again here. If 2 and b are
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“identicél" they.are one and the same object. Bearing this in
mind, the suggestlon that there can be twb kinds of ldentity
- éhe distinction between a stronger and weaker ldentity
relation «- 1s quite uninteiligible, For instance, 1f they
exhibit a weak form of identity, Venus and the evening star are,
in thisirespect, one and the same object. However, in terms of
the strong identity relation, they are two distinct objects |
Similarly, Bescher's notion of increasing degrees of identity
is wholly unacceptable. At best it would follow from this
proposal that Venus is somewhat but not fully identical with the
evening star. |

In fine, one wants to knowlwhat kind of identity relation
is being preferred here that does not entall uvnrestricted
interchange of co-referentlal terms. As Prof.Wilson says,
rather nicely in 'Modality and Identity'®, "I am like the Boston
ladies whd have &heir hats. 1 have my hat: Leibniz's rule. I
do not insist you wear my hat. I just want to know what hat
you're wearing”, ( 475). If'identityAdoes not entail
universal interchangeability, what on earth does it entail 7 If
identlty is not expressed in terms of Leibniz's Law, how are

we to express it ?

As s possible answer to thls guestlon let us consider
briefly Carnap's treatment of the identity relation in *Meaning
and Necessity®. Carnap beglins by propésing that every designator

it < - - $ vy 5 b}
both extensional and intensional

within a lan

g
o
1]
62}
o
o
o}
3
n
®
in
0]
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neaning, (i.e., the individual expression 'Venus' refers to both
its extension, -the planet, and its intension, the individual
concept.) Now two deslignators which have the same exﬁensioh

are sald to be factually egulvalent, (i.é., *man' and ffeatherless
biped® are factually‘equivalent, 1f the statement ‘An individual
is'a man if and only if it is a featherless biped® is a factually
true statement.) This is to say, ldentity of extension Carnap
calis factual equ;valenée;- Two des;gnators which have the same
intension are said to be logically equ;valenﬁ, (i.e., 'man' and
'rational animal' are logically edquivalent, if the statement ‘An
individual is a man if and only if it is a rational animal” is

true on the basis of the meaning or semantic rules of the expressions).
. " 20
This is to say, Carnap calls identity of intensions Le-eguivalence.

Now two expressions may have identical extensiong without
having identical intensions. Accordingly, Czrnap sets out the
oonditiohs underwhich expressions may be lnterchanged one with
another. |

"An expression occurring within a sentence is said
to be interchangeable with another ezpres&ion if
the truth-value of the sentence remains unchanged
when the first expression is replaced by the second.
If, moreover, the intension of %he%entenoe remalins
unchanged , the two expressions are said to be
L=interchangeable. We say that a gentence is
extensional with respect to an expression occurring
in it or that the expression ocecurs in the sentence
wlithin an extensional contexts, if the expression
ig interchangeable at this plawe with every other
expression equivalent to it. We say that the
sentence ls intenslional, or that an expression occurs
within an intensional context, if the context ls
not extensional and the expression isg L-interchangeable
at this place with every other expression L-equivalent
to it.*"

(p.46, ibid)
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Carnap goes on to explaln that all sentences of his
Syétem Sq, which contains only the ordinary comnectives and
quan%ifiers but no modal signs, are extenslonal, whereas sentences

of his system 5/

o, which are of the form 'N(...)", where 'N' is

a sign Tor logical necessity, are intensional.

‘Thus Carnap formulates two principles of substitutivity
for identity, the first for extensionél (nonwmodal) systemsa such‘
as Sl,.whére,in effect, Leibniz's Law i1s modified to stipulate.
1ntersubstitutiﬁity only for co-extensive terms, (Cf. his 12.1).
The second for modal systems such as 85, where, in effect, the
range of the variables are 1imited to infensional objeots and
where Lwinterbhangeability is fhe condition for intersubstitution
of L-equivalent and Neoessérily eqguivalent terms, (Cf. his{1202)

(Incidentally, as we shall see, Carﬁap defines a stronger
condition than L-interchangeability between intensional expressions
for ceitain contexts -- in belief contexts, he defines a relation
he calls "intenslonzal isomorphism” to explicate what is usually
understood by "synonymity" or "identical 1ﬁtensional structure".
-Cf. page 58 ahead )

So nmuch then-fof Carnap's proposed analysis of '=', Let
us now consider, briefiy, 1ts epplication to the antinomy (1) - (3)-
‘whioh, notice, is thg result of a straight;férward application
of Leilniz's rule into a modal context. Consider the following
example, due to Quine?l

(10) The number of pianets is nine

(11) It ie necessary that nine equals nine



20

By Leibniz's rule,.aécordingAto which‘twq expreésions naning
the.same'entity may replace one anothér‘in any context salva
veritate, since the expressions 'ﬁhe—number of planets' and '9°
are, by hypothesis. thé namesAof the saﬁe entity, it followus

| (12) It is necessary that the number of planets is nine.
NoWAWith.Cargap's method the antinomy (10) - (12) cannot be
chstructed. For 0ﬁ his analysis first, thé two individual
expiessions in (@O) ere not the “names" of anything hence,
g fortiori, they are not the nemes of the same entlty. Horeover,
'sincé‘the intensions of the two expressions, are not L-equivalent,

we cannot derive the invalid inference (12).

Initially, Carnap's proposed emendation to Leibniz's lLaw

- — P 1 -

and solution to the antinomy strike one as very plausible.
‘However there are a number of declsive objections to it, the

strongest being objections in principle to his whole semantical

method. The main defect here is Carnap's treatment of a semantlcal

system as a system of rules; or rather, his notion that semantical

22
rules are constitutive of the -language in guestion. The nubd of

difficulty is this. To formulate the conditions underwhich

expresslons with ldentlcal extensions may be interchanged in 5S4,

(L.e., his ffirst principle of interchangedbility’), and the conditionsg

underwhich expressions with ldentical Intensions may be Leinters
changed in S2y 1t has been necessary for Carnap to supply further

" rules and definitions for the key terms involved in these

substitution principles, such as 'true in S1', "designates in Sy
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However, before we can understand the more basic rules, upon
which the principles of substitutivity depend, we must have

an antecedeﬁt understanding of thelexplipandum for which these
rules afe providedcsto treat all such terms as defined terms

in S84, as Carnap doeé, 1s notoriously difficult,24 In fine,
while in semantiss we require:"genéral" definitions for terms
like fdesignates', ftruth®, 'logical truth® and so on, (and rules
sﬁedifying their gpblication), such general definitlions are not,

nor can they be, explications of a language.

There are two further difficulties I want to mention

T

here which bonfront Carnap's doctrine of intensions or meanings.

‘We noted that Carnap claims that deéighative expressions have

not only extensions but intensidns as well. Individual expressiqns,
one~place predicates and sentences, have corresponding to them
individual concepts, properties and proﬁositions respecti#ely,

these latter being the intensions, or meanings, or loglcal content,
of the expression in quesﬁién,‘ Horeover, aécording to Carnap, %
«eo'the semantical'rule for a sigﬁ has to state primarily its
intension; the extension.is_seéondary{ in the sense that it

can be found,‘if the intension and the relevant facts are g$ven",
(Meaning and Necessity, p.112). As Prof.Wilson asks, "What
would it be like to know the intension of, say, '*Chicago® but
not to know the extension? And one would want to know the

empirical procedures by which one passes from the intenslon to

[y

stands

the extension.... reflection on this difficulty as i

suggests that there is an atmosphere of sclence-fiction asbout
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the whole theory of indlvidual concepts”, (fThe Trouble with
Meanings', p.5.).
There is a second far more:infractable difficulty here,

25

raised by Quine. In Carnap'é modal systém Sz, or for that matter

any other modal ianguage, the variables range over Intenslons and,
since to be is fo be the value of aubéund‘variable, the "entitieé"
which are the values of such ﬁariables; are not individuals of |

the'conorete world. (We ﬁill conglder this objectlion in detall

in thé following éection, page L2 ahéad.)

Finally, it is claimed that‘Leibniz's Law, in its
unrestricted form, is perfectly oompatibie with wodal loglc anyviay,
and that the épparent antinony (1) - (3) is perfectly-eésily
explained. If this can be shown, theﬁ; as far as we are concerned,
all of Carnap's proposed emendatlons to Leitniz's rule are beside

fhe point. Let us consider these arguments .

" Leibniz's Law and modal 16gic gre comoatible

We may simply embrace the gonélusion that all identities
2
are necessary. As F.B.Fltch says

«+."it seems to be a perfectly sound position to hold
that every true identity is logically necessary.
This is silwply the wview that an entity is never
identical with anything but itself and that of
logical necessity it is 1dentical with itsgelf.”

Also in her papers ‘Extensionality®, ‘Hodalitlies and

Intensional Languages?, ete., Ruth Barcan larcus has argued that

e
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in a "strong explicitly intensional language", all identitieés
R 27

are necessary. In her system QS4, (which consists of the
introduction of quantification in the ususl manner and the addition
of the axiom {(dx)A -3 (4x)0A ), the following theorems :-

(13) (xImy) B (xIy) ...i.e., material and strict equlivalence
are indistinguishable.
28
[j(xiy) i.e., the identity relation holding
between x, y is necessary..-

il

(14)  (xIy)

Or, to make the_game point, in the system QS4 the statement
(15)  (xIy) & $re(xIy)

is a contradiction. Contingent ideﬁti%ies are disallowed by

(14) ébové;

Hrs Harcus then argues for a uniform interpretation of
the identity relation, in terms of Leibniz's rule, and where
Leibnlz®s rule breaks down in modal contexts, claims we are no
longer dealing with a bona fide identity relation. 1In other words,
we are no longer in"@&"explicitlj intensional language®. A
language 18 explicit intensional oniy.where-it does not equate
the ildentity relation with some weaker form of equivalence,

.The rule of universal intersubstitutivity holds only for the
identity relation -- casges ﬁhere intersubstitutivity breaks dow?
are taken to exhiblt soue kind‘of'wéaker equivalence re:l_a‘t;:'n.omZw2
i.e., she argues for a distinction between &) identity and b)
degreeg of stronger and weaker "equivalencé'relations -- She
proposes to give a uniform meaning to ldentity, in terms of
Leibniz‘s‘Law and , for.example!taik of 'attributes® and ‘classes®

as being "equal', not identical.

™
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Needless~to~say, one result of Marcus's proposal is
that most stétements,'hithertbof the form 'é-= b', are not now
identity statements, but are equivalence statements expreésing
"fuﬁctionally equlvalent terﬁs“. 'Incidentally, she defines strong
functional equallty as ?8 7 |
(16) (F é G)  (x)(Fx = Gx) .."where 'F equals G' is like
: but not synonymnous with
‘P 4s identlical with G¥.."
Clesrly what "strong functional equality“ amounts to is a
twoaplaée predicate, that is symmetrical, reflexive, transitive,
and in all other ways behaves like °§‘, but because, in modal
cbntexés, substitution of mere "fuﬁctiénally equals® breaks down,
is not an identity relation. '
| Let us be clear about this. Tﬁe identity relstion for
Harcus mist be tantologically true or analyiically true, sinoe
the only acceptable species of identity'statement to satisfy
the conditions above will be of the form fa = a'. Where we
claim a =b 1is a-trué identity then‘it must say the same thing
as a =a. (This the import of theorem (14) above). Thus
if we declide that, say, *the evening’staf' gﬁd "the morning ster!
are interchangeable withbut.antinomy in gll) contexts, the

(apparent) descriptions come to be used as proper nanes and,

presumsbly, the descriptive coﬁtent 1s ignored.

¥

There are s number of major difficulties to be ralsed
here. First, larcus has stipulated that if x is identical with ¥y

then, x 1s necessarily identical with y, (Cf., theorem (14)),
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Hany other modal loglclans embface the same conclusion. (For
éxéMple,'in Hintikka'®s system it is a theorem not that
*if x is ldentical with y then whatever is true of x is true of y
and conversely', but only that *'if x is necessarily identical
with y then whafever is true of x is true of y and conversely').
An argument for this might be as follows. Consider the example:-
(17) Tﬁe nunber of planets is nine
(18) 9 is necessarily greater than 7
(19) The number of planets is necessarlily greater than 7.
Obviously the substitutlion of the co-referential terms in (17)
fails: the conclusion on line (19) is false. Now from the point
of . view of the modalities, it could bé argued, that the'reason
for this fallure is connected with the singular term *the number
of planets®, which fails';n modal contexts to have the kind of
unique reference which is prerequisite for being the substitution-
value of a bound variable. Why does the expression 'the number
of planets' fail, in modal contexts, to specify a well-defined
individual ? 3Because, while in the actual state-of-affalrs it
refers to 9, in modal contexts we are also implicitly conslidering
other possible statesmqfuaﬁﬂélrs, in which it refers to larger
or smaller numbers. As Hintikka srgues in *The Modes of Modallty®,
"This aﬁ once suggésts an answer to the question as
to when a singular term(say z) really specifies a
a well=defined individual and therefore quallifiés
as an admissible substitution value of the bound
variables. It does so only if it refers to one
and the same individual not only in the actual
world, (or, more generally, in whatever possible

world we are congidering), but also in all the
alternative worlds whlch could have been realised

Jp—
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‘instead of it; in other words, if and only if
there is an individual to which it refers in all
the alternative worlds as well. But referring to
it in all these alternstives is tantamount to
referring to it necessarily. Hence (3x)N(x = a)
formulates a necessary and sufficient condition
for a term to refer to a well-defined individual®.

(p.73)

Summarily; the argunent here supports_ the contention that

for Leibniz's Law to be compatible with the ﬁodalities, then,

.for x‘tb be identical with y entails that the identity relation

holding betwéen X, ¥ is necessary,Bl
Now one difficulty here is this. If all identities

are nécessafy.identities, then examples such as (4) -(8) above,

aréveithef necegsary or not identity statements., Either way

this seems counter-intuitive. Supposé one evening we tag ﬁhe

planet Venus with the préper name 'Evening Star': and at dawn,

suppose we tag the same planet with the proper name 'Morning Star’.

When we discover we have tagged the same planet, this discovery

is empirical end seemingly contingeht; (Indeed, it seems an

unmlstakably "oontingent”faot-of astronomy tHat thé morning star

is ldentical with the'evéning star. After all it took ewmpirical

investigation in the sixth century B.C. to establish this.)

Other exampies of thevkind of de facto idénﬁity beling appealed

to here would include HoO and water, lightning and a particu}ar

sort of atmospheric electrical charge, brain-states and sensation

reports, Sir‘Walter Scott and the author of Vsverley and ofcourse

here 1s no obvious sense of "necessary”

)

K3

examples (&) - {(8) above.

A

“applicable to such identitics. The issue here is , can we make

o



sense of attenpts to make such exampleo OOMDLLCQbed wayo of
sa&ing a =a ? Alternatively, are we prepared to concede that
such examples are not genuine identity statements; since the
identity asserted in each of the examples here does not hold
for all possible worlds, a la Hintikka, and 1s not an analytic
claim abouvt the synonymous meaning oﬁ terms, as stipulated by
Marcus, but réther is a synthetic hypothesis that the referent .
of two éxpressioqs lg one and the same object 7?7 An answer to
this guestion is forthcoming but first we need to consider a
closely related problem, '

As we noted, Marcus stlpulates that the identity relation
holds only between "name"-identities. In a strong inteﬁsional
language, for two expressions 'Ff and 'G' to be analytically or
tautologlcally equivalent}.such that:every ldentity sentence
constructed with them ié necessarlily true, requires that 'F' and
'G' are the "names" of intensions., Similarly, in Hintikka's
argunment quoted above, there is a case to be found for réstrlcting
identigy to a relation holding only between 'singular terms which
gg have the kind of urilque reference, prerequisite for being the
substitution-value of a'bouﬁd variable, in modal contexts,.
(Althouﬁh in fact, Hin 1kka cnp]éys he?e-the un°f+j9”ﬂotory
thesis of "strong" jdenLij holding in modal oontoyc "wea k"
ldentity in non-modal contexts). Now the question posed hefé is,
‘is there any way in which we might obmbine Leibniz®s Law with

the modalities without restiricting =21] genuine identity sentences

ey
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to name-identities ? Let us consider one possible way of
showing this. .

In his article '"Modality and Desqription', A.Smullyan
argues that the unrestricted use of modsl operators, in
connection with statéments and matrices embedded in the framework
of a logical system such as 'Princiﬁia', does not involve a

- 32
violation of Leibniz's ILaw. It is Smillyari's contentlion that

modal paradoxes arise, not out of any intriné;;véﬁgﬁrdity in the
use of modal operators, (as Quine holds), but rather out of the
assumption that descriptive phrases are names. He proposes
a division éf all singular terms into proper names and, overt
or .oovert, descriptions. Proper naﬁes, if they name the sane
obhject, are slways sSynonymous. Any other ocecurrence of a
(putative) name is to be treated as a description. (Thus if
;Evening Star' and 'Morning Star' are not synonymousg in all
contexts; they are both to be treated as desecriptions.)
Now Smullyan goes oﬁ to argue that where singular terms
in modal contexts are construed aé definite descriptions,
(as, say, in example (17) - (1§) sbove), then the inference
of paradoxilical conolusiohs from modal premisses may be prevented
by restrictions on the scope of these descriptions. In ordér
to show this, he utilises Russell’s method of contextually
defining descriptive phrases by means of scope expansions.
‘CQnsider the following example

(20) . Scott is the author of Waverley

1

o—r
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in which one of the comreferenﬁial ekpreséions is a proper name
éné_the other a definite description. Schematically (20) gives us

" (21) s = (px)(Axw) |
and sinog
(22) N(s = s)
by the unrestricted use of Leibﬂiz‘s %aw we obtalin .
(23) N(s = () (Axw))

Clearly, (23) involves us again in the unacceptable'antinomy.

Now, as Smullyan points out, when they are expanded
in acéordance with Hussell's definitions, sentences (21) and
(22) lead by ordinary logic to

| (24) Gﬁﬁ)[(y)(Ayw =y =x) & N(s = xﬂ

i

which then, by using scope symbols, contracts to {in broad scope)
(25) {37x)(Axw)],N s = (?X)(AXW%

rather than to the false sentence. (in narrow scope)
(26) I\I{BDX)(A}CWQS = ("’?X)(AXW%

or its expansion

(27) NBQKHAyw‘9y==x & s =)ﬂj
One aprarent édvéntage to be galined by adopting Smullyants
-pfoposals, 18 that it aﬁpe&rs to offer a way of combining Leibniz's
Law wlth the modalitiqs, without denylng that sentences of the form
such as (20) are genuine identity sentences. This however looks
far from established in the light of'ProfoWilson“s subsequent
criticism.

Another apparent advantage in Smullyan®s proposals, is

e
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that it appears to offer a way of combining .leibniz's Law
with the modalities without having to Introduce intensional
objebﬁs as the values of variables. This however looks far
from established in the 1light of Quine's subseqguent criticlsmn,
- (Cf., page 42 £f shead).
In f*HModality and Identity " Prof. Wilson agrees that
sinoc the alleged antinomy docs ot go through when the
arguments are expanded a la Bussell, in the way Smullyan proposes,
it cannot be said to go through in the contracted verslon
(21) ~:(23) above. ("The fact that it does not go in the
contracted version but looks as though it ovght to 1s at worst
_. , . ; 33
a parsdox whereas 1f it did go we would have an antinomy".)
However, (21) and (23) in their eéxpanded forms are not identity
sentenoes anyway, but rather multiply general sentences.
Prof Wilson then goes on to 9¢guc for the Bussellian view that
we must give up the ldea that a definite description, as it occurs
in (21) or any ot ft éentéﬁéé,idégigﬁatés or refers: in the
present case, that the description (P¥x)(Axw) designates or refers
to Scott.
"Let us consider 'The suthor of Va averley is Scotch!
which expands into *Precisely one person is an author
of Waverley and that person is Scotch’ The latter
does not refer to Scott (as Russell 1nsisted 2ll
along) . If we adopt the reesonable principle that,
in genersl, 3 sentence containing a defined expression
(here *the auther of Waverley') has just those
propertles its expansion has, we conclude that even the
contriacted sentence *The author of Haverley is Scotch!
doeg not refer to Scotli, contains nothing that refers

to Scott". ) ‘
{p.0r72, ibird)

pa
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Thus.sentences of the form ‘s = (vx)(Axw)*, where one
of ﬁhé arguments is a description{ (and ofoqurse sentenceé
of the form *(Vx)(Fx) = (7x)ka)', where both of the arguments
are descriptions), are ggg genuihe ldentity sentences. They are
'-defined'expressions -« thls 1s to say, théy are not in primitiva
notation. Such sentences are not identity sentences but, in fact, are
mltiply general sentencés; (e.gg., the defined expression
(Ox) (Fx) = (9%)(Gx) expands into the multiply general expression
(ﬂy)Cy = (3x)(Gx) & (x)(Fx = x = yil )f and, as such, do not refer
to any specific individual. | |

Let ﬁe put the matter énother-way. The point here is
théﬁ'descriptions are not "individual terms", and are not to be
treated as terms. (Indegd, as Hussell has Shown, by treatiﬁg
them as terms, which is t0 say, by applylng existential generalisatidn
and 1nstaﬁtiatioﬁ on definite descriptions, we are led to

34

countenance notorious non sequiturs.) Following Russell, Prof.

w11son-ﬁroposes here, that we keep the resﬁriction of not treating
descriptions flanking the identity sign as terms «» not
applying generalisatioﬁ, instantiation, or substitution in
éoéordanoe'with Leibniz's rule ~- but rather, we must régard the
"sémantic propertles of such a sentence as fhose.'properties
ascribed to 1ts expansion in multiply general form.

What 1 sccomplished by adepting Prof.Wilson's proposal
is|this; "where the so-called "antinomy of the name relation”
involves definite descriptlons wé can gscape the antinomy

without giving vp Leidnizfs rulé... We merely insist (reasonably)



32

that only those inferences are:acceptablé which are acceptable
-ﬁﬁgn recast in primitive notation", (p.473, 1bid),‘
| Thus, in answer to our earlier question, if we are

to have modal loglc, with Leibniz's law and without antinomies,
then, contrary to Smullyan, Prof.Wilson holds therelare good
groundé for treating only name-ldentities as genuine identity
relations. (Incidentally, Prof .Wilson's argument here seems to
me to undermine his "knock-down" argument agsainst intensions.
Cr., "the major.éiffioulty“ in *The Trouble with Meanings'.35
No mstter, there are other declisive érguments to be levelled
against the doctrine of intensions,)

-X .have an observation to make.heree We are tolé that
s = (9x)(Axw) 1g not a dyadic statement affirming the identity
of & palr but rather, 1t";g an (abbrgviated) multiply general
sentence. Clearly such“an Iinterpretation goes agalinst a point
made earlier in this paver that, és a matter of fact, an
1dentity assertion wes made when George 1V learned that Scott
is the author of Waverley, or when it was discovered that
the morning star is ldentical with Venus. I think the confusion
here 1is between the "act” of taking two things to be identical
gnd ldentity per se. As we hav¢ noted, -*=' is a loglcal
expression: we are ébHoerned té give primerily & syntactical
account of it end its properties. One such property of the'f

Uidentity slgn 1s that it holds between co-referential terms. T

an pbrsuaded by Bussellfs argumen# that descriptions are not ternms

~= they do not, by thenselves, refcr.

B
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However, even if we accept, as-I do, the recommendation
that only:sentenoes reducidble to namemidgﬁtities are genuine
ideﬂtity sentences, there are still ﬁajor difficulties to be
over-come before we can'comﬁine modal 1oé1c with Leibniz's
rule, without begging e number of important guestions and,
"'moreovef,'without avolding the antinomy (1) = (3).

| One difficulty, we noﬁed earliér; we may tag the planet
Venus with the proper name !Evening Star', and ab the appropriate
time of day, we msy tag the same planet witn the proper nsme
'Horning Star'. When we discover we have tagged the same planet,
this discovery 1is énly contingently true;

Seconﬁ, as Prof.Wilson has ﬁbted in *HModality and Identity?,
we can develop the naming antinomy juét as easlily wilth proper
names as with descriptions, (Cfe, page U773, ibid).

Consider :- . '

(27)  Evening Star = Horning Star -

(28) 'N(Evening Star = Nvening Star)
(29) N(Eveniﬂg Star = Norning Sﬁar)
J.Myhill, in his article 'An Al#ernatiﬁe to the Hethod of Extension .
and Intension'; avoids the obvious difficulty here by stipulating
that no namnes of =z given systen will name”the_same thing, 1.e.,
no two terms name the same individual, (p,jbz, ibid). As Pror.
Wilson notes, this "restriction might seem both evaslve and
unnecessary". Horeover, it doess not help Harcus and most other

proponents of modal logic, since they want to defend modal logiec

- for, among other reasons, its utility in "the disgectlon of most

P—
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types of empirical statement",(p.77, 'Modalities and Intensionsl
Iahguages’)o

But by far the strongest objections to any attempt to
reconcile modal loglc with Leibniz®s rule are ralsed by Quine.
So let us now turn to the last of the three alternatives by
which we might block the derivation (1) = (3) -- thig is to say,

reject modal loglc.

Modal loglic is rejected

Quine argues convincingly that much of the case for
modal loglc arises out of a confusion between use and mention.
His objeotion is aimed at modalitlies in so=-called de dicto formnm,
where the operator ‘@' operates on sentences whereas 'is necessary’
37

ought to be regarded as a predicate of sentences, However

Quine admits that modal logic does not "require" confusion of

individual or a relatlon between indiﬁiduals, (L.e., so=called
de re modalities), there_is not such a confuslon.

In *Reference and Modality', Quine rejects de re
medalities for atleast'the following four reasong i=-

%

(a) Leibniz's Law breaks down in sentences expressing de re
modalities.
Congider again the argument used here by Quine:

(17) The number of planets 18 nine

p—



35

(18’ 9 is necessarily greater than 7 .-

{19)  The. number of planeté is neceséarily greater than 7.
Quinerconstfues (17) as an ldentity étatement. As we have seen,
this is not obviously tiue. n

Y¥irs Marcus would avgue that (17) 1is a "contingent
' equivalénbe" and therefore the stép from (17) and (18)
to (19) is invalid, fTor the réason that the substitution has
nét'been made on a genuihe idéntity sentence. Prof,Wilson
would argue that (17) contains a description, 'the viumber of .
planets® and therefore is a multiply general sentence. |
Aﬁ Cxpnian might argue "If I count the planets and cone
"up:with 9 as the answer, this does not. represent a further |
identification or characterisation offwhat is referred to by
'the number of planets', unlike say, 'the number of planets is
an odd number'. To illustrate the polnt, consider the sentence

(Bd) The number of planets is greater than 7
Clearly (30) is nost naturally oonsﬁrued'as

(31) There are more_thén 7 plénetsw
Similarly, we might argue that (17) ié more appropriately
construed as

(32) 'There are- 9 planets. ¥
(Cf., B.Rundle, 'Hodality and Quantification®)

Finally, there 1s snother way we might take (30)

thqt is as

(33) That number, which is the number of planets, namely 9,

.is greater than 7.

M




This is tb say . 1f.we~construe-(30) in terms of (33) we are
taking the subject of (30) as identifying'a certain numberf This
altéfnative vay of construing (30)‘arises agaln in connectlon
with (19) above.. Clearly,-if (19) is construed as Quine construes
it, aé sayiﬁg that there are necéssarily nore than 7 planets,
"(19) is false. BHowever, if the subject of (19), 'the number of
planets®, is used as a referring expréssion which refers to the
number_?, then (19) is trﬁe, (It is not necessarily true tbat'
the number of planets is 9; but given -that this is the case,
it is true that 9 is necessarily gréatgr than 7). A
Summerily, the point here is thaf Guine olaims that the
aréument_(l?).m (19)'18 invalid since (17) and (18) are true
anﬁ (19) is false. If (19) is regarded as false, this is because
Quine believes that fthe number of planets'.does not refer
"essentlally" to some definite number and so cannét s fortiori
be replaced by an expression referring to the same number. Hence
Leibtniz®s Law cannot be used to derive (19) from (17) and (18).
On the éther hand, if (19) ié regardea as tfue -= because we take
‘the number of planets® to refer essentially to the number 9,
then, as far as Quine.ié concerned., (19) would be validly derived
from (17) and (18) in accordance with Leibniz's Law.

(b) Quine also rejects de re modalities because we cannot

guantify into modal contexts:

Consider the modelity .

(3%) 9 3¢ necessarily greater than 7
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this is of the form
(35) Da > b) |
Guine argues.that we cannot existen%ially quantify into (35)
to obtain |
(36)  (@x) (x> vj]
or, in other words, we cannot gtate'
(37) (@x){x is necessarily greater than 7)
sincé, Quine argues, "(2x)" cannot bind the "x" in "ﬁJ(x>;?)“.

The problem here can be stated:in the following way.

As we have seen, Smullysn has shown that if we treat covert names
as descriﬁtions and then contextually define all descriptions in
acc6rdance with Bussellian scope expénsions, the principle of
substitutivity does not automatibally generate paradoxes. ‘But
Smllyan. has not shown what sense to make of the quantified
ﬁodal statement -- or rather, how to make sense of quantifying
into.modél contexts. In fine, the question being asked ﬁere by
Quine is " just whaﬁ sense does the expression (3X)[}3(X>*7ij 3
make 7%. There séem to be atleast fwo ways of answering Quine's
guestion == and they both give.rise to the same result.

One answer might be that while it is true that a
variable inside a modal context (i.e., "x" inside "D(x}7?){
cannot refer back to a qgantifier’prior to that context, thils
1is true only if veriables range over extensions. If on the other
hand, variables range over Iintensiong say, individual concepts
'of attributes, they can refer back to the quantifier prior to

the modal context. In short, guantification is possible into

e
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model contexts at the expense of "widening” (Quine says narrowing)

the range of our varisbles to include Tintensions®.

"Let *b', 'r', and °mf nmean respectively the class
of bipeds, the class of naturally featherless
creatures, and the class of men. Then the sentence
is true (9) 'fb = m &{OFfb # m', the non-existence
of featherless bipeds other than men being a
zoological accident. But, where 00 15 g class
variable, the inference from (9) of the sentence
'EAW) o= m &ONA m' must bs 1l errd®, since,
having ™= n', we could substitute 'm' for 'M'
and infer further the false sentence *Qm # m!
There 1s no similar objection, however, to the
inference from (9) of (10) *(IF):(x)(dx = xem)

&O{x) (#x = x&n), where g is a varlable for attributes;

and i1t would seem that in a logical system containing
both modal operators and quantifiers such inferences
should be retained"

(A Church, in his 'Ruview of *Notes on Existence & Necessity

page 46).

In modal contexts, for a variable to - refer back to a quantifier

prior to that context, requires that the variable has an intensional

range -- a range, for instance, composed of attributes rather
than classésp or individual concepts rather than individuals.

Now there seems nothing prima facle wrong wlith construing the

values of variables as intensions. (Moi‘eover9 this move 1s not
embarrassing to most proponents of modal logic. On the contrary,
in mogt cases there would be little point to model loglic if it
were not to deal with intensional entities at gll.)

However, as Quine points out, the ﬁﬁacoeptable conseguence
of extending the range of wvarlables in this manner would be, for
most of us, an overly idealistlc ontology. We return to this

matter shortly, (Cf., (d) velow) .
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A second posgible answer to Quine's question might be
along the following lines. By (3x)[ﬁﬂ(xﬂ>7)j] we understand
"thére is an object to be specified in such a way that from the
speoification it would folléw that W(x>7)". This specification
might be "x = v ES i + [jm‘i + }f% ‘#t I", from which it would
| follow thatIT(x 7). But is this different from saying that
(x>7) follows logically from "x =|[xX | + |[x']+ lf’“ ;]’“’”‘”’

If it is not, then we have not gilven sense to there belng an
object satisfying the matrix LHx 7).

Moreover, variables of quaﬁtification range Over objects
not specifications of objects; The proﬁlem here 1s to meke
sense of.thefe being an object x WAlCh is necessarily greater
than 7. It seems that the only way in which it might be possible
to make sense of this latter notion, i.e., an object that is

necessarily greater than 7, is to say that there are some objects,

independent of specification, which are 'such-and=such' necessarily.

Now doss this make sense ? And this is just a way of asking

whether the doctrine of '“essentialisn” is tenable. -

-(c) Quine rejects de re modalities because they comumit

us to essentialism.

Quine appears to have conflicting views about the doctrine of

ey Ay A

essentialism. At one point he says, that "essentialisn is

indefensible" (in *Jord and Object', p,éoo ), and although it

4 t -+ varilance wlith explainine necessitv and snalv 5
1s "abruptly at varlance wlth explaining necessity and znalyticlity

<
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ees the champion of quantified modal'logic'must settle for

essentialism", (in 'Reference and Modality', p.155). But
elgsewhere he aiso says that he doeé not ponsider that to

show -modal loglc is committed to essentialism is to reduce 1t

to absurdity, (Cf.,'Comments to Marcus's 'Modality and Intensional

Languages''). But if commitment to something indefensible

L3

‘doeg not imply absﬁrdity.«u what does ?
As far as our present example 1ls concerned, Quine objects

Vt0o say in the case of 9, that this number is, of
1tself and independently of mode of specification,
something that necessarily, not contingently, exceeds
7, means adovting a frankly ineguelitarian attitude
towards various ways of specifying the number. One
of the determining tralts, the succeeding of 8,
3s counted as a necessary trait of the number®...
Others..."notably its numbering of the planets,
are discounted as contingent traits.” .

"This is how essentislism comes in: the
invidious dlstinction between some tralts of an object
essential to it (by whatever name), and other
traits of it as accldental".

(p.104, 1ibid).

T

In fact, Quine's pbsition with resbect to the occurrence of

terms such as %eoéssarily‘ 'possibiy‘ and so forth, is that modal

. terms do not attribute a feature to an 6bject but are merely

a way of talking about fhevobjéct. In 'Reference and lModality'

.he g8y s ' o B ' .
%to be necessarily greater than 7 is not a trait of a

nunber, 'but depends on the manner-of referring to
the nuwmber".

and again on the same page

"Being necessarily or possibly thus and so is in
AW £

general not a tralt. of the object concerned, but
Speras ne mpaenneyx (G N 30 Nl At 39 4 § 5 ne sject ©
depends on the manner of referwying to the object”

(p.148).
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Frankly, I do not see we can refuser to accept that the

numbexr 9 is necescsarily greater than the number 7, no matter

how the number 9 is referred to. I can truly say that the nunber

referred to by the English wﬁrd spelt backwards as an 'e' preceded

by an 'n' pfecedéd by an '1* preceded by an 'm', is necessarily
':greater'than 7. An essentiélvprope}ty of the number 9 is that

it is greater than 7;40 To which,.no dodbt,'Qﬁine would display

"an appTOprcate sense of bewilderment®, (*Word and Object', P.199).

We cannot let Quine's "sense of bewilderment” with

respect to such unrepentant essentialism go by unnoticed. In

"Word and Objeot' he says | |

"hdthwatzcians may be conoeivably said to be :
necessarlily rational and not necessarily two-legged;
and cyclists necessarily two-legged and not
necessarily rational. But what of an individual
who counts among his eccentriclities both mathmatics
and cycling Is thisg concréte individaal necesssily
rational and contingently two-legged or vice versa.
Just. in-so-far as we talk refejentiujlyof the
object, with no special bjas towards & background
grouping ¢ mathmaticians as against cycliéts and
‘vice versa, there is no semblance of sense in
ratind some of his abtzibvtes and necessary and
others as continﬁenl

(p.199).

It 1 not difficult to see how this objection to
essenﬁialism could be dealt with. We-might argue that while
mathmaticlans have the accldental property of being two-legged
~ and cyclists have the sccldental property of being retional,
Quine's "wmathmatical oyolisf" has the essentizl properties of

being both rational and two~-legged. (There is no reason te

hold "mathmaticlans are rational' and CVClLBLS are Lwo~1“5 ed ¥

b

. o St e € e



b2

as necessary and not to hold "mathmaticlian-cyclists are rétion&l
and pwoalegged” 28 necessary |

All-in-all, I think essentialism is defensible or, more
cauntiously, does not present'proponents of modal loglc with

L1
Ainsurmountable difficulties.

(d) Modal logidé commits us to an over idealistic ontology

Finally, I think by far the strongest argument Quine has against
modal‘logic, is tha%, while we may ¢laim to preserve Leibniz's
Law in modal languages, it commlits us to a very queer ontology
in which there_are no concrete objects (men, planets, etc.),

but rathef, there are only corresponding "to each object a

P T SO v - o~ QL PO SN o PN 1o ~ - 1) - e ~ ~
multitude of distingulishable entities". For example, there

o .

)

is no sﬁch “pall of matter as the so-called planet Venus, but
rather atleast three distinct entities: Venus, Evenling Star,
aﬁd Morning Star.", ('Problem of Interpreting Hodgi Logic', p.47).
| ‘In frder to appreciate the full force of thlis charge
of idealismfza few words need to be sald first abouf Quine's
views on ontology. An expression deslgnates if and only if
‘existential genersalisation' or 'universal instantiation' with
respect to it, is a valid form of inference. "It follows that a
theory designates all and only those entitles which fall within
ﬁhe range of its varlables of quantification. The variables
range over objects -- not names of objécts. (The names of these

variables, 1f they have names are the substituends of variables,

T



L3

not the values). Now if it makes sensé gt’éll to speak of
the_ohtolbgy of a theory, it can only be the objects to which
the variables range bver, this is %o say, the wvalues of the
theory are the values of its variables of quantification.
.How then‘does all of this commit proponents of modal
logio to én jdealistic ontology ?‘ As we have seen, Quine 1is
perplexed by the séﬂse to attach to qﬁéntifiéation across
modalities. Suppose, he says, we accept the following as
a partial cfiterioﬁ for existential gquantification in modal
contexts - '
(1) ‘"Aq existentialunantification holds if there is
- a constant whose substitution for the variable

would rendex the matrix true”

(p.l6, ibid).
Azcriterion such as this would commit us to an'idealistic
ontology inthe sense that the varisbles of quantification

Wﬁuld have to Taﬁgé, not over .concrete objects buf a multitudé
of distinguishablé entities (viza;‘”oOnoepts") corresponding to
eéch supposed concrete object. To 1llustrate this polint, let
us conéider the example Guine gives, (p.l?7, ibid). Using

'CY for 'congruence' to express the relation which Venus, the
Evening Star and thé Morning Star, (bear to themselves and

according to empirical evidence to one another), Quine argues

(38) Horning Star C Evening Star & R{Morning Star € Horning
' ' Star)

Therefore, by criterion (1) above

(&)

(39)  (FEx)(x € Evening Star & 0O(x C Xorning Star)).
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Bubt also by criterion (i)

(L0) Bvening Star C Evening Star &;Eﬂ(Evening Star C'Mornin%
- ' Star

Thus

(1) (mx)(x C Evening Star & #[x C Morning Star)).

Quine continues, "since the matrix quantified in (39)
and'the.matrix gquantified in (41) are mutual contraries, the x
whose existence is affirmed in (39> aﬁd thé X whose existence
is affirmed in (41) are two objects: so there must be atleast
two objects x such that x C Evening Star. If we introduce the
term ‘VGnus? we could infer a thifd such object in similar
fashion®, (p.47, ibid). ‘

Thus Quine is led to the conolﬁsion that the contemplated

[
o]

version of modal log is committed to an ontology whlch repudiates

material objects and leaves only multipliclties in thelir -place ==
perhaps "individual concepts" to coin Carnap®s phrase, 1l.e.,
the-Evening-Star-concept, them6orning;8tarm¢oncept9 ete,

Quine allows “that such an adherence to an inteunsionsal
ontology, with the extrusion of extensiohal entities altogether
from the range of values of variables is indeed en effective
way of reconclling quantification and.modalitye The cases bf
conflict between quantification and modality depend on extensions
as values of variables. -However,.in the object language where
we may unhesitatingly quantify over modalitles because
-extenslons have been dropped from among the values of variables,
even the individuals of the concrete world have dissappeared,

leaving only thelr concepts behind them.™
(Critiei

"

sm in Carnap’s *"Meaning % Neoessityop196o)-
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Conclusion

It seems clear that, on any view of the matter, when.
Leiﬁniz’s Low and modal logic are brought together, something
has tq glive.

If they are compatible, a la Harcus and Pitch, then
all identities are necessary and hitherto contingently
significant identities are, under this interpreﬁatioh, no longer
identlity sentences. Altérnatively, we might attemnpt to preser&e'
hitherto oontingéntly significant identity sentences, by following
Smullyan in arguing that, sentences of .the form 's = (9x)(Axw)?
do not in modal contexts lead by Leibniz's rule to antinomies,
when we contextually define (overt and covert) descriptions
a la Russell, and restrict.the scope expanslions to inferences

which do follow salva veritaete. However, as Prof.Wilson has

argued, thils avpproach is ffaught with difficulties. He inslsts,
I think reasonably, that descriptions are not terms of identity
sentences: only neume-identities are genuine iddentity sentences,
Even so, it is not possible to avold fhe "antinomy of the name
relation®, in the case name-ldentities, without further, gulte
major, restrictions. .Horeover, a.8 Quine has shown, in any modal
language the Vériables range over intensions only,
and this results in a,”purified'universé in which concrete
objects are banished and replaced by pallid concepts”.

Of course, we could always follow Quine and give up the
medal object language and its opepatorso No doubt we could

gurvive without the modalities but, I hope to have shown, not all
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-of Quine's arguments are Sound‘arguments for doiﬁg S0,

, Finally, whatever 1s the outcome o0f the debate above,
I hopé to have shown that the,argumenﬁ wﬁi@h says that,because
of the antinomies which(allegedly)arise in modal contexts,
we do not have an across~the-board justification of Leibniz's
Law, is unsatisfactory. We do not need to modify Leibniz's
rule.hereg as'Carnap'suggests Ey éonséructing, in a semantical_
syétem,Aone principle fof interchangeability of identicals in
extensional contéits and anoﬁher for intensional contexts, (And,
any way., the argument for such principies depends upon unwarranted -
assunptions about the nature of language). . Furthermore, we dc
not'need to give up Leibniz's rule as é charaéterisatiéﬁ of
ldentity and talk instead of "kinds" or "degrees" of identity,
(whatever these might be), as people like Rescher, Hintikka et.al.,
“want to do. I hope to Havé showm thét svch proposals are wholly

unsatlisfactory.



CHAPTEB‘THREE

- LEIBNIZ'S iAW AND INTENTIONAY, CONTEXTS

Consider the following examples -

(1) * The author of Marmion is the author of Waverley

(2) George‘IV believes that the author of Earmion is Scotch

(3) ‘George IV believes thatl the euthor of Waverley is Scotch.

(4) Cicero = Tully
(5) Tom knows that Cicero denounced Cataline

(6) Tom knows that Tully denounced Cataline

(7) Oedipus's mother ig Jocasta
(8) -Oedipus wanted to marry Jocasta

(9) Oedipus wanted to marry his mother, .

in each of these éxamples a true premiss, on the second
line of each argument, glves rise to a false conclusion, when
substituting upon an identlity statement. The contexts are
charaotefised by so~called verbs of propositional attitude -
e.8., 'knoys' 'believes' 'thinks' ‘wonders aﬁout'l'expects'
‘wants' ‘'hopes' etc. ‘Since ildentity statements consist of
two referential expressions, each referrihg to the same object,
it is possible that tﬁe object is knbwn; beiie?ed, wanted etc.,
under one reference aga not under the other. Iﬁ.fine. for any
identity é = Db 1t is possible that VX\knows e and X doe.“
not 'know b., e.g. Oedipus's>mother ié identical with Jocasta;

although it is true thet Oedipus vanted to marry Jocasta, it is

Ly
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false that Oedipus wanted to marry his mother.

Obviously these psychologlcal contexts create a problem
of intersubstitution for any identlity statement so, once agaln,
1t'seems we are faced with a drasfio restriction on Leibniz®s Law.

Following the strategy of the previous chapter, we will
exanlne i-

First, an argument which attempté to resolve the difficulty
by showing Leibniz's law and intentional contexts are compatible.

Second, whéfe it is claimed that Leibniz's lLaw and
intentional contexts are incompatible and Leibniz’srLaw is
modified.

Third, where Leibniz's Law and iﬁtentional oontexté are
claimed to be incompatible and sentences expreséing intentional

attitudes are replaced by certain inscriptional sentences.

Leibniz's Imw and intentilonal contexts are compatible

In hls article ‘'Leibniz's lLaw in Belief Coﬁtexts',
R.M.Chisholm argues that'Leibniz's Law in the form
(10) U“for every x and for every y, Af x is ldentical
with y, then whatever.is true of x is true of y"
need not involve us iﬁ difficulties in belief céntexts. Consider

the followlng argument Chisholm uses to ghow this -

(11) The author of Harmion is identical with the author



kg

(12) Although it is true George believed that the author
of Marmion is Scotch it is false that George believed
that the author of Waverley is Scotch.
Chisholm next requires a p?émiss which will serve as a geheral
statement about the relevance of bellef to reality.
| (13) For every x, if anyone believes that x has the preoperty
P then his belleving x is F is something that is true '
of x; and 1f he does not believe that x is I, then
his not believing x is F is also something that 1s
“true of x. | »
Hence g fortiori we seem to be.committed‘by (10) = (13) to the
Qontradictorj~conclusion | .
(14) There exists an x such that George believes that x
is Scotch and such that it 1s false that George believes

that x is Sootch,

To solve this vproblem we must show elther thgt one of the
ﬁremisses is false or that thefe is no justificatioﬂ fér believing
that the premlsses commit us to the cqncluslono The validity
of the argument seems unlmpeachable. Furtherﬁore, to suppose
(11).or (12) are the source of the diffioulty, Chisholm thinks,
is to call into gquestlion perfectly unproblematic premisses. It
Séems, either Leibniz's Law on (10), or premiss (13) is responsible
for the unacceptable conclusgion (14). Use of a principle such

a8, (13) is required, in intentional oohtexts, in order that we
may employ any description in any referential position. To deny

(13) would result in the unacceptable thesls that we cannot

T
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bear relations to actual things in virtue of our beliefs,
(p.2h5 1bid); we cannot, in intentional contexts, go beyond the
ciréie of our own ideas. It seems then we must deny Leibﬁiz's
Low.

According to Chisholm, we may avoid result (14) and
“retain Leibniz's Law, by employing the distinction of belief -
. b3

sentences which are in sensy composito and those in_sensu diviso,

(a distinction which corresponds with one that Quine draws between

"notional" and "relational"” senses of propositional attitudes.)

In belief contexts in sensu composito,. the subordinate clause

is being used to describe the content of bellef whereas, in contexts

in sensu diviéo, the subordinate clause refers to the object of
bellef. Only in the latter case can we quantifylinto belief

contexts. Chisholm slso.notes, that sentences in sensu composito

do not imply the corresponding sentences in sensu diviso.

He'goes on to clalm that all sentences expressing

in sensu composito and in sensu diviso statements. For example,

we may construe premiss (2) above, as either in sensu composito

(2') George believes that there exlsts just one thing x
such thatvx‘wrote Marmion and x is Scotch.
ﬁhioh, put schematicailly, reads -
[ng Gﬂy)@i(x)(ﬁx = x =y) & S§] where Bg represents
. 'George believes'

Or,.alternatively, we may congtrue (2) in sensu dilviso,

(2¢%) There exists an x such that ¥ wrote Marmion and

George believes x to be Scotch.

e




which, pﬁt schematlically, reads
&y) E.(,X)(MX =x=y) & BgSyj
Chisholm argues, if we afe_to avolid the invalid inference
on line (3), then (2) must Eé regarded as s disjunction of (2%)

and (2'%), i1.e. one of the disjuncts being in _sensu composito

: the othér=in sensy diviso. In other Words, he construes (2) as
[Be] (Fy)[(x)(hix = x =y & .8y V (&Fy) E})(Hx s x =y) & BgSy

a disjunction, telling us that one or the other of the two

i

possibilities, but not both, obtain.

Let us now proceed to the crux of Chisholm's argument. !

vy

Using the in sensu composito «-in sensu diviso distinction to

analyse (iZ), he suggests that (12) should be paraphrased as
follows :- |
(aj It is false that: there exists Just one thing x such
that x ‘wrote VWaverley and George believgs x is Scotch.
(b) It is false that: George belleves that ghere exists
| just one thing x sgch thaet x wrote Waverley and x is Scotch. ©
Either |
(c) There exlsts Jjust one thing x such ﬁhat % wrote Marmion
gnd George believes that x‘is Sgotoh |
Or :
. () George believes there exists just one thing x such
that x wrote Marmion and that‘x 18 Scotch.

Formslly we may represent the esnalysis above as

]
1l

{@%3@ L}xHWX:zx_ y)&:hmv}& ~Bg (2y) [(x) (Wx = x = y) &Sfﬁ

i

r . > . res
&1 Gy) LXX)(EX =% =Yy) & bnsv V Be(Ey)|(x)(lx = x =y) & Syji
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Summarily, Chisholm's argument for the analysis of (12)
4n terms of (a) - (d) is that, since statements of the form (2)

are paraphrasable by a disjunction of thelr contexts in sensu

comgosito and in sensu divliso thelr denisls are therefore

paraphrasable by a "conjunction" of the corresponding in sensu

'Mw“

Chisholn's ciaim,'we have noted, 1s that under this
interpfetatiom there is no queétion of deriving the contradlctory
(14), (viz.There exlsts an x such that George believes that x
is Scotch and it is false that Georée Believes that x is Scotch),
He suﬁports thisg claim with the following argumente.

First su?pose (c) is false:. Then (d) is true. However (d) is
a statement telling us what George believes, that is to say;

(d) is in sensu composito, whereas the conclusion (14) is in sensu

diviso. So if (c) is false, (1@) does not follow from (10) - (13).
What we have to show here 1& that the conclusion follows from

premlssem in sensu diviso. (Incidentally, we cannot detach (i4)

by modus ponens of (d) on the antecedents of the conditionsls in

{13), since the are also in sensu diviso).

Suppnse now that (¢) is true. (c¢) is in sensu diviso.

‘Wow (11) and (c¢) imply that (a) ié false. However, (12) implies
that (a) is {:rue° So'if (e¢) is true then (12) is false, (L.e.,
(c¢) and (12) are mutually inconsistent). Again the conclusién
(14) w11l not follow from (12). This is to say, (14) cannot be

- the disjuncts in (12), (4 (e) is

[
(=3

B
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false then {d),in sensu composito;, 1s true and (14), in sensu
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diviso will not foilow and 1f (c¢) is true then (12) is false
s0’ (14) does not follow. Either way, we cannot derive the
unaégéptable conclusion (1h)n (Cf., p.250, ibid),

Chisholm concludes that he has shown that (14) does nét
follow from (10) - (13), so Leibniz's Law does not breask down
in belief contexts. The difficulty; he maintains, i1s not that
the argument’contains Leibniz's Law ad a premiss but rather
that there is no way, givén thevpremisses (10) - (13), of
deriving (18). ‘The contradictory conclusion is not due to the

application of Leibniz's Law but to condoning an inference fromn

statements in_sensu composito to statements in sensu diviso,

Acgording'to Chisholm, this conclusion may be generalised to take
care 6f all other cases whére Leibniz's Law, in application to
psychologlcal contexts, seems to lead to siﬁilar diffioultiesous

Chisholm's defense of Leibniz's Law, as a criterion of
identity belief sentences, is said to be defectlive for a number
of reasoﬁs. For exémple,(in his Réview offContributions to
Logic and Methodology', P«539), DoFéllesdaI}bbjects that

Chisholm assumes that leibniz's Law does not break-down

in sensu diviso contexts, in order to make the inference from

{11) and (c¢) to demonstrate the falsity.of (12). Fgllesdal says

9

that Chisholm is guil%y of a petitio here. However, I think he
‘misses Chisholm's point, whilch is not to derive Leibniz's Law
as a conclusion, (i.e., Leibniz's Law is listed as premiss (10),

but rather, to show that L-ibniz'é Iaw does not fa

Loy Pt

fate

1, since we
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are not warranted in deriving (14) from {(10) - (13).
.(Ihcidentally, Fdllesdal has a better objection when he questions
Chisholn's assumption that belief sentences are "indeterminate"
rather than ambiguous as Fgllesdal says -- but this too, given
Chisholm's premisses, is defensible, p.539, ibid.) Objections
might be ralsed at the details of (my elaboration of ) Chicholm's
condensed anélysis by which he claims‘to demonstrate that (1@)_
does not follow. However, all of these objections I think miss
the major diffiéﬁlty with Chisholm's putative "golution®

to the antinonmy.

:The point 1s this. Chisholmn's treatment of the F

difficulties confronting Lgibniz‘s Laﬁ in belief contexﬁs is
parallel to Smullyan's way of dealing with scope ambigulties,

of sentences involving definite descriptions, in modal contexts.
Unfortunately, the ad Qgg.oharacter éf Chlsholn'*s example and
the not-at-all-obvious way he sets about dealing with it,

serve only Lo obgecure the issues,ralsgd by the simple examples
we ‘begen with. Let me illustrate Chisholm®s position with

the simpler version of his example, our (1) = (3) above.

(1) The author of Marmion = The author of Weverley

(2) George believes that the author of Marmion 1s Scotch

(3) George believes that the author of Waverley is Scotch.
Now we mentioned above, that following -Chisholm's analysis,
premiss (2) can be interpreted as séying one of two things, elther.

3
[
N



(1) George believes that there 1is exaotly.dne author

of Marmion and that this person is Scotch.

C " in sensu conposito
or |
(11) There is exactly one au%hor of Marmion and George
believes that this person. 1s Scotch

o - . in gensu diviso

.Now, for the purpose of explicating Chisholm's position,

let us assume that premiss (3) above is in sensu diviso.

1.e. (3%) There is exactly one avthor .of Waverley and George
“believes that this person is Scobtceh.
The nub of Chisholm's srgument is this. If (2) is interpreted

in terms of (i), since (1) is in. sensu composito, we are not

entitled to draw the conclusion on line (3'), (which is in_sensu -

diviso). The example (1) - (3') , under this interpretation
is invalid.

On the oﬁhéf‘ﬁaﬁd,'if'préfjsé (2) is interpreted in terms

of (1i), since (11) is in_sensu diviso, we are entitled to
draw the conclusion on line (3°).

To sbeil out thg conclusion more fully, according to
Chisholm, for Leiﬁniz's Law to be compatlible with intentionél
contexts, arguments of the form (1) - (3) above-must be

interpreted as follows:i-

et et
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(2“)- There is exactly one author of Marmion and George
" believes that thls person is Scotch.

(1) The author of Marmion = The author of Waverley

(3*) There is exactly one author of Waverley and George

believes that this person is Scobteh.

On this interpretation, Leibnizfs Law qombines guite unproblem-
atically with propositional attitudes.
The foregoing represents fairly, I think, Chisholn's
' L6

position, that now seems to me to be mistaken,

The trouble is, (3’) dées not foliow by substitution
of (2%) into (1). For the Lefé Hané Side of (1) <~ ‘*the suthor
of Marmion!, does not occur in (2%'), (i.e., only *the author of
Marmion® does)., Thus we cannot substitute, in accordance with
Leibniz's rule, from (2°') into (1).

Notice, premiss (1) is of the form *(yx)(Ex) = (mx)(Gx)*.
The difficulties of treating sentences of the forn
" (%) (Fx) = (9x)(Gx)' as genulne idénéity sentences, rather than
abbreviations of their expanded multliply general form, viz.,
@Ay)ly = (Mx)(Gx) & (x)(Fx = x = y)}, seem here, to me, to be
decisive. Although, ordinarily, there may be a'derived" rule
which permits interchange of (3x)(Fx) and (7x)(Gx) on the basis

(x)(Fx) = (7x)(Gx)

there will also be limitatlonsg on such a derived rule; for
iné’canoe9 ordinary logic will not give the expanded concluslon

Li,-?

- from the expanded premlsses. -
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To summarise, 1f we wefé firet inclined to aocept\
khé'inferenoe from (1) and (2') to the conclusion (3'),(as I
was), it is because we regard. the inference as warranted by
Leibniz's rule; viz., the replacement of ‘the author of Marmion’
in (2') by the ;the author of Waverley' in (3'), on the basis
of the (alleged) identity statement (1). However, even though

we have formulated (2') and (3') in_sensu diviso, a la Chisholm, we

cannot derive _(3‘) from (2') substituted on (1). The reason
for this, to 1a56ur the poinf, is that (1) is in contracted form,
and when expanded into its primitivé’nbtation, is not, in fact,
2} genﬁine‘identity senténde but ig, in fact, a multiply general
sentence. ‘ |
So much for Chisholmfs defective anélysis and all

examples of .the form (1)‘4 (3) avove, (which by the way includes
| example (7) - (9), since here again we have, in premis§ (77,
a nultiply general sgnﬁence masquerading as  an identity
sentence). In the conclusion of this ohapfer, I hope to show
how the example (4) - (6); which undoubtedlyvoontains a genuine
name~ldentity, is to Ee reconciled with Leibniz's ruvle. However,
let us now turn to the:arguments which do_not accept that
Leibniz‘s rule, in its unqualified form; and intentional contexts
are compatible. This’is to say, arguments whicé seek to modify

Leibniz's rule in belief contexts while at the same time

attempting to gusrantee substitutbtivity salva veritalte as a

condition to be safisfied by cosreferential terms, in all genuine
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identity sentences. ‘The CIaim, this is to say, that we can have
‘iﬁtqrsubsfitutivity of co-referential terms only by employing
a stronger criterion than (x)(y)(x = y.> .Fx g Fy) in belief

contexts.

Leibniz! Law is modified.

Carnap, in 'Meaﬁing and Necessity', (p.53ff), proposes
a solution ﬁo tﬂe (apparent) failure of Substitutivity'of
ddenticals in intentional contexts, by replacing L-equlivalence,
by an-eveh stronger criterion of identity namely, "intensional ' !
isomorphism"s  This, speaking generaliy, involves a parf«bympart i
correspondence within L»equivalent'éehtences.

Let us begin this section by explaining, briefly, the
notion of intensional isoﬁorphism ﬁith an example. Carnap
considers the expressions '2 + 5' and 'II sum V', These ocour
in the léngﬁage system 81, 1nrwhioh the expreséions 2, 5,-Ii, Y
are numerical expressions and '-° and.'sum' are numerical
‘operations. Further,'wg may’sﬁppose that aoobrdin@ to the
semahtioél rules of Sq, 12V 35 Leequivalent to ‘II', '5' is
L-equivalent to 'V', and '+' is Luequivglent—to ‘sum', .

' Thus Carnap a&gues t-

"We shall say that the two expressions are inﬁensionally’
isomorphic or that they have the sanme intensional
structure because not only are they L-equivalent
as a whole (i.e., both being L-equivalent to 7)
but they conslist of three parts in such a way
that the corresponding parts are L-equivalent to

one another and hencde have the same intension'.
: (p.56, 1ibid).
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Intensional isomorphism then 1s to gerve as the condition

for intersubstitutivity of terms galva veritate -- rather than

stralght-forward substitution of Lainferchangeable terms.

Carnap's motive for using intensional isomorphism, in
his anslysis of identity with respect to belief contexts, needless
to'say, 1s his recognitlion of the néed for a stronger relation
than Lmequivalenceﬂiﬁ such contexts. L-egulvalent sentences are
not Lwinterohangeable in all belief contexts. Consider again
the antinomy that results under the ungualifled Leinterchangeabllity
of Leequivalent sentences:-
Let D and D' be abbreviations of two logically equivalent
éentences, (e.z., *the number of of inhabitants of Chlcago is
greater than three million® and . the number of inhabitants of
Chicago is greater than 26 x 3 X 56 ‘). Thus

»(15) D is L-equivalent to D', .
Now agsume D to beva sentence which a person John believes; or,
in Carﬁap’s words, "John isidiSposeq to an éffirmative fesponse
to D", This is to say |
(16) John believes thafrb

Clearly, it follows from the above that if interchangeabllity
of expressions can take place by substitution on the Lmequi§alent
relation holding between them (i.e., L-interchangeability), in

Carnap's words, "John is disposed to make an affirmative response

to some sentence in some language, which is L-equivalent to D", (p.55)

Call

-

aentence DY, Thus

n

~hi

(17) -John believes that D',



60
It ig easy to see the nub of the inadequacy here. (15)
compels us to say that "John believes that D and D'" -~ while

pre#énalytically John may very well be said to believe that D

but not that D'. Hence Carnap proposes using the stronger relation

ofvinfenslonal isomorphlism.,

"The two sentences must, so to speak be understood

in the same way; they must not only be L-equivalent-:

~in the whole but consist: of L-equivalent parts, and
both must be bullt up out of these parts in the
same way"
| (p.55, ibid).
Thué.'Carnab proposes that only the L-equivalence of each
15§3Lin the expressions permits their universal interchange
in intentiongl contexts. Hence if
| (18) D is intensionally isomorphic with D'
and (19) John believes that D ' : -
then (20) John believes that D!
As‘we noted, Cérnap analyses fbelief that D' as s
disposition to give an'affirmatife response to a given sentence D,
Thus *John believes that it will rainvtoﬁorrow' analyses into

'John is disposed to give an affirmative response to the

sentence 'It will rain tonmorrow''". (In fine, linguistic "entities"

are the objects of our .beliefs or rather, of our intentional
attitudes). Carnap is then able to offer the. following

. vy .
semantical criteria for intersubstitutlivity salva veritate in

belief contexts, i.e., Tor sentences of the form (16) above.

"There is a sentence (i in.a semantical system S?
' such that (a) @i is intensionally isomorphic to D
and (b) John is disposed to an affirmative response
to Gy a
(p.62, ibid)

e o
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Curiously, Carnap appeérs to over-look tﬁe possibility
" that his argument nsed to show the failure of intersubstitutivity
salvarveritate of I~equivalent terms,J(viz;, (15) - (17) above),
may be extended to disqualify the inference from (18) and (19)
to (20). It seems to me we can reasonably clalm thét, ina
berfeotly good sense of bellef, while
_.(21) John believes that:'eyemdoétors'are e&eudootors'
“and that eye-~-doctors aré“éye»dodﬁors' 1s intensionally isdmdrphid -
with 'eyewdoctofé‘are oculisfs', it is not the case that
(22) John believes that 'eygmdboﬁorsvare oculists’
(Suppose, for the sake of clarifying the point, John positively

disbelieves that ‘eye-doctors are ocul@sts').

Now it might bé argued tﬁat, on Carﬁap's criteria,
John's believing (21) and not (22) is impossible, or rather,
Carnap has ruled out, because intensionélly isomorphic sentences
are to be"undérstoqd" in the sane way;i(Cf., "The:tyo sentences
must,sg to speak be understood in the sane ﬁay"..(p«BE: ibid) ),
However, his use of "understood" here is seriously ambiguous.
As we have seern, Carnép’é treatment of intenslional isomorphism
dépends throughout on wholly semantip'criteria. Not upon the
psychologlcal reactlons of persohs to Séntenoest Hence "being
understood in the same way" presumably refers to semantic charact-
eristicg. Indeed, if Carnap is referring to psychological reactions

here, then he requires independent™ arguments for hils curious

treatnent of the psychologlcal quéstion «~ since to exclude,



62

a8 Carnap does, the psychological possibility that John nay
believe (21) and not (22) is a psychological theory, (and a
highly improbable one at that). In fine, the limitations which
Carnap accepts Might prevent John from séeing one sentence 1is
L-equivalent to another, might also prevent him fromAseeing one
sentence is intensionally isomorphic to another. Thls seems to
me ﬁo be the crux of Benson Hétes objection to Carnap's criterion

of Identity in belief sentences.

Benson HMates, in his article *Meaning and Interpretation®

argues -

—

Let D and D' be abbreviations of two ihtensionally isomorphic
‘sentenoeé. Then the following are 1nténsionally isomorphic:~
(23) Whoever believes that D believes that D.
and (24) Whoever believes that D believes that D',
Now the sentence (25) below is true |
(25) Nobody doubﬁsithat whoevef believes that D belleves -
that D, - | | :
However, the sentence (26) below is very likely false
(26) UNWobody doubts that whoever.helieves that D believes
that D¥, |
Sentences (25) and (26) are intensionally isomorphic, (2 la Carnap),
but if (26) is false, as. it is likely to be, then the two
intenslionally isomorphic sentences differ in truth-value.
Mates suggests that his example may invalidate Carnap's

original proposai. Carnap, on th

P T
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criticism to heart; accepting that his thesis in its present
cannot refute HMates pointe‘8‘

H.Putnamn, 1n'Synonymity.and the Analysis of Belief
Sentences', tries to meet Mafes's objection by tightening the
notioﬁ of intensional isomorphism such that it includes "identical
logical structure® as a further condition.ﬁo be satisfied by
intensionally isomorphlc sentences. :To illustrate his point,
let 'Greek' and ’Hellene"be synonymous expressions. Now consider

(27) A1l Greeks are Greeks
and (28) All Greeks are Hellenes,
If these two sentences "do not feel synonymous" Putnam argues,
it is because the two differ in logical structure", (p.118, ihid).
The sentehce (27) has the form 'All F are F' ; while s&ntence
(28) has the form *All F are G'.
To expand Putnan®s point to belief contexts, the sentence
(29) Whoever believes that all Greeks are Greeks bhelieves
that all Greeks are Greeks
differs in logical structure from the'senteﬁqe
(30} Whoever believes that all Greeks are Greeks belleves
that all Greeks are Hellenes.
Pﬁtnam concludes .
"Phe foregoing consideration leads us to thée Tollowing
modificatllion in the definition of intensional isomorphlsm
(1) Two expressions are intensionally isomorphic if
they have the same logical structure and (2) if the
corresponding parts arve Leequivalent”.

(p.122, ibid)

The upshot of Eutnam*s engndation is that, if we allow

T
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in Mates's examples (23) and (24) above, that sentences Daand D*
have a different logical structure then tﬁey are not, on Putnamn's
analysis, intensionally lisomorphic. Hence we are not disturbed
that *'Nobody doubts that (23)" may have a different truth-value
from *Nobody doubts that (24)°

.H0wever, even though we may grant Putnam the point that
Gifficulties pertalining to loglical structure are met with his
revised criterion, he fails to meet the difficulty, which I
have suggesﬁed is at the root of Mates's objectioﬁ to Carnap,
this is to say, the factual pcssibility that a person may belleve,
in a perfectly good sense of "believe", oﬁly one of two (or more)
inﬁensionally‘isomorphio expressioné. Conslder three intensionally
isonorphic sentences A, B, C, such that they each have the same
lecgical  structure; e.g., let A be *The snow is white', let B Be
*Der Schnee ist Weiss', let C be 'La nelge est blanche'. Now
following Putnam. -

(31) Whoever believes that A bellieves that B

Lt

and (32)‘ Whoever believes that B believes that C .
The point is, it is perfectly plausible to argue the
factual possibility that 'John believes that (31)' whereas
*John does not believe that (32)" (i.e., he poslitively disbelieves
(32).
I think the correct solution to this problem is glven
by A.Church, in *Intensional Isomorphligm and Identity of Belief?,
whé rebuts Mates's criticiém by denying that, in such cases, one

of the sentences is really doubted while the other is not,

P
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Church argues that'ostenéible-divergepce.in;beliéf reponée
to intensionally isomorphlc pairs, does not in fact hold of
1nt¢néionally isomorphic sentences, but of "egquivalent" sentences.
Suppose D and D¥ are intensionally isomorphic sentences, theﬁ.
"D 35 true" is intensionally isomorphic to neither and cén
be taken to be the .real object of doubt where 1t is claimed
that D is believed and D' ig doubted.' For instance, if in exampie
(30) Hellene is really being used, by the person who gives thé
counteéer-example, as a synonym for Greek, then Dbelieving that A
| all Grecks are Hellenes just is b@lieving that all Greeks are
dfeeks. On the other hand, if tﬁe synonymous term for ‘Greeks',

nanmely ‘'Hellenes', is being mentioned, we replace the mentioned

e

subsentence 'All Greeks are Hellenes' by "fA1l Greeks are ﬂellenés'
is true" o- 1.e., moving the subsentence iﬁto he metamlanéuage,.
- which then yields C - o
- (30f) Whoever believes that all Greeks are Greeks
believes that the senténce 'All Greeks are Hellenes' o
is true. |
This rules out the unacoeptablé inferenoé obtained where (29)
and (30) are supposed‘to be intensionally isomorphic.
Or to revert té Carnap's example: if a) 2 + §57= 7{.
is intensionally isomprphlc to'b) 1T sﬁm V = VII® and both of
these expressions are being used, if John believes a) then

John believes b).

This is not to say that Church is uncritical of Carnap's

analysis of identity in belief sentences. Indeed Church, in his -
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"On Carnap®s Anslysis of Stqfemonts of ASSth]Oh and Bellef?,
raises a decisive objection to Carnav's fheqiu, (Prof.Wilson
in 'Concept.of Language', p.123, glves a ‘¢clear exposition of
this objection, so I will take the liberty of paraphrasing His

exposition of Churchfs argument},

Suppose we have the sentenco,
(33) Seneca saild that men is a rational animal
Its translation ipto French is
(34) Seneca dit que lL'homme est un animal rational

Now we' can give the following paraphrase of (33).on Carnap's

-

T

proposed analysls
V (35) There is a sentence 81 in a.langvage L such that

(a) Sy in L is intensionally isomorphic to "man is a
rational animal® in English and (b) Seneca wrote St in Lo

ASimilarly, on Carnap's analysis, (34) expands into

(35) I1 ¥ 2 une phrase 51 dans une langue L de sorte gue

(a) Sq égns L est intentionellement isomorphique par
rapporé a "l'homne est‘uh animal rational" en Francais

at (b) Seneca ecrit 31 dans L.

The difficulty is that (36) is not a franslation of (35).
Statement (35) would in fact presumably translate into
(37) I1 y a une phrase Sq1 dans une langue L de sorte que
(a) 81 dans I eést intentionellement isomorphique par
rapport o "Man is a rational animal® en Anglais, et

(b) Seneca ecrit Sq dans L.
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Clearly (37) could not convey to a° Frenchman ignorant
of English what (35) conveys to an Engiishman, The reason for
this, as Prof.Wllson notes, 1ls that °English' is a description
and the Frenchman is not familiar”withs as the Englishman is,
its descriptun. (In thé same way, 1t is not misleading or
- surprising to an audience famlliar ﬁith the story, if they are
told Oedipus wanted to marry his mother but this is only because .
they know that Oedipus was unaware that Jocasta, whom he wished
to marry, was in fact hig mother. Similarly, *The auvthor of
Waverley is Scotoh; conveys less to a person who does not know

the author of Waverley is Sir Walter Scott than to a person who

has that information.)

Because of this apparently ovérwhelming difficulty
with Carnap's rule (or any rule) for intensionslly isomorphic
Sentenoes, Church goes on to replace intensional isomorphisn,
ag a criterion of idenfity for belief sentences, Ey Taynonymnous
isomorphism",(;Inténsionél Isomor@hism 7éndrldenti£&70f7Béliéf‘,
p.65ff). By synonymous lsomorphism, Church proposés that Carnapgs
requirement of the L-equivalence of terms in intensionally
isomérphio~expressions, be replaoed_by the "synonymity" of terms
in isomorphic senterces. For two sentences to be synonymously
iéomorphic, each 1ndividusl constant and predicator constant in one
must be synonymous with its corresponding individual or predicator
constant in the other. In addition he requires that steps of

the following Xinds shall be allowed :-

™



"the replacement of an abstraction expression by
8 synonymous predlicator constant; the replacement
of g predicator constant by a synonywmons abstraction
expresslion; the replacement of an individual description
by a synonymous individual constant; the replacement
of an individual constant by a synonymous Individual
description.”

(p.67, ibid.)

Sunmmarily, Church claims that synonymous isomorphism,
asg thus aefined fof-a language S84, may be extended in a more or -
less obvious way, to replace Carnap's criterion for identity of
belief.

Carnap rejects Church's proposals, (Cf., Fn.48 above),

“and I think we should. (I do not think Church gilves us anything

[

very much different from Carnap or Putnam -- unless there 1s far
more:to.his,ﬁotion of Fsynonymy'! than he indicates in his article
and, even so, I cannot see why Church supposes that Ssynoﬁzmous
1somorbhism' would deal with the translation diffioﬁlty, concerning
Seneoa, we mentioned earlier. By replacing *synonymously isomorphic®
for 'intensionally isémorphio’ in the examples (53} - (37) we
afe étill faced with much the same problem , viz., the unavoldable -
reference to the English language which conveys nothing to'a
Frenchman. ) |
There are@a_humber of other major obstacles that stand
ih the way of Carnapfs proposal'.of intensional lsomorphism as
the relation permitting intersubstitutivity in belief contexts.

Ag we noted in the previous chapter, such a criterion suffers

from the underlaying defects of his clalims concerning semantical
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systems, the main defect being his treatment -of ianguage as
a system of rules.

Finally, even if we could acaépt.his criterion for
identity in belief contexts, there is sométhing decidedly odd
with the suggestion that lingulstic entities are the objects of
our. intentional attitudes. Consider again Carnap's formula
for ﬁranslatimg intentional stétements: "John believes that D"
is'tb be translated, in effect, into "John is disposged to an
affirmative respoﬁse to the sentence *'D'Y, To ensure that
Intersubstitution is well-behaved in 1ﬁtentiona1 contexts, we
nention, rather than use, the sentence referring to the content
or object of John's belief.

However, at worst, Carnap's use of guotation marks here,
taken literally, would imply falsely that if John believed there
are Martians then there is a man who 1s dlsposed to an affirmative

vesponse Lo the sentence 'there are Martians'. At best, for

Carnapts use of guotstion mETks to be acceptable, In an analysis
of John's bellef that there are Martians, would require that
the quotation marks indicate, not mention as Carnap thinks,

but the use the quoted sentence would have had had it occurred

et

without the guotation marks. Such an oddity is a heavy price
to pay for well-behaved intersubstitution == and this 1is
granting that Carnapfs pfoposals with respect to intensional
isomorphism actually worke. Clearly, disposition to glve an
affirmative response to a "sentence” is not a-satisfactory

characterisation of our intentional attitudes and their objects.

T
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Let us now turn to the view held by Quine, Whichkseeks
to retaln Leibniz's Law in its unrestricted form and instead
of éaying that our intentional attitudes have lingulstic entlties
as their objects, a 1a'Carnép, argues that certain sentences
which relate people to words may be uséd to perform all the
functions of intentiona). sentences, without the accompanying
antinomy. In fine, the view in which sentences expressing
intentioﬁal attitudes are rejected in favour of certain

inscriptional sentences.

Sentences expressing Intentional attitudes are rejected.

First, a 1little more detailed account of Quine's notion

of "referential opacity" is called for. In his 'Three Grades
of Modal Involvement® Quine says, "“we may speak of a context

as referentially opacue when by putting a statement Q into that

context we may cause a purely referentisl occurrence of ¢ to be

' ' L9 : .
not purely referential in the whole context". And in 'Vord and
Object! we are told

"An opague construction is one in which you cannot
in general supplant a singular term by a co=designative
term (one referring to the same object) without
disturbing the truth-value of the containing sentence.
In an opaque construction you cannot also in general
supplant a general term by a co-extensive term (one
trne of the same objects), nor a component sentence
of the same truth-value, wlthout disturbing the
truth of the containing sentence”,

(p.151)

prr—
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Accordingly, positions in sentences for which the
pripoiplé of subgtitutivity is not a Valid mode of inference
are referentially opague: they are sentential positions such
that expressions occupying them do not succeed in referring to
anything -- although the very same expression will refer in
“poferentially transparent” (or open) posltions.so The upshot
of this for Quine is that failure of éubstitutivity does not '
provide exceptions to Leibniz's Law but rather, provides cases
of referential opacity.
An objector might reasonabiy argue here?l“Why can't
we say the phrase ‘'referential opacity’ éimply baptizes
exceptions t6~Leibniz's Law. All Quine has given 1s a character-
isation of the~exceptions to Leibnizfs rule, that is, they involve
substitﬁtion into referentially opaque positions". What is the
criterion of the referential opacity of a position ? It is Just
?hat the brinoiﬁle of substitutivity, in its unamended form, fails
to be a valid mode of inferemce Tor that pogition. I think this
eriticism is falrly made against'Quihe's formulation and employment
of the referentlally transparent-opacue distinction. However, as
I hope to show at the concluslon of this chapter, a position not
unlike &Guine's can be defended successfully to demonstrate the
compatibllity of name-identities with Leibﬁiz's Law in intentlonsl
contexts. But Tirst we have to deal with two difflculties
which Quine presents,one of which makes Quine relingulsh the

tfansparency of belief,

As we noted earlier, Quine employs a version of the
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distinction of belief sentences in sensu composito, which

‘Quine calls the "notional" context, and belief sentences in sensu
difiso which Quine calls the "relational" context. As far as

Quine 1s concerned, all notiénal contexts are referentlally opaque;
subsﬁitution, 1f 1t were permltted into belief sentences
interpreted in thelr notlional context, woﬁld lead invarliably to
antinomies. - The question presents itself -~ "Are belief sentences
1nﬁerpreted in their relétibnal context, where they do refer
transparently to the object believed (seemingly), free from
antinomy when substituting into then ip accordance with Leibniz's

rule ?"

Quine recognises that even in this latter case we are
led to countenance certain oddities. Take the example
(4) Cicero = Tully
(5) Tom believes that Cicero denounced Cataline
Now by Leibniz's Law, since (4) and (5) are, by hypothesis, in
a relational context, we may conclude
(6) Tom believes that Tully denounced Cataline.
‘However, suppose in this case that we are wrong to conclude (6)
since, as a matter of fact{ while Tom does bellieve that
Cicero denounced Cataline, also he belleves that Tully did noﬁ.«
"Tplly", Tom insists, "did not denounce Cataline.
Cicero did". Surely Tom must be acknowledged to
believe, in every sense, that Tully did not denounce
Cataline and that Cicero d4id. But still he must be
said also to believe, in the referentially
transparent sense, that Tully did denounce Cataline.

The oddity of the transparent sense of bellef is
that it has Tom believing that Tully did and did not

-
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deniounce  Cataline. This 1is not yet a self-

contradiction on our part or even on Tom's, for

a distinction can be reserved between (a) Tom's

believing that Tully did and Tully did not

denounce Cataline and (b) Tom's believing that Tully

did and did not.denounce Cataline."

(*Word and Object', p.148)

Quine notes that the oddity is there, and we have to
v'aocept it-as the price for allowing the transparency of belief
sentences, (in relational context), to combine with the
unrestricted application of Leibniz's rule. .

What are we to make of the oddity Quine refers to ?
Clearly, given the three sentences (4) -(6) are referring
transparently, (viz., the belief sentences are relational),
we must inslsfvthat Tom does believe that Tully denounced
Cataline, In other words

(4)  Cicero =.Tully

(5%) There exists an x such that x is Cicero and Tom
Abelieves that x denounced Cataline -

(6*) There exists a y such that y is Tully and Tom believes

that y denounced Cataline.

How then are we to explain Tom's denial of (6'). It
is nét simply a matter of Tom being irrational: <Quine does
not regard Tom's denial of (6') as an explicit contradiction nor
is it supposed that Tom believes a contradiction. It is perfectly
plausible for Tom to believe that p and to bellieve that not-p; '

while at the same time to argue that Tom does not yet believe

sre is.an individual "of whom" Tom

(p & —p). In other words th

(unwittingly) believes contradictor ¥y properties. If this is case,
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and Tom does not know'he holds contradictory beliefs.(about the
sameuindi€idua1), the oddity Quine refers to does not séem.
to be so stu?born or 1ntracta$le. "The fact that Tom believes
Cicero denounced Cataline and does not belleve that Tully

__deﬁounced Cataline, despite the fact that Cicero is identical
with Tully, can be remadied, hopefully, by telling Tom that
Cicero and Tully are one and the‘éame berson; In short Tom can
only be convicted of irrationality if he knows that he holds
cbntradictofy beliefs, and nothing is indicated in Quine's example
ﬁhat he does; surely then, what is understood by

(38) Tom does not believe that Tully denounced Cataline
" (given that premisses. (4) - (6) are referentially transparent
and Tom is rational), is |
(39) Tom does not believe that Tully denounced Cataline
~because he does not know that Cicero = Tully.
Otherwise, either (4) = (6) are not referentially transparent
or Tom ;s not rational. |

Once we are clear about the nature of the oddity

involved, I fail to see Quine's example poses a threat to Leibniz's .

Law,'or &ioe versa. I suspect that similar reasons to the above

prompted Qﬁine’s remark that "this much oddity on the part of
belief is tdlerable", (p.148, ibid) .

However, Quine continues, "more remains that is not".
sollet us now conslder the argument which leads Quine to finally

relinguish the transparency of bellef.

e
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Quine proposes "where 'p' represents a(true)sentence,

let us write 'dp'...as short for the description:

the number x such that ((x = 1) and p) or ((x = 0) and not p)."

(i1.e., dp = (7X)E3X =1) & p)V {((x =0) & wpi}. )
Now if Tom is rational, then .

(40) Tom believes a sentence of the‘form dp = 1 if and only

if Tom believes a sentence p.

Hence since

(1) Tom believes that Cicero denounced Cataline
it follows

(42) Tom believes that d(Cicero denounced Cataline) = 1.
Now since ‘p! represents a true sentence

(43) dp = d(Cicero denounced Cataline)
And since by Leibniz's lLaw we are permltted-to freely substitute
co-referential terms, we gét

(4h) Tom believes that dp =1
from which it fellows, (if Tom is rational),

(45) Tom believes that p. . |
Since 'p' represents any arbitrarily trge senfence, the result
on (45) is absurd. Iﬁ sum, Lt seems to Quine that, from the true
premiss "Tom believes ﬁhat Cicero .denounced Cataline', by the
épplication of Leidtniz®s Law, we can aréue that Tom believes
everything which is true. (If he had believed something which
“is false the same argument could also '~ "prove" that Tom believes
everything which is false, . Hence'Tom ends up believing everything.,)

%.fallaoiousness in Quine's argument which,

&

There is an

e
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though difficult to pin-polint exactly,'has to do with the claim

that we c¢an argue from the transparenby of bellef that Tom
believes everything, (p.149,. ibid). Presumably Quine is claiming
to move from (40) %o (45) by assuming, in each premiss, the
,Areferential transparency of belief. Clearly, premisses (42) and
(L) are fo be construed fransparently'mc as purely referential
occurrences of the sentences, othérwise we could not 1nfef

(44) from (42) and (43). But are we entitled then to derive (L5) 2
This is to say, can we infer (45) from substituting. (44) on (40) ?
The trouble is (40) -~ which is an assumption about Tom's logleal
acumen -~ is by no means obviously referentlially transparent.
Premiss (40) éppears—to involve a non-referential occurence of
fdp', where 'dp' occurs in the subordinate clause of the antecedent
in the first conditional (of the bi-conditional). The subordinate
clause here refers to some number which we have characterised

as 'dp' and concerning which Tom believes that 1t is equal to 1.

if (38), or-for that matter any of fhe prémisses, éreroﬁéqué
constructions, then Quine's argument is invalid, since»Quiné

seeks to show that from feferential premisses alone Tom ends up

believing everything.

The upshot of this argument for Quineuis that belief
statements can occur either transparently or opaquely and,
elther way, yleld antinomies. He then‘has to face up to the
problen of characterising bropositional attitudes while preserving

Leibniz's rule.
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To this end, he introduces a technique not unlike
.Cérnap's, in which instead of speaking of the-"object" or
"content" of intentlonal attitudes, proposes that certain
sentences which relate people to words or other linguistic
entities may be used to perform all the functions of
intentional sentences, while ofcourse preserving the unfettered
application'of Leibniz's rule. What.this anounts to is that
ingtead of |
(5) Tom Bélieves that‘Cioero denounced Cataline

we may Say

(46) Tom believes=true 'Cicero denounced Cataline'
(46) may be interpreted as a sentence.affirming a certain
relation to hold between Tom and a linguistic entity or
inscription -- but a relation that is true only under the
conditions where Tom béliéves that Cicero denounced Cataline is

-

true.-.

Though Quine does not discuss it, the application of his
)

a
inscriptional approach to the antinomy (4) - (6) seems quite

"clear. In the example (4) - (6), when ordinery statements of

propositional attitude combine with Leibniz's rulé. we

obtain an unacceptable inference. Wheyeas, using the technique

in which we relate Tem only tolinscriptions, while we may say
(5') Tom believes-true 'Cicero denounced Cstaline’

and (5') is true since Tom does beliefe Cicero denounced

Cataline, end furthermore we may, say,

(k)  Cicero = Tully
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is true, we cannot then derive by Leibniz's rule a statement

of the form
(6') Tom believesutruql'Tully denounced Cataline!

since obviously we cannot apply Leibniz's rule in a guotational

_cdntext.

There ig a lot to criticise ih~Quine's proposals
First, I do not think that Quine proves‘his case that referentially
transparent.beliefAsentenoes inevitably yield antinomies. I have
argugd that, in the first example Quine gives, the problem is
Quite simply resolved once we are clear about the nature of the
oddity involwe_de As far as his second example is concerned, I
have surmised that Quine's endeavour to show that belief in one

one tru

- ®

referentially transparent sentence paradoxically commits
us to belief of all true referentially transparent sentences,
rests on the interpretatlion of one of his premissgg as non-
referential, (viz., in an opaque context), SQ,his,argument,is‘
invalid;

As far as his proposed notational refqrm of intentlonal
sentences is concerned, I would argue that the pléuslbility
of Quine's .inscriptional approach depends on the assumption
that certain semantic sentences are true of certain inscriptions,
for example, "the English sentenée "Cicero denounced Cataline'
means that Cicero denounced Cataline" This much seems reasonable

enough. However, 1f these semantlc sentences are abbreviations

for intentionsl sentences, as they must be, are we not back to
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the original problem; this is to =ay,.EBnglish spesking people
use the sentence 'Cicero denounced Cataline' to express the
belief that Cicero denounced Cataliné. Moreover, since Cicero.
is Tully, English speaking people use thé sentence *Cicero
denounced(Cataline' to convey the belief that Tully denounced
Cataliné == Which, to say the least, is very odd. To put the
matfer another way, in English *Cicero denounced Cataline'
means that Clicero denounced Cataline. But Cicero is identlcal
with Tully. Thus, in English 'Cicero denounced Cataline' means
Tpliy denounced Cataline -- which ‘is pfesumably false?gA
Finally, 1like Carnap'svtranslations, Quine's notational
\ reform of intentional sentences is dublous, unquestionably
awkward and unnecessary since we are able to combine "plain,
oldnfashioned" intentional sentences with Leibniz's rule,

provided we attend carefully to what we are doing.

Conclusion

Clearly, the main problem with belief and other intentional
propositions is that they are iﬁ general amblguéus, (or indeter-
minate, it doesn't matter), with respect to reference. Conéeqﬁently
a serlous problem attends quantification across such contexts,

These problems are highlighted when taken in conjunction with
Leibniz's Law. .
From Chisholm's (viz., Smullyan's) analysis we have scen

the nature of the'ambiguity in question. The difference between
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belief statements in sensu composito', which'describe the

content of belief, and in sensu diviso which refer to the object
of belief. Only in the latter casé can one quantify into

a belief statement. Only in‘the latter case do belief sentences
“transparently refer.. Now Chisholm's analysis is defective we
found because he failed to regogniée that his premiss (11),

into which he is substituting, is not aAgehuine ldentity sentence.

(However his strategy for dealing with the problem is instructive.)

Let us consider again now example (4) - (6).

(4) Cicero = Tully

(5) Tom believes Cicero denounoeg Cataline

(6) Tom believes Tully denounced Cataline.
Clearly, "Cicero' and *Tully® in (4) are individual terms; premiss
(4) is é genuine ldentity statement in which the two terms do
transparently refer to the one objeot

Asg far ag premiss,(5) 1s"cbnnerned1,me,can interpret it

as saylng elther (1) in sensu diviso or (ii1) in sensu composito, i.e.,

(i) There is exactly one x such that x is Cicero and
Tém believes x denounced Cataline
or
(1) Tom believes that there 1S exactly one x such that
x is Cicero and x denounced Cataline.
Now when premiss (5) is interpreted in terms of (1) and substituted
“into (4), we may derive (6) as a valid inference, provided also

that (6) is interpreted in sensu diviso.

3
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(6') There is exactly one y such that y is Tully and

Tom belleves that y denounced Cataline.

On the other hand, under the.interpretation of (5) in terms of
(11) we are not warranted in drawing (6) or any conclusion by

" substitution into (4), not because Leibniz's rule has broken down,
but because we havg in the one argumeﬁt muddled a non-referential
occurrence of .. a term, i.e.,'Cicero' as it occurs in (ii),

with 2 prima facle referentisl occurrence of the term as it occurs

in the ldentity statement, i.e., Ciéero = Tully. To make the
point again, when premiss (5) is interpreted in terms of (i),

the term ‘Cicero' refers to thé object, rather than the content
of belief namely, thé Roman oratof. As the occurrence of the same

term in the identity statement, ex hypothesis refers to the Roman

orator, when (i) is substituted into (4), since the terms refer
to the same objeét. (6*) is the only valld inference we can draw.
In this case, Leibniz's Law is perfectly compatible with the
intentional statement (as formulated above).,

Noticé I am not simply saying substitution in opaque<contextg
does not work. To hammer the point home, what T ém gaying is .
that since both terms of an identity statement do perform their
referential function, (viz., in any identity éentenoe "eo~referential"
terms are transparent), we cannot in an argument then take a
non-referential occurrence of one or o?her of the(co-referential)
terms and expect to substiﬁute into the identity Statement and
thereby obtain a result which presérves the truth-=value. Substitution

in opaque contexts does not work -- but substitution of an opa que
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contexts into a prima facle transparent context doesn't work

either. We are not simply baptizing exceptions to Leibniz's

Lawv here. The point is, the occurrence of a name in a belief

statement in senéﬁﬁébﬁposito is not the re-occurrence of a

"term" . from aﬁ ldentity statement, albeit the same nanme.
In conclusion, if the truth-value is not preserved in

thevconclusioﬁ of an argument containing a belief statement

in sénsu éompésito thls has nothing to do with the failure of

Leibniz's rule but simply indicates the break down of reference;

the attempt to interchange a non-referential occurrence of a

name with what ex hypothesls - is a referential occurrence
of that name, qua term, in an ldentity statement. I conclude
that, so long as we careful, l.e., so long as we ensure that

the intentional sentence'is in sensu diviso, Leibniz's ILaw and

intentional contexts are perfectly compatible == or perhaps more
cautiously, one needs to see better arguments to show that they

are not.



CHAPTER FOUR

LEIBNIZ'S LAW AND THE RELATIVIST VIEWS OF IDENTLTY

Speakiﬁg generally, and in, the clearest cases, the doctrine
I have called "relativised identity" is the view that there |
can be in a language mere than one identity relation; the relation
expressed by '=' is relative, since any ordered psir may stand
in this relation relatlve to one thing but not to another, i,e.,l
a=b & ~(Fa = Fb) | |
Consequently, adherents of this.view'argue, satisfaction of

Leibni;*s law of unrestricted interchange of co-referential

termg salva verltate 1s not a necessary con@ltion of the truth
_OfAthe identity statement. On the contrary, whatever'properties
are integral to the purport of '=' in statements, this cannot
inciude unrestricted interchange of co-designative terms.

Again speaking generally, the incompatlbllity of this

thesls wlth Leibnliz's lLaw can be shown in the following way :-

(1) !fi)jy)*i(z = yljgﬂﬂﬂz,éﬁﬁy)}- Jeilbnizts Law

(2) (a = b) > (Fa = Fb) . - ~ Universal Instantiation (1)
(3) «~ (Fa = Fb)o+~~(a = b) _ Contraposition

(4)  |~(Fa = Fb) & (a =Db) Relativist Thesis

(5) w(Fg = Fb) '&*' Elimination -@)-

(6) ~(a = b) MPP (3), (5)

(7) L‘_(a =b) "&* Elimination (4)

(8) ~{(x)(y) (x =7¥) D (Fx = Fy){ R.A.A. (1) - (7).

In this chapter we will consider three different arguments
adduced in support of the Lelativist Thesls -

83
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first, the argument which attempté to show that Lelbniz's
Law breaks down in most sbrtal contexté and, consequentiy,*
interchangeability holds only under specified (sortal) contexts.

Second, the argument which attempts to show that Leibniz's
- Law leads to formsl paradoxes and, consequently, interchangeability
helds only relative to a prescribed language .

~Th1rd, the argument which attempts to show that the universal
transitivity of Leibniz's Law leads us to hold unacceptable results
ahd, conseqguently, Leibniz's Law must be abandoned or, at best,

modified in the light of these cases.

53

Leibniz's Law bresks down in scortal contexts.

The thesis I have in mind here may be stated as follows -

Ygsince there are many sortal concepts underwhich a material

particular g may be individuated, g may be identical wlth some

spééifiéd materlial particular_g under some of the concepts

but be distinet from b under others." This is to séy, EY can

be the same £ as b but not the same g as bh. The Relativist Thesis
here éays, in other words, that while g and b are identical under
some contexts, they do not coincide under all properties either

of them may possess, viz. (a = b) & ~(Fa = Fb); If the substituends
for 'Ff in Leibniz's Law (x)(y)(x = y. 2 .Fx = Fy) is a sortal |
expresslion, then, while F is predicable of ¥ it is often the case

that F is not predicable of y.

There are two obvious cases discernable of this present
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thesis.
(1) "where a and b are identical under some sortal concept
- I and a has the property g which bh does not.
And |
(11) where g and b are identical under some sortal
- concept £ and both g and b have the property g but

@ and b are not coincidental ynder g.

Let us consider first two examples of type (i) cases
(ﬁhich are suggested by Geach's treatment of the relativisation
>thesis in 'Reference and Generality').

Giovanni Mén,tini is a famous infant prodlgy. Giovamni
Mon.tini is tﬁe sameé human being as Popé Paul VI. But Pope Paul VI
is not the same infant prodigy, for ifope Paul VI is not aﬁ
infant,.nor the same school boy, bishop, diplomat, cardinal, etc.
Now infant, school boy, bishop, diplomat, cardinal and so on,
are gll sortals andAmake perfectlyAgood covering gonoepts, One
éan ébﬁﬁtraﬁd idenfify éuéﬁ thingé ahdrsoiféfth; éo”this ex%mple
glves us a case, 1In appearance at least, where we ﬁave

O {x =) o [(0her = ty) & ~(g) (ax = gyl
this is to say, a case where y cuts out under a sortal concept g,
for example, 'infant', but can persist through another f, i.e.,
‘human being'.

To put the matter more perspicuously

(9) Giovanni Mon.tini = Pope Paul VI

or
[N

(10) Giovanni Mon.tini is an infant prodigy

&

By Leibniz's rule, we derive Pope Paul VI is an infant prodig

reen
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But (11) ©Pope Paul VI is not an infant prodigy.

As a second example of type (1) cases, considernthé
following. Suppose Cleppatra's Neédle ls corroded away by the
London fog and is repaired with concrete until eventually, in
.-19?0, none of its orlginal state is left. Cleopatra's Heedle
in 1870, is the same landmark as Cleopatra's Needle in 1970, but
not the same stone. In fact it is not madé of stone at at all,
(cr., Linsky's review of 'Reference and Generality'). This
eiample appears to éive us another case where an object is
ét oﬁe time covered by two sortal concepts f and g, i.e., both
flandmark' and 'stone',land continues being the same f but

not the same &

eg, (to

9]

There are many other examples of type (i) ca

5

be found in the history of philosophy especially); which are

supposed to show-that the rule of unrestricted substitutivity

breaks down because g and b are identical under s;ﬁe sortal
céncépﬁé ahd not undefréfhers. It is enough to say here that,

1T examples such as theAabove gain initial plausibility '

as bognterwexamples to the rule of unrestricted substitutivity, it
1s because the individual or entity of which the identity
statement is ssserted persists through time and Leibnié's Law

is in an untensed form. We mighf ceek to avold the counter-
examples by making Leitniz's Law more precise with respect to
tenses, by incorporating reference to fime, For instance, we

“if x is identical with y, then wnateve?

a5 o - - -
might want to say
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.true of x at'tl is true of y at t; and conversely". This
"soiution" is to be avoided however since with 1t we attempt
to-significantly associate dates with individual terms and the
identity relation whereas, apart from the cases where a date
is part of thé individual expréssion 1teélf, e.g., 'The 1812
Overture', dates, times, etc., assoclate significantly with
verbs or{predicates only. To illusﬁrate this point, consider -

(12) Giovanni Mon.tini, 1900 = Pope Paul VI, 1970
which, as 1t stands, 1s unintelligible.
Whereas o

A(13) Giovanni. Mon.tini, who was_an infant in 19OQ =

APOpé Paul VI, who is Pope in 1970
is an acceﬁtabié assignment of the temporal expressions.
The point is, td_say X énd ¥y are identlcal

1é to say that they are one and the same individual; object, or
entity. As far as the identity felation is concerned

’ Giovanni Hon.tini = Pope Paul VI-
and Cleopatra's Needle = Cleopatra's Needle

(and thats the end of the matter).

I think the sélution to the first example is absurdly
-simple, The confusien here is that itAappliesga (tensed)
sortal term, which 1s true of an individual at a certaln stage
of his exlstence, i.e., *infant', to all the existence of

that individuval. Clearly, the ipfaﬁt Mon.tinl will become the

Pope, the Pope was the infant Mon.tini. Thus 1f the conclusion
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on line (11) is true, then in premiss .(10) we'aré confusing
timeless and tensed expressions within the one predicate, 'is
an infant'. If (9) is true, then (105 must be construed as elther,
- a tensed statement |
(10') Giovanni Mon.tini was an infant prodigy,
in which case (11) is false since the Pope was an infant prodigy:
or, (10) must be construed as fenseless, i.ew,
| (10'*) Giovanni Hon.tini is (timelessly) an infant prodigy,

in which case (11) is false since the Pope is (timelessly) an
- infant prodigy. |

With the second example, the explanation of why it
fails as a counter-exanple to LeibniZ'S‘Law is somewhst more
complicated, If ;t is essential that Cleopatra's Needle designates
a "stone" obeiisk‘then when any of the stone has been replsced
by concrete we have a diffefent objects hence, when all of the
stoné has been dissolved by the London foé we have two distinct
objects, In which cése the example does pot describe an identity
relation. If however the material'is not essential to the
designatum of ‘Cleopatra's Needle' and  the term designates a
landmark to be found at a particular position on the Thames
embankment then the example does exhlbit an identity relation.
In this case, 'Cleopatra's Needle' refers to a landmark which
has the predicate "is made of stone" appropriate to it in 1870,
the predicate "is made of stone and concrete™ appropriate to it
between 1870 and 1970 and the predicate "lsg made of concrete"

appropriate to it after 1970. (To attempt to ascribe 'is made



‘of stone" after 1970 would in?oive the same difficulties as
aétémpting to ascribe 'is an infant® to Pope Paul VI in
the example (9) - (11).) Notice, if the argument above is
correct, then the example presents no difficulties for Leibniz's
Law, 1l.e., |
(1) Cleopatra's Needle = Cleopatra's Needle
(11) Cléopatra's Needle is made of stone in 1870
(111) Cleopatra's Needle is made of concrete in 1970,

are three disparate statements.

We mentloned earlier that there 1is a secoﬁd form in
which the relativist thesis 1is presenﬁed with repect tovsortals,
These are cases where g and b are identical under some sortal f
and both a and b have the.property & but g and b are not
coincidental under g, |

Linsky, in his article 'Subsﬁitutivity‘ offers an
exsmple of our type (11) cases. -

(14) The President of the United States is the Commander-
in-Chief of the Armed Forces.
(15) The President of the United States is glven his
oath by the Chief Justice -
(16) The ComﬁaﬁderminaChief of the Armed Forces is given
his oath by the Chief Justice.
(x is identical with y under one sortal ccncept, (e.g., ‘man'),

but ¥ and y are not coincildental. under another, {(e.g., ‘official®),

although both x and y are instances of this concent.)

L2
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In this exanple it isbpossible, but hardly to the point,
-té_interpret (16) as true. This is to say, if the President is
the Commander-in-Chlef ex officio, the Commander-in-Chief is
sworn in when the President takes office. For (14) - (16) to
be a counteraexémple to Leibniz's Law, (14) and (15) must be
true and (16) false. In other words, Linsky requires that
we read (16).as saying the Commander }n Chilef takes an oath
which could be called 'the oath of office for the Commander=in
~Chief of the Armed Forces', in which case (16) is false.

Now Linsky's.difficulty heré is fairly easlly unmasked.
Clearly, the President of the United States is one and the same
man as the CommanderninmChief of the Armed Forces, but‘though
the same man holds both offices of étate. they are not the same
office. The President and the Commander-in-Chief are the
same man but not the séme offioial.. Consequently, premiss (15)
is elliptical for the more precisely stated

(15%) The Pfé§idéﬁt'6f the United States is given the
oath of office for the Presidency by the Chief Justice
" from which follows
(16') The Commander-in.Chief of the Armed Forces is glven
the oath of office for the Presidency by the Chief
Jusﬁicéa’ | .

(Cr., example (7) - (9), on page 6 of this essay.)

Incidentally, the trivial Jjuxtaposition of this example

30
U,

f
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:qually. e2sily exposed. Suppose a petitloner asks to see the
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same official as he saw last time,'and the man sées the same
official but not the same man, (i.e., official a is succeeded
by officisl g). Clearly, a = b 1in these circumstances does not

ascrlibe numerical identity to g and b at all.

Geach, in 'Reference and Generality', page 151, gives
us another example of type (11) cases, in his version of the

celebrated Heracleitean puzzle. I will pafaphrase the argument:u

(17) Whatever is a river is water * True
(18) Heracleitus bathed in the same river twlce True
(19) Heracleitus bathed in the same water twice. False .

This puzzle is easily dealt With; A mass term, such as

“water", does not ordinarily admit qualifications such as "an®

2l

or "same". When 1t is subjected to these qualifications, some

J

Lo

i

spedial ihdividuating standard is understood from the circumstances.
The sentence (19) is regarded as false, if it is regarded as

false, because the expression "same'wéter" in this instance, is
ﬁnderstcod-as referring to an éggregate of molecules,say, that
surround a man when he bathes. However,.under this interpretation

'river' and 'water' in premiss (17) are taken to have different

referents, therefore (17) 1s not an identity statement.

S0 much for examples of sortal terms which are allegedly
counter-examples to Leibﬁiz‘s Law. I will take up thls toplc
again at the conclusion of this chapter. First, I want to
consider a stronger argument agalnst Leibniz's Law due again to

P.T.Geach. .
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Leibniz's Law leads to formal parsdoxes.

In his.article "Tdentity' Geach writes: "I am arguing
for the thesig that 1dentity.ig relative. When one says
" 1g identical with y"'this, I hold, is an incomplete
~expression; 1t is short for "x is the same A as y, %here AN
represeﬁﬁs some count noun understood from the context of
utterance”, | |

Gezch opposes his theory of relstive identity to what
he calls thé theory of "absolute identity". For Geach, absolute
or strict identity is an expression best reserved for identity
statenents which are true regardless of what theory 1ls under
cohsideratiom{ this is to.say, for Geach only absolute identity

would confer universal intersubstitutivity and, according to

o]

Geach, this 1s impossible. Let us be clear about this. In
challenging absolute identity, he is challenging the principle
of unrestficted intersubstitutivity, that the names or other
'&esigﬂations~ofwtdenticéismmay'b@'shbgti%utéd"fbf'each other

salva veritate. As Geach says, "we cannot employ the strong

condition imposed on predicates by Leibniz's Law", we cannot use
the principle stated in terms "for all properties” or "whatever
is true'of.x 1s true of y" -~ without reference to a particular
language, because such unrestrained 1anguége will leads us into
such notoriouvg paradoxes as Grellings and Richard's. It is then
left to the reader to deriye these notorlous paradoxes.

' We can speculate that Geach intended here, a proof along

the following lines:-
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it

y o (8)(#x = ﬁy)g where § is a predicate
variable designating

(1) () () {(x
' properties, Leibnizts law,

(11) (& = a) (P)(fa = Pa) Universal Elim. on. (i),
(111) (2)(Za = Pa) D (@)(fa V -@a) Truth Functional Logic
(1v) (2 =2) = (f)(fa V -fa) Chain (11), (111)
(v) - (a = a) - to derive (g)(fa V <fa)
for all possible theories
a = a has to be agsumed
to be absolute, a la Geach.
(vi) () (P V -ga) ' HPP. (vi), (v)

In the unrestricted case, this méy be read as
"211 predicates are truef%il false of a'. This presumably gives
'riée to Grelling's paradox when we éubstitute 'ﬁeterologioal'
for a, and ‘heterological' as tﬁe predicate, (i.e., heterological
le elther heterological or not. If it is heterological, then |
1t.is not, since it is self descriptivei if 1t is not heterological
then it'isg since it would be self descriptive.)

Curiously, Geach oférlobks'ﬁhe fact that Grelling's
paradox is obtain%ble independentiy of Leibniz's Law (and for
that matter, far more obviouslﬁ)?5ﬂs we mentioned earlier, (p.1l
above), we have no reason to give up Leibniz‘s.Law if the
paradoxical conclusion, which is claimed to be derived by
substituting into it, can be (more easily) derived without it.

We may reasonably suppose that the source of the paradox lies
elsewhere. To put the point another way, ofcourse the necesslty
of avoiding the antinomles will lead us to 1mpose regtrictions

on the general structure of the language, but.these, clearly, are
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are not to be thoughf of as specifically restrictions on
Leibniz'é Law. But perhaps the above is not Geach's strongest
argument in support of the RélatiVist Tﬁesis.

As we have notéd, Geach 1s arguing that every identity

. pfedicate need not preserve interchangeability salva veritate,

but rathér substitﬁtivity relative tO'ﬁhe definite ldeology

of a theory. TFollowing Geach, wé will call'this theory T. _

He then 111gstrates his stronger thesis with the followling, ‘ ¢
extended exsmple:i- A

"Let the theory T be a theory about the expressions
of a given natural language; let the range of T's
quagifiers be token expressions of that language; L
but let the ldeology of T be so restricted that in T
we cannot give different descriptions for two tokens
of the same type=words. " Then if a predicable of
T, say "Exy" signifies "x is equiform with y", it 56
will be an l-predicable of the theory T. DBut now
let us add to T's ideology just one predicable that
descriminates between equiform tokens; in the enlarged
theory T', we can express something that is true
of a token g but not true of an equiform token b;
so in T' the predicable "Exy" is not an I-predicable
any longer." - - o ,

(pages 5 - 6, ibid).

This then is the nub of Geach's objection to Leibniz's
rule. Predicates in a theory T that, in Geach's words, are
Imﬁrédicéble, could always cease to co=refer when further predicates
are added . to the ideology of the theofy. As -our language grows
richer, as we move from T to T, any given predicate could cease
to be an l-predicable and therefore ceacse to express identity.
An exanple may help to explain. Consider the

following:-



95

PLANK | ~ PLANK

Let vs c¢21l the word on the ieft 'a' and the word on the
right 'b'. Now suppose there are no criteris in the theory T
for disﬁinguishing token-words. Thus 'g' and 'b', uttered in T,
refer to type-words and it is true that in T, a = b, Now suppose,'
in the theory T°', which éontains all the predicates assignable
in T, (i.e., T is a proper sub-set of T'), we have the addl%ional
criteria for distingulshing between token-words. As a look 4 [
at the exémple at the top of tbis page wiil show, "a is diverse F
from b' is trﬁe of the ilmproved theory Tf. In short, from the
dlagram above, considered with respecﬁ to type~words,
a =Y ; whereas, considered with respect to token-words, a # b.
There seems to be a Tailure of substitutivity here of considerable
magnitude. Geacﬂ concludes that Leibniz's Law doesn't hold;
that identity is relative.

.Now it seems to nme, a a strong line of defense, with-respect
to the argument above, is open to a defender of Leibniz's law.
Let us begin by noting that by moving from T to T' by adding
new prediodtes to our languvage T, so that new_discernments are
now possible, we change the referents of g.énd b. According to
Geach, this reply is unacceptable since, if the referent of a.
word fa' in T differs from the referent, of the same word in a
riéher language TY, we are-commit%ed thereby to the exlstence
- of several entitles for.each’wordgione for each language in

which a further discernment may be made with respect to the
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referent of that word. In fiﬁe, such a solution "generates a
~bér0que Meinongian structure",.-{which incidentally,Geach notes,
"hardly suits Quiné's preference for desert 1andscapés“. Geach's
attack on Leibniz's lLaw ig directed mainly at Quine's defense
of this rule). |

Geach's argument here is misﬁgken. Suppose someone, let
us call hinm Tom, speaks a language so poor in predicates that
he cannot distiqguish between the type and token instances of {
the word 'plank' in the example. Suppose then Tom . adds to
hils language predicates that will enable him to draw this
distinction. Tom is not thereby committed to the existence
of the idenfity he was committed to pfior to the introdﬁoﬁion
of the type-~token distinction. The addition of thls, or any
new predicates, will requ;re that Tqm revises his ontology.
The point is, and'sureiy Quine's point is, our commitment is
to those values of variables we QQH hold to be true. Geach's
mistake 1s to presuppose that commitment to an ontology is
fixed (somehow), rather than as dynamlc as the theory to which
‘new variables afe added.,

As my final oritioiém and the strongest criticism against
Geach's thesis is, in fact, a criticlsm agalnst the Helativist
doctrine ln general; T will hold my fire for the moment, and
turn now to the last exponent 6f the. doctrine we wlll consider,
~ Prior's avowal of a modified Relativist theory and rejection of

Leibnizts law,.
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The Universal Transitivity of Leibniz's Law breaks down.

A.Prior, in hils essay, 'Time, Existence and Identity'
states that although many people havé of.late wanted to reject.
Leibniz's Law for weak reasons, the possibility of one thing
becoming two, as with unicellular biological organism, constitutes.
a strong case for denying the universél transitivity of identity
and»thus Leibniz's Law. Take:the case of an amoeba, A, .Let |
AAdivide and form B and C. . Now if A really has become B and C
and has not simpiy ceased to exist, fhen, when someone sayé
"Where. is A"?, Prior feels compelled tb say "here'! Pointing
to B on some occasions and C-on others. Thus A is B and also
A is C, But it is false that B is C, as they are dis{inct
cowexistents. So for Prlor transitivity has falled on this

“oecasion, and thus so has Leibniz's Law.

The unacceptable consequences for Leibniz's Law can be
shown in the following way:-

(1) {x)(y){x =y. D .Fx %;Ey,,) : Leibniz's Law

(11) () () (x

y. o Fx ePFy) Dlx = ylolx=zoy = z)]
Proved on page 4 above.

(111) (x=y) D (x =2 Dy = z) MPP. (1), (11)

(iv) (x = y) . Premiss o
(v) (x =2z Dy =2z) MPP. (1311), (iv)

(vi) (x = z) : Preniss

(viv) (y = z) - MPP. (v), (vi)

Prior accepts premisses (iv) and (vi) as Jjustified by

the case being one of flssion -- as we have seen, he thinks the
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correct way to describe this phenomena'is.to say that one
thing becéme two things and is identical to both of them. Since
after fisslon we have two seﬁeraté entities, y and z, and two
things cannot be identiéal, the conclusion (vii) must be false.
_ The only premiss (vii) relles on other than (iv) and (vi) is (i)
-~ this is to say, Leibniz's Law. It’follows that Lelibniz's Law’
fails, 1.e., ) '

.(X)(}’)DX =y. D.Fx = Fy)]?[{x =y) D(x =2z 2y = ZB
then, by contraposition on the above,

N[Ezc =y)> (x = z ;§y = z)jj«w@x)(y)‘(x =y, D .Fx = Fyﬂ

Oncg'again, I cannot‘sée that Prior's puzzle presents
Leibnizis lLaw with i'nsurmountable‘problemso Consider the .
examp.e.witk the parent amoeba A, and the offspring amoebs
Band C. Clearly A and B do not have the same history; neither
does A and C. For B and C correspond to only part of A, not
@écé’l to all of A, This example seems puzzling mainly bgcaus,e,},
genetic division 1s able to reproduce exactly similar celle
structure. But this is not to say that A is ever ldentlcal
with B or C. As Prior notes, it makes no sense to say that
two distinct individuals B and C are the same. But neither
does 1t make gense fo say A or B_are the sémé} whether A 1s said
to "become" B or not. For example, trees become coal in time
but not even Prior seeks to maintain i@entity here.

Perhaps the best direct objection I have against Prior

ig that if Frior's analysis is true, and A 1s B and also C,
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then if B disappears -- ingested perhaps -- Prior would have
to say, "A has ceased to exist and yet remains existing, for
C still exists.". I think that one has to say that at the

mounient of fission A passes away and B and C come to be.

Concluslion

" In this chapter, we began by considering the view which
re jects unrestricted interchange of identicsls because, allegedly,
one identity relation can hold for_én object while a different
identity relation does not. There arg exanples of sortal
expressions which seem to show this buti’on closer examinatlion,
we found they do not.

In what we called‘type (1) cases, the main confusion
1s'worth underlining here. It 1s not a necessary condition
of the entity I see today being identlcal with the entity I saw
vesterday that the entity irséerpoday;has the same properties,
let us say colour, that the entity I saw yeéterday had. Leibniz's
'Law doeg not absurdly deny the possibility of change. But
Leibnigz's law does require fhat, if they are identical, the
entity now has the same 0010ur.as.the entity I see now has,
And 1t doeg regulre that the entity 1 see todayiggg the sane
colour as the entlity 1 saw yesterday then had. Certainly, as
we have seen, thils requires care in the application of Leilmiz®s
rule. But care in the applicationm of the rule seems a small
price to pay for the advantéges to be golined in retainiug

Lelbniz'ts law.
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To 1llustrate what I take to be the main confusion
in type (ii) cases, consider the fol;owing passages taken
from his 'Légic and Knowledge' in which Russell remarks:-

"Idehtity is‘rather puzzling‘at first sight.
When you say "Scott is the author of Waverley",
you are tempted to think there are two people
one of whom is Scott and the other the author of
Waverley, and they happen to be the same. That is
obviously absurd but that 1s the sort of way one
is always tempted to deal with identity".

| ~ (page 247) ,

It appears that the proponents‘of the Helativist Thesis
when they argue type (1i) cases have fallen to the temptation.
For whereas Bussell would explain the statement *The President
‘of.the United States is the Commander-in-Chief of the Armed
Forces' as stating that one and'only one man instantiates
two propositional functlions, the fact that the propositions
"ﬁAis a President of the United States' and 'X% is a Commander-
1nmdhief of the Armed Forces' are different, would seem to
Tead Geach and Einéky”to*suppose that we are dealing with two
objects. |

We then turned to Geaoh's attack on what he calls
Tabsolute identity™, and on Quine's commitment to Leibniz's rule
in particular. Geach argues sgainst absolute identity becaﬁsé,
he says, 1t leads to par_adoxesa Geach overlooks the fact
that the paradoxes in questlon are obtainable independently
of Leibniz's law. We found his argument that Leibniz's law

-dommits us to a Meinonglan jungle, false. To supply the

resources for differentiating between token instances of the

MCMASTER UNIVERSITY LIBRARY
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same word type, means not simpiy adding é predicate or two,
1trmeans introducing "some sort of spatial co-ordinate system
(or something general of the sort) and that means totally
revamping the stfuoture of the language. It is no surprise
that we find a t‘otally different domain of individuals."
Finally, we noted Prior's claim that Leibniz's rule
gseriously ooﬁflicts with certain bioclogical phenomena. The fact
1s apparently ngglected by Prior, and all advocates of the
Relativist's Thesis, that identity involves reference to one
and only one object. As we have noted sevéral times already,
identity ig expregsed by those uses of ‘'is' that one 1is
prepared to expand into 'is the same ébject as'. As weAhave
asked (tediously) throughout this essay -- if g is the same object
s b how could there be stething true of the object under
a which is untrue of tﬂe object under b ? The answer here 1is
simple -~ there cannot be. And those who say that in the light
of certain examples or considerations, Leibniz's Law should be
nodified or abandoned, are mistaken -~ or more cautiously, I
.hope to have shown, need better arguments to estéblish this

clain.



CHAPTER FIVE

CONCLUSION

In this paper we have considered various apparent
exceptions to Leibniz's law, expressed in the formula
(x)(y)(x = y.D.Fx = Fy).

In Chapter I, by way of clearing the ground, we noted
some elementary confusions o- ambiguods and incomplete sentences,
use mention confusions and so forth -- where it has been claiméd
Leibniz's law rdﬁs into difficulties. In fact, the boot ié
on the other foot, Leibniz's Law cannot prevent bad practices
from running into even greater difficulties.

In Chapter 1I, we considered argvments for and against
the c¢laim that Leibniz's Léw nust be modified, or rejected
completely, becsuse of the antinomy that occurs when it iIs combined
with de re modalities *riecessarily" and 'possibly ', We conceded
that provided we are willing to treat the identity relation as
a trivial necessary relation holding between name-ldentlitles
and rule out hltherto contingent idenfities'as, in some way, -
dinstances of a weaker equivalence relation, the modalities and

Leibniz's Law, in its unrestricted form, are compatible. Horeover,

L N £ T :
the expressions [J(x = y) and (32){?(x = y53 are prima facle
.acceptable; wnile, at, the same time, we cannot ignore Quine's

reservation that these lead us to an excessively ldealistic

- ontology. As far as I know Quine'’s obJection has not been

satisfactorily answered. We were less impressed by Quine's

argument that modal object entalls sentialism'; (I am still



103

not clear what exactly Guine takes the crime involved here
to be).

In Chapter III, we considered the problems involved
when Leibniz's law combines with expresslions signifying mentsl
attitudes. We noted that the emendations to Leibniz's lLaw from
”Carnap, Putnam, Church et al., and the notational reform of
intentional sentences proposed by Quine, are for the most part
incorrect and anyway unnecessary, (with respect to interchangeability

gsalva verltate), since by extending the distinction between

contexts in sensu compogsito and those in sensu diviso, we can

successfully combine Leibniz's iaw with eﬁistemic operators.,

- Howéverg vie féund he:e that the‘argument for not accepting
descriptions as terms of an identity sentence, is decisive.
Sentences of the form '(7x)(Fx) = (9x)(Gx)' and ‘s = (9x)(Axw)?®
are abbreviated multiply general sentences: the abbreviated
verslion muét not 56 treated as having the semantieal properties
of an identity sentence. The identity relation holds Qﬂiy, |

between "name"-identities. " We then argued that, where the -

context of the intentlional sentence iz taken as in sensu composito,

(viz., referring to the content of belief), since the name-identity .
upon which the substitution is ma@e is referentially transparent,

we have no warrant for deriving the antinoﬁoué, or any other,
conclusion. On the other hand, where the context of the

intentional sentence is understood as in sensu diviso, (viz.,

referring to the object of belief), we can derive, by substitution
in accordance with Leibniz's rule, a valid conclusion -~ {provided

of course that this 1s also taken a2s in sensu divico).
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Finally, in Chapter IV, we conslidered various examples

and>arguments, invoked in support of the Belativist Thesis of
identity, which have been used to show the impossibility of
unrestricted interchange. The claim that Leibniz's Law falls,
when we interpret 'F',in the formula (x)(y)(x = y. D .Fx = Fy),
as the substituend for sortal expresgions and, in Geach's
argunent, whére ¥ and yAstand for expressions other than nanmes
(ox deScriptiong) of individuals, (viz., in T, type-words and
in T', token-words) and, Prior's argument that universal
substitutivity conflicts with certain'biological phenomrena .

No metter how the Relativist's Thesis is argued, we found no

rezson for abandoning or modifying Leibniz's Law.

I conclude, that from the arguments consildered, it

hés not been shown that Leilbnizts ILsw fails.



NOTES TO THE TEXT

1. In his article fSubstitutivity', Linsky makes the
following useful distinction: "It should be clear that what
is under discussion 1s the principle of the indiscernibility
of identicals and not its trivial converse, the identity of
indiscernibliles. The latter principle says that if two terms
t and t' are interchangeable in every statement salva veritste
then™ = t% is a true statement. The following argument quickly

- establishes that this is so. If t and t' are interchangeable
in every statement salva veritate, they are interchangeabvle in
the true statement ™_= t'. Therefore, replacing the right-hand
t by t* we get &t = t'i salva veritate." (p.140)

To put this matter another way, the identity of

indiscernibles lays down conditions which g and b must satlsfy
in order to be identical. This principle has sometimes been
criticised on the grounds that it is loglically possible, (though
most unlikely), that two distinct things might be exactly similar
80 that everything true of one would be true of the other, without
a being identical with b, (Cf.;, Wittgenstein, Hamsey.) Be that
as it may. The converse is not possible., Even if we do not admlt
the identity .of indiscernibles, I will argue, we must admit the
indiscernibility of identicals which states the coriditlons which
foliow, given a and b are identical,

2. This principle is in fact the converse of the principle
stated by Leibniz's in ‘Non Inelegans Specimen Demonstrandi in
Abstractis?, a fragment of which is published in W & M Kneale's
'The Development of Logic', (p.340). H“Terms are the same or
coincident which- can be suvbstituted one for another wherever we
please without altering the truth of any statement". Also
Cf., Leibniz's *Discourse on Hetaphysics (IX)*, hig 'Fourth
Paper to Clarke', and 'Honadology (IX)'.

. ' 'Reference and Modality® in Quine's 'From a Logical Point
of View', Chapter VILI, p.139. '

L, I owe the formulation of this schema to Prof.Wilson.
Hy original suggestion was {(x)(y)(x =y o () (¥x = Py), which
says, 1n effect, 1f x and y are the same object they have 211
their "properties" in common. As Prof.Wilson pointed out to me
this involves the controversial assumption that in order to
discuss Leibniz's Law we must commlit ourselves to properties.
(A nominalist would deny that any predicate designates a property.
And even if we are committed to realism, it just isn't clear
that we should hold that all predicates designate properties or
hold that some do not.)

5 Quine, in his ‘'Comments to R.B.Harcus's Nodality &

§ntensiona1 Languages', gives a neat argument to show if ¢ and
A botb neet the reguirements  of strong reflexivity and substitutivity
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- then they are co-extensive. His srgument is as follows:e
By Leibniz's Law (x)(y )(7yy & fxxo¥xy). -But by the reflexivity
of ¥, we can drop 'ﬂxx S0 ¥ holds where P holds. By the sane
argument, with @ and interqhanged, @ holds wherever ¥ holds.

6. To prove:- (p>(g>7r)) 2 {qo(p>r)
Proof (1) (P a(agor) Premiss
(2) |l Premiss
(3) @; Premiss
(4) |laor MPP. (1), (3)
(5) |ir _ Mep. (2), (&)
(8) |[por | el (3) ()
(7) 1a D(nsar) C.P. (2) -(6)
‘ (8) "palgor)) » (q 3(p r)) C.P. (1) -(7)
7. Page 139, ibid.
8. Page 143, 'Substitutivity!
9; For a further illustration of thig point, compare

"The llama is a woolly beast' ~- (x)(x is a llama >(x is woolly
. : ' & x is a beast).
wilth
*The llama is eatlng out of my hand' -~ (3x)(x is a 1llama & x is
' eating out of my hand).

10. °  ~Cf., pp.139-159, ibid.

11, cr., p@@?ff, 'On Denoting'

12. . Cf., Linsky's review of 'Reference and Gemerallity’
13, - Cf., Linsky's ‘Substitutivity', po:thl - 145

14, ‘Cf., Geach's ’Identify' np,BAa 12

15, For instance, Frege developed niO theory of sense and

reference, Bussell his theory of definite descriptions and <ulne
his theory of opague and transparent contexts, to be in accord
with Leibniz's Law.

16, In our discussion of modal logic we may conveniently
linlt ourselves to a single modal operator 'O -~ that of
necessity. Whatever may be saild aboutlt necessity, may be said
also, with obvious adjustments, about the other modalities, l.e.,
'¢!' (possibly), is snother modal operabor which can be defined
in terms of «I[J. -

17. The proof also proceeds by making buiElee substitutions
into Leibniz’s Law. By substituting ( _V) for Flin

(x)(y)(x =y.>.Fx :'ry) we obtain (k)(y)(x = y.2lx = yoy = v)).
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Now suppose alsc that y's being contingently 4identical

with x is also & property of x. ZExpressing "y is contingently
fdentical™ by& () =y and substitutingfec( =y) in

(z)(y)(x = yo(x =y>y =y)) we obtain

(x)(y)(x = 3 ~lalx) =poaly) = y)).

This I hope shows, if x = y and AU(x) =y then A(y) =y

i.e., that if some identities are contingent then every ldentity
is contingent, Cf., Wiggins 'Identity Statements!'.

18, Review of Barcan, Journal of Symbolic Logic 12 (1947),
pages 395-396. ‘

19, Cf.,Hintikka's 'lodes of MHodality' and 'lModality and
Quantification'; Pap's *Semantic and Necessary Truth';
Rescher's 'Identity, Substltutivity, Modality'; Geach's
'Reference and Generality'. '

20, We might say that Carnap takes Leibniz's Law as not-
a.sufficient principle of intersubstitutivity for all contexts.
I do not think it is correct to say that Carnap does not take
Leibniz®s Law to be” a necessary condition of intersubstitutivity.

21. cf., ppl39-159, ibid.

22, In his book *Introduction to Semantics', Carnap states
that by a semantical system we understand..”a system of rules
formulated in the meta-language and referring to an object language,”
{p.22). Thus it is argued that a 'semantical rule' 1s a sentence
5, of the meta-language, used to define 'sentence in S°
'designates in S% 'analytic in S' and so on. Incidentally, it
seems that 9 is the (meta-meta-linguistic) name of a system of
rvles. If this 1s so, how does S appear in the rules ? Is
Carnap gullty of confusing use -and mention here 2

23, Cf., Quiné's '"Two Dogma's'of Empiricism', in 'From a
Logical Poilnt of View', pp 32-37, esp.33.

24, See the 'Pedagogical Difficulty' in f€oncept of Language'
by Prof.Wilson, esp. pages 14-17 & 98.

25, See Quinefs criticism of Carnap included in Carnap's
'Meaning and Necegsity', pp 196f.

26. ' tAttribute and Class®, p.551.

27 o See 'A Functionsl Calculgss of First Order Based on

Strict Implicationf.

28. Cf'modélities and Intensionzl Languages', pp 303-330

can . AN
€8Dc JUD.
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29. In fact this'claim is not supported by any clear
argument but rather Marcus stipulates this as the purport
of ‘identity'. However, she also seems to support essentialism.

30. 'Extensionality!, page 58,
- 31, . Once again, it is not transparently clear that Marcus

would argue in this way, though in her discussion with Quine
. (in 'Modalities and Intensional Languages'), she gives the
- impression that she would not be adverse to this kind of essentialism.

32. Of course Smullyan 1s not primarily concerned to answer
the guestion "Are all genuine identities name-identities"?, but
rather, to challenge Suine's rejection of modal logic. However,
if his proposals are unacceptable and we still wish to combine
Leibniz's Law and the modalities, then there appears to be no
alternative to accepting that all genuine identity sentences are
‘name -~identities.

33. "Review of the Philosophy of Rudolph Carnap', p.l12.
34, For example, -~ (The present king of France is bald)
' (3x) (= Bx)

i.e., Something is not bald.

35. In '"The Trouble with Meanings', Profililson sttempts to
show that "the whole theory of intensional entitlies represents
not just an ontological extravagence, but a falirly clear sabsurdity",
(p.1). The absurdity is this. "Consider the property blue.
It is supposed to be the meaning of the word 'blue'. If *blue!
occurs in an identity sentence, this sentence will be true just
in case the other argument also has the property blue as its
‘meaning, Just in case, that 1s, 1t 1s strictly synonymous
with the word'blue®. But there is an obvious counter-example,
*The colour of the sky is (identical with) blue'
Here we have a true identity statement whose arguments do not
have the same meaning and which 1s therefore not necessarlly true.
The property, blue, is not the meaning of'the colour of the sky'
and we are forced to deny that blue is the meaning of 'blue'."
Unfortunately, we are forced to deny no such thing.
Since on the account of identity sentences - in 'Hodality & Identity!',
'The colour of the sky is blue', is Jjust not an 1dentity
sentence.

36. This is a complete about-~turn from my original position.
I owe my conversion to Prof.Wilson. '

37 . Also, ofcourse, Quine objects to Russellfs (ef 21)
calling the material conditlonal ‘implies® rather than *if...then
which; in turn,gave rise to the need for 'strict implication'.

t is well known that Quine views this as the paradigm of the

use-mentlon confusion.
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38. It is open to defenders of modal logic to argue, as we
have noted, that the alleged conflict does not rise in this
particular case, since (19) can be regarded in such a way that
i1t is not false; alternatively, and more likely, it could be
claimed, (17) -~ is truée but not an,identity statement.,

But either way, this is merely to quarrel with the example
and misses the full force of Quine's objection to modal logic.

39. Cf.,'Reference and Hodality', page 150-156.

Lo, More generally, there are a plurality of properties
belonging to any given object, I would argue, and some of these
properties are essential to it -~ the object is what it is
by virtue of these propertles -- others are contingent.

b, -Ofcourse this issue goes far deeper than the present
discussion of 1t; for instance, part of the clsim here is that
there is something radically wrong with Quine's doctrine of
ontology. However, to go any further with this topic here, would
take us well beyond Leibniz's Law and the bounds of this essay.

b2, See 'From a Logical Point of View', page 181 (sic), for 153.

b3, Notice, Chisholm's attempt to reconcile Leibniz's lLaw
with propositional attitudes is very similar to Smullyan's attempt
to combine Leibniz's Law with the modalities.

Ll , The argumnent for thils is obvious. If George believes
there 1s one and only one person who wrote Waverley snd who is
Scotch, without having any idea who in fact the author of
Waverley is, then there is no one person of whom George believes
that this individual wrote Waverley and 1is Scotch. In an analogous
way, I know that one and only one person was the first Prime
Minister of Canada and that this person was a Canadian, without
having any idea who this person was. In fine, (2°) does not
imply (2°%°%).

Ly, It is quite usual in this discussion to suppose that
a solution to antinomies at the level of ~belieflf statements, may be
generalised to satisfy all intentional contexts. This strikes
me as unduly optimistic, however it 1is an optimistic assumption
I will take full advaniyage of here.

46, See footnote 36,
L. This point was gliven to me by Prof.Wilson.
48. Putnam reports that Carnap remains unconvinced by

Church's critigue, but 4s, on the other hand, deeply disturbed
by Mates®s argunment. Also, Cf., "On Belief Sentences: A Reply
to Alonzo Chvrch’®
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'49. : "Three Grades of Modal Involvemsnt' in the'Ways Of
" Parasdox', p.158.

50, Suppose I say, "Oedipus wanted to marry his mother",
understood opaqguely what I have said is wildly false. But it
can be understood transparently and understood in this way, it
is true, Oedipus wanted to marry his mother because he wanted
to marry Jocasta, the woman who, though he did not know it,
was in fact his mother. In sum, understood transparently,
Oedlpus does not know that the woman he wanted to marry was in
fact hj mother,

51, This difficulty was brought to-my attention by Prof.
Wilson.

52, Perhaps part of the problem heére is that "means® is’
badly behaved in such contexts. Prof. Wilson's "signifies" by contrast
ig well behaved with respect to substitution; Cf., In.51.

53. The discussion of the relativist thesis with respect
to sortals regulres a lengthy analysis of examples. For those
with little patlence or goodwill for this activity, the results
of this section are summarised in the conclusion of this chapter
on page 99%Lf.

5k, See the example in the "Phaedo', (opening section),
where there 1s the celebrated puzzle of TheoeuS'Sshlp, which WA S
preserved although, one by one, all of its planks were replaced.
Same ship or different ?
Also see Hobbes 'De Corpore' II, 11. (Molesworth ed., p.136).
Also see Hume's fTreatise® I, 4. (Everyman ed., p.2UL),

£5. - I everloeked this fact as well in my original drafsd
No matter, Prof.Wilson came to my alid: wiLh the following
easy proof

(3.) g?. Premiss
(i1) (72 Reiteration of (i)
(111) Ja o Pa C.P. (1), (11).
(iv) Ba V<= Delorgan on (iii)
(v) (B)(fa Veia) Univ.Gen (1) - (iv).

56. Note my 'Exy! for Geach's ‘EEn? «- typographical difficulties.
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