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ABSTRACT

The velocity and concentfation of slurries of
closely-sized, spherical particles in water were measured at
several locations in the dilute blanket of a laboratory-
scale, continuous, thickener-clarifier. Particle velocities
were measured by the laser Doppler technique; particle con-
centrations were measured by local scattered light intensity
and by optical transmittance. °

Steady-state settling velocities as much as 70 per-
cent higher than the average particle‘Stokes velocity
occurred at slurry concentrations betewen 7.04 x 21_0"2 and
1.07 x 10—l percent by volume.' These findings contradicted
all of the deterministic models commonly used to correlate
slurry settling velocity with particle”concentration. The
failure of these models at diluté concentration was verified
by flux measurements.

The formation of clusters, whereby several particles
settle as a group rather than individually, was used to
explain the high velocities. Based on a binomial spatial
distribution of particles, large clusters at concentrations
slightly higher than the bulk solution concentration were

predicted to occur with high probability.
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The few previous studies noting the formation of

particle clusters were shown to have been dominated by wall

[

effects at volumetric concéntrations as low as 0.1 percent.

- The inverse variation of cluster size with slurry concentration

accounted for the fact that the high velocities observed at
low slurry cgncentrations have.not been reported before.
The results of this investigation have significant
implications for optimizing the design and control of those
unit operations and unit processes which depené on relative

motion between particles and fluid.
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CHAPTER 1

INTRODUCTION

The conventional activated sludge system and its
modifications are widely used for treating both industrial
and domestic wastewaters. This system, showu in Figure 1,
consists of a biological reactor, an aeration tank, followed
by a final clarifier. 1In the aeration tank, the wastewater
is contacted with microorganisms which convert the organic
waste constituents to a wide variety of end products through
a complex network of biochemical reactions. In the final
clarifier, the microorganisms are removed from the carriage
water by gravity sedimentation. Since the overall reaction
rate is directly proportional to the biomass concentration,
the concentrated biomass is collected at the underflow of the
final clarifier and returned to the aeration tank. The
clarified overflow from the final clarifier is discharged as
system effluent. Since the utilization of substrate in the
aeration tank results in the growth of microorganisms, bio-
mass must be removed from the system on a regular basis.

This is commonly practiced by diverting part of the recycle
~ flow away from the system.
The final clarifier provides two major functions. It

should be designed and operated such that suspended solids
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are not swept upward in the unit with the overflow thereby
éontaminating the system effluent. This 1s the clarification
function. 1In addition, 1t should be designed and operated
such that particulate material attains a high concentration
in the underflow of the unit. This 1s the thickening func-
tion. In order to'properly design and operate an activated
sludge system, an adequate description must be available for
the gravitational sedimentation of particles in the final
clarifier. Since this component of the system performs the
dual functions of clarification and thickening, it is evident
that the sedimentation characteristics of the particles must
be known over a broad range of slurry concentrations encom-
passing very low cancentrations near the overflow, the clari-
fication region, and very high concentrations near the
underflow, the thickening region.’

The problem of describing the relative velocity

between a multiparticle cloud and a continuous fluid medium

1s common to many engineering fields and a tremendous amount L

of effort has been devoted to this topic. However, no com-
prehensive theoretical or empirical formulae have been devel-
oped to provide an adequate description of the phenomenon.
Several analyses have been published for fiﬁ>d flow
relative to assemblages of particles. Because ;?xthe non- q}

linearity of the equations of motion due to the inclusion of

inertial effects, theoretical analysis beyond the Stokes
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*

regioq«fof fuultiparticle systems generally prove to be
intractable. ;ConsequentIQ, theoretical studies have usually
been restrlcged to systems defined by a single particle, or a
few i1nteracting pértlcles, 1in creeping flow. Further, most
analyses consider particles of well defined shape and many
solutions are further restricted by a well ordered spatial
arrangement of the particles. The difficulty of obtaining a
convergent solution to this boundary value problem becomes
enormous as these restrictions are relaxed, that is, as
"real" systems are admitted.

Several investigations have treated multiparticle
phenomena from a non-Newtonian point of view by assuming the
slurry to be a homogeneous system which acts as a fluid with
mod:fied properties. These formulations define relationships
between the settling velocity of the dispersed phase and the
Stokes terminal velocity of a single particle which incorpo-
rate an empirical function of the dispersed phase volumetric
concentration. This method of treatment generally adopts
Burgers' (1942) approach of distinguishing between %he
effects of the motion and of the presence, even without
motion, of neighbouring particles on a representative parti-
cle. The motion of o£her particles is represented by a
simple function of the volumetric concentration of the dis-

persed phase. The presence of other particles 1s represented



through the use of an empirical viscosity function which is
dependent on dispersed phase concentration.

Many strictly émpirlcal models have been reported to
describe multiparticle settling phenomena. These models have
usually evolved from batch studies in which the settling
behaviour of slurry particles in a quiescent fluid is deter-
mined. Experimental limitations have restricted the useful
information which has been obtained from these investiga-
tions. The extreme difficulty of measuring particle motion
1n the interior of a multiparticle cloud without perturbing
the flow has confined attention to the observation of parti-
cle motion close to the container walls or close to the
solid-fluid interface where the settling characteristics may
not be representative of the slurry as a whole.

Independent of the approach used to describe multi-
particle sedimentation, the resulting models show the set-
tling velocity of the dispersed phase to be a function of the
local particle volumetric concentration only. This depen-
dence has never been verified.

Most investigations have focused on the determination
of multiparticle settling velocities at relatively high par-
ticle concentrations since this is an area of concern to many
technologies. Relatively little attention has been given to
the determination of the settling characteristics of multi-

of
particle systems at dilute particle concentrations, and few

o Ly o .

-



data are available in this region. The sedimentation charac-
teristics in the dilute concentration region are usually
estimated by extrapolation of the models developed for the
more concentrated region. The accuracy of this approach for
predicting dilute concentration sedimentation 1is not known.

It would be of benefit to determine the sedimentation

characteristics of dilute concentration suspensions such as
would occur 1in the clarification zone of a final clarifier.
This could lead to improved design and operating criteria for
the activated sludge system. A study was initiated to inves-
tigate this area. The specific objectives were:

(1) to determine the dependence of dilute particle
sedimentation on the local suspended solids con+
centration, and

(2) to determine the accuracy of existing models for
describing particle sedimentation in dilute .

slurries.
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CHAPTER 2

MULTIPARTICLE SEDIMENTATION

Considerable attention has been given to describping
particle sedimentation. For the case of a single spherical
particle settling under the 1influence of gravity in an infi-
nite fluid, a number of correlations are available to des-
cribe the settling velocity as a function of Reynolds number.
For the conditions of very low Reynolds number, the creeping
flow regime, particie sedimentation 1s adequately descraibed

by Stokes law:

2
Vap = i;E__Iégi,BE_E (2-1)
where: VST = Stokes velocaity,

pp = particle density,
te = fluid densaity,
D = particle diameter,

g = gravitational constant, and

4 = fluid absolute viscosity.

If only a few identical particles are added to the
fluid, the descraiption of the motion of the particles becomes
more complicated and the settlinco velocity of the individual

particle 1s no longer described by Stokes law.



Investigators have used several approaches in an

effort to describe multiparticle settling rate as a function

of particle concentration. The various models reported in
the literature can be conveniently, 1f somewhat arbitrarily,
classified as theoretical, semi-theoretical and empirical.

2.1 THEORETICAL MODELS OF
MULTIPARTICLE SEDIMENTATION

Several analyses have been presented for fluid flow
relative to assemblages of particles. Analytical solutions of
the equations of motion beyond the creeping flow regime for
multiparticle systems have not been reported due to the non-
linearity introduced by the inclusion of inertial effects.
Further to the restriction of creeping flow, most investiga-
tors have used simplified systems consisting of identical
spherical particles which do not collide or flocculate. Des-
cribing the motion of particles and fluid in multiparticle
systems requires the specification of boundary conditions to
account for the effect of neighbouring particles and vessel
walls on the motion of a single particle. This difficult
boundary value problem has been attempted using three major
methods: the method of reflectioﬁs, the method of point
forces and the cell model method. Success has been claimed
for all three methods for dilute suspensions; only the cell
model method has been considered useful for more concentrated

suspensions.



2.1.1 The Method of Reflections

This method was first used by Smoluchowski in 1911
and involves a piecewise matching of boundary conditio;s.
For a suspension of particles, each moving at a constant
velocity, the first reflection is the Stokes velocity field
which would be established by each particle if it were moving
at the same velocity but at infinite dilution. Assuming each
particle in the suspension establishes such a velocity field,
the net effect of the total field on an individual particle
can be determined by reflecting from it the sum of the first
reflections for all the other particles. In order for the
particle to maintain a constant velocity, an equal and oppo-
site field must be reflected from it. This reactive field
influences the motion of all the other particles in the sus-
pension. That 1s, the reactive field emanating from the sub-
ject particle 1s reflected off all other particles in the
suspension. The disturbances produced by each particle in
Ehe suspension are reflected from the other suspension parti-
cles and the vessel walls to produce succeedingly smaller
effects with each successive reflection. As Qointed out by
Happel and Brenner (1965), an iterative solution scheme is
established whereby particle-particle interactions can be
taken into account. The accuracy of the solution is directly
related to the number of reflections employed, subject‘to the

constraint that a suitable coordinate system, that is, a
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suitable spatial arrangement of varticles, is employed. This
method has proved successful for the cogditlon of dilute con-
centration which allows each particle to be considered as a
point. i

The method of reflections has beé@ used by McNown and
Lin (1952), Burgers (1942) and Famularo EAd Happel (1965) for

a cublc arrangement of particles and by Famularo and Happel

(1965) for a rhombohedral and a random arrangement of parti-

cles. All of these solutions are of the form:
\Y
r 1
= (2-2)
J
Ver 1+ ket/?
where: Ve = particle velocity relative to the flu:id,
VST = Stokes veloclity,
3 = volumetric particle concentraticon, and
K = constant,

The value of K ranges from 1.3 for the random swvatial
distribution to 1.92 for the cubic spatial distribution.
Based on Famularo's (1962) work, Happel and Brenner (1965)
suggest that the value of the parameter K in equation (2-2)
should be independent of the spatial arrangement of particles
provided that the distance between neighbouring’partlcles 18
not greatly different from the mean interparticle spacing.

Burgers (1942) used the method of reflections for the
assumptson of random particle arrangemenf and obtained the

solution:
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Ve 1

= (2-3)
VST 1 + 6.88¢

The different functional dependence of sedimentation rate on
concentration shown by equation (2-3) was ascribed by Happel
and Brenner (1965) to possible errors i1in defining the sgpatial

distribution of particles by Burgers (1942).

_ 2.1.2 The Method of Point Forces

The method of point forces has been used by Hasimoto
(1959), McNown and Lin (1952) and others [see, for example,

" Barnea and Mizrahi (1973)} to determine suspension settling
rate as a function of concentrgtion. In this method, the
suspension particles, which are assumed to occupy a cubic
array, are replaced by a point force which retards the fluid
motion. The resulting cubic lattice of point forces 1is then
used to modify the creeping flow equations. The form of
solution obtained by this method is identical to equation
(2-2). The values of the parameter, K, range from 1.6
according toe McNown and Lin (1952) to 1.79 according to
Hasimoto (1959).

It is interesting to note that the same form of
dependence of settling velocity on concentration has been
obtained by the method of réflections and the method of point
forces. The variability in the parameter, K, reported in the
literature is discussed by Happel and Brenner (1965) for the

case of a cubic spatial arrangement of particles. They



ascribe this variability, in pgrt, to the form of boundary
condition used at the containeﬁ wall. The no-slip assumption
used by Hasimoto (1959) results in a value for K of 1.76; the

perfect-slip assumption employéd by Famularo (1962) results

in a value for K of 1.91.

2.1.3 The Cell Model Method

The cell model method surrounds each particle ih oa
symmetrical particle assemblage with a fluid envelope so that
the suspension is assumed to consist of a number of identical
cells. The dimensions of the fluid envelope are such that
the ratio of the single particle volume to the cell volume is
the same as the volumetric concentration of the suspension.
For the case of one dimensional sedimegtation, Happel (1958)

derived the relationship:

_ 2 9),5/3 _ 342
Ve |3 3+ 0 3¢

v

_ AP (2-4)

ST 3+ 29273 AP

where it was assumed thét AP, the dynamic pressure drop, was
equal to APO, the dynamic pressure drop for Stokes flow.

This equation, which describes the settling veloecity for a
uniformly distributed particle assemblage, was obtained using
a spherical fluid envelope for which the radial velocity
componen£ and the tangential shear stresses were identically
zero at the surface, the so called free-surface assumptions.

By means of the free-surface assumptions, the surface of the
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fluid cell was made frictionless and the entire flow disturbance
due to each particle was confined to the cell of fluid which
surrounded it. The boundary value problem was thus reduced to

a consideration of a single particle and its bounding envelope.
Happel and Ast (1960) used the free surface approach for the
case of a spherical particle bounded by an infinitely long‘
frictionless’cylinder. Good agredment was obtained between

this model and the concentric sphere model for volumetric con-
centrations less than approximately 21 percent. This suggests

that the free surface cell model is reasonably insensitive to

the shape of the cells enveloping the particles.

Kuwabara (1959) used a treatment similar to Happel's free

surface model. Instead of the assumption of zero tangential
stress on the outer spherical envelope, Kuwabara used the boundary
condition of zero vorticity. This zero vorticity model has been
used by Gal-0Or (1970) for the creeping flow regime and by LeClair
and Hamielec (1968) for the intermediate Reynolds number range.

Solutions for the settling velocity of suspensions using
the cell model method show the same functional dependence on
particle concentration as equation (2-2).

All three theoretical methods of approach predict a
decrease in settling velocity proportional to ¢1/3. W?ile this
dependence has been widely accepted, Batchelor (1972);€As shown
that it results from the assumptién of a regular arrangement of
particles. A random particle distribution leads to a velocity

decrease proportional to ¢. The alleged experimental support
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for the ¢1/3 models has been based on the rate of fall of
the interface which Tory and Pickard (1981) noted is

often less than the mean velocity.

»

2.2 SEMI-THEORETICAL MODELS OF
MULTIPARTICLE SEDIMENTATION

Several investigators have proposed relations of the

form:
\Y 2
T T (L - ¢)" £(d) (2-5)
ST

where: V = particle velocity relative to fixed reference

frame, and

i

£ () viscosity function,
to describe the settling velocity for multiparticle systems.
Models of this form have evolved from the work of Burgers
(1941, 1942) and modify Stokes law to account for the effects
of\£he motion of and the presence of neighbouring particles
in a suspension. These correcting factors are functions of
particle volumetric concentration only.

According to Burgers (1941, 1942), the velocity field
imparted to the fluid by a settling particle has the effect
of inducing downward motion on neighbouring particles. Thus,

each particle in a settling suspension experiences a downward

drag, and its settling rate is therefore enhanced, due to the
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sedimentation of all the other particles. As the particles
move downward, each particle displaces a volume of fluid
equal to the particle volume. This return fluid flow due to
a single particle tends to decrease the settling rate of
neighbouring particles. The net effect of the motion of the
suspension particles on the settling rate of the multiparti-
cle system is influenced by these two factors.

According to Burgers (1941, 1942), the presence of
the suspension particles increases the stresses in the fluid.
These stresses arise from the inability of the solid parti-~
cles to deform in response to the velocity fields arising
from the settling of neighbouring particles. As a result,
the settling partlcle§ experience a resistance to settling.
Burgers (1941, 1942) suggests that this effect can be
accounted for by using a modified viscosity. A éingle parti-
cle, therefore, is considered to settle 1n a contlnuuﬁ con-
sisting of a fluid with modified viscosity.

Another effect arising from the mere presence of par-
ticles in suspension was included in the analyses of Steinocur
(1949) and Hawksley (1951). They suggested that the effec-
tive buoyant force acting on a particle should depend on the
density of the suspension as a whole, rather than on the den-
sity of the continuous phase only. This was later verified

by Richardson and Meikle (1961).
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The functional relationship expressed by equation
(2-5) was originally proposed by Hawksley (1951) and Steinour
(1949). 1In this equation, Stokes law 1s modified by the
factor (1-¢4) to account for the return flow effect; by a
second factor (l-¢) to account for the modified buoyancy
effect; and by the factor £ (%) to account for the modified
viscosity effect. As noted by Zuber (1964), the validity of
eguation (2-5) was questioned since the development was not
rigorous. Considerable support for the functional form of
equation (2-5) was provided by Zuber (1964), who obtained the
same dependence of multiparticle settling rate on particle
concentration by an independent analysis. Zuber framed the
one-dimensional steady-state settling problem in terms of
four equations. The eqguation of motion for the mixture and
the continulty equation for each phase were used to account
for the effects of the motion of the two-phase continuum.
The effects dug to the presence of suspension particles were

. accounted for using a phenomenalogical equation which 1ncor-
porated the apparent suspension viscosity to describe the
motion of a single particle i1n the two-phase continuum.

The differences among the various semi-theoretical
models of the form of equation (2-5) arise from the specifi-
cation of the function £(¢). This function defines the vis-
cosity of the multiparticle suspension, the apparent

viscosity, as a function of particle volumetric concentration.
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Einstein (1906) developed the theoretical expression:

;i = (1 + Ko) (2-6)
Tf
where: by T apparent viscosity,
ve = fluid viscosity, a -
K = constant.\\w~/////}yf

The parameter K was specified to be a function of the shape
of the particles and was determined to be 2.5 for spheres.
Einstein developed equation (2-6) for the assumptions of
creeping flow conditions 1n a suspension sufficiently dilute
that the particles did not interact hydrodynamically. This
allowed a solution for the apparent viscosity of the solution
as a whole by solving the equations of motion assuming
no-slip conditions at the particle surfaces for the case of a
single particle and then summing this solution to account for
the other suspension particles. This solution was a limiting
case of the method of reflections previously described and
required only that the spacial distribution of the particles
be specified. Cheng and Schachman (1955) have confirmed
equation (2-6) 1n experiments using latex particles.

Guth and Simha (1936) extended the analysis of
Einstein (1911) to include weak hydrodynamic interactions
between the suspension particles at dilute concentration.
They used the method of reflections, truncated after account-

ing for first reflection effects, to obtain:

o
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o

2 - 1.+ 2.5¢ + 14.14% (2-7)

f

This equation was modified by Saito (1950) to account for the
mutual volume of exclusion of the spheres to:

Ya 2
— = 1 + 25} + 1262 + ..., (2-8)
9

f
Vand (1948) also used the method of reflections and included

effects through second order reflections to obtain:

Ua 2.5¢%
—— - e : V -
e exp [1 - (39/64)¢>J (2-9)

which assumed no attraction or repulsion between particles,

and the relatlon;

U 5

a - as 2 - 55 + 2.7 i

v e‘<p[ 1= (39/64) ] (2-10)
which took into account doublet collisons. Vand (1948) pre-

sented data which agreed very well with equation (2-10).
Several investigators have attempted to describe sus-
pensions at high coneentratlons. At high concentration, the
spatial distribution of particles and the interparticle
hydredynamic effects exert a more pronounced effect on mult:i-
particle motion. In a semi-theoretical development, Mooney

(1951) obtained:

u
a _ 2.5¢ _
EE = exp [jffsz{J (2-11)

B
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which he claimed accounted for hydrodynamic interaction and
particle crowding effects. The parameter, K, the crowding
factor, apparently depended on the size distribution of the
spherical particles. For a suspension containing a single
s1ze spherical particle, the estimated range for K girven by
Mooney (1951) 1s: 1.35 < K < 1.91

It should be noted that the equations of Vand and
Mooney show the same form of dependence of apparent viscosity
on particle concentration. Empirical justification for this
form of dependence was claimed by Barnea and Mizrahi (1973)

who analyzed the data from sixteen sources and obtained:

2 = exp [i'?6§] (2-12)
f

In determining the viscosity of concentrated suspen-

Aoy

oy

si1ons, Brinkman (1952) extended Einstein's analysis by con-
sidering the effect of adding a single particle to a
suspension. In this approach, the suspension was viewed as a
fluid continuum of the same viscosity as the suspension. As
noted by Frisch and Simha in Eirich (1956), this analysis 1s

valid only for the case that the suspension 1s extremely

dilute. The following model was obtained in this analysis:
‘}J —
2 - (1 - k) %? (2-13)
f

]
-

where: K
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This equation was derived independently by Roscoe
(1952) who defined the parameter, K, to be a function of par-
ticle volumetric concentration. Maude and Whitmore (1952)
were able to fit their experimental data for spherical parti-
cle suspensions wlith Roscoe's model.

Simha (1952) used the cell model approéch previously
described to derive an expression showing the dependence of
the apparent suspension viscosity on particle concentration.
He assumed each particle to be enveloped by a rigid spherical
shell which was 1mpermeable to the flow fields established by
other particles of the suspension. By assumina no-slip at

the boundary of the solid shell, he derived:

- ) 25 o )
—3=1+2.5»;(1+25§- R TR Y¢S Py
£ L 4K 2K 16K° °C

and: u , -

2 =1 4 2_53[} + 22 . JE% :4/3 4 :é :5,3
S 4K 4K K
+ lﬁ% 0 4 ] (2-15)
16K

for dilute and concentrated suspensions, respectively. The
constant, K, was defined in terms of the maximum concentra-
tion and therefore is dependent on the spatial arrangement of
the particles as well as being a function of pqrtlcle concen-
tration. Simha (1952) states that K ranges from close to
unity for dilute suspensions to 1.81 foéTa concentrated hexa-

gonal arrangement and to 1.61 for a concentrated cubic

R
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arrangement. Cheng and Schachman (1955) provided empirical
support for Simha's model for the case K = 1.05.

Hawksley (1951) used the apparent viscosity derived
by Vand (1948) for his model. Using the data of Hanratty and
Bandukwala (1957) and of 0Oliver (1961), Zuber (1964) claimed
support for Hawksley's model as well as the Brinkman (1952)-
Roscoe (1952) model for the region 0.05 = % = 0.65. Further,
since Zuber (1964) derived eguation (2-5) by solving the two-
phase continuity and momentum equations, he felt that the
assumptions introduced by Hawksley (1951) with respect to the
return flow effects and the buoyancy effects were correct.

Barnea and Mizraha (}973) questioned the Hawksley
model since 1t apparently predicts a weaker dependence of
multiparticle settling velocity on concentration than had
been observed empirically for very dilute suspensions. Thesé
investigators felt that an additional correction factor was
needed to account for this deficiency. They derived an
expression for the sedimentation velocity of a suspension by
considering a force balance on a single particle 1n the sus-
pension. In accordance with the appgoach of Burgers (1941,
1942), they incorporated a momentum transfer effect and a
"wall hindrance" effect, both of which increased the drag
force experience by the particle. The momentum transfer
effect, whaich modified the interaction between the particles,

was interpreted as being strongly related to, although not
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equivalent to, the increase 1n the apparent viscosity of the
suspension as seen by the particle. The flu:d phase viscos-
1ty was replaced by the apparent viscosity in the drag rela-

tion using a correlation similar to that derived by Vand

— = exXp | —————" (2-16)

The "wall hindrance" effect accounted for the 1ncreased drag

(1948) :

ol
ol

experienced by the particle resulting from the return flow
due to the motion of other particles. The particle settling
velocity i1n the drag relation was replaced by a velocity
specified by the form of correlation determined by the theo-
retical approach to multiparticle settling:

v
Lo L (2-2)
Vst (1 o+ K3¢l"3)

Barnea and Mizrahi (1973) modified the buovancy force experi-
enced by the particle by replacing the specific agravity of
the fluid phase with the specific gravity of the suspension,
as suggested by Steinour (1949) and Hawksley (1951). The
resulting model for the creeping flow range is:

A%
e = 1 - b . (2-17)
ST 1/3 1
(1 + K3© ) eXP(j“:"ﬁ;g)

To determine the values of the parameters, Kl’ K2 and K3 in

eaquation (2-17), Barnea and Mizrahi correlated data for the

(
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creeping flow range from eight literature sources by an

1

K2 = K3 = 1.0. The detalls of this nonlinear optimization

lterative approximation scheme. They obtained: K, = 573,

are not presented, so 1t 1s not possible to estimate the
correlation among the parameter values obtained. The inves-
<

tigators claimed that éhe.model developed for the creeping
flow range provides a good fit for data at much higher
Reynolds numbers.

Brinkman (1947) considered the case of a spherical
particle embedded in a porous medium. He obtained a solution
in which the flow around the particle was described by the

creeping flow equation of motion and the flow through the

porous medium was described bv a modification of Darcy's law:
1 - (2 - 3) (2-18)

This approach has been criticized for lack of rigour due to
the empirical nature of Darcy's law, [(Happel and Brenner
(1965)]. Barnea and Mizrahi (1973) compared the Brainkman
model to the data from five published sources and noted the
poor agreement obtained. %

Loeffler and Ruth (1959) proposed a modified form of

the Carman-Kozeny eqguation:

= (2-19)
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2.3 EMPIRICAL MODELS OF ‘
MULTLPARTICLE SEDIMENTATION

Steinour (1944) proposed a relationship of the form
of equation (2-5) to describe multiparticle sedimentation to
account for the presence and the motion of the suspension
particles. Rather than using a theoretical development for
the viscosity function I (!) however, he used an empirical
factor which he determined from his sedimentation experi-

ments:

— = (1 - 1) exp (-4.19:) (2-20)

This correlation provided good agreement for his data i1n the
concentration range studied, 0.076 < ; = 0.498, but, as noted
by Barnea and Mizrahi (1973}, the fit was not good cutside
this range.

Maude and Whitmore (1958) proposed the model:

—

= (- " (2-21)
ST
where: VS = superficial relative velocity, and "
n = empirical constant,

to describe the dependence of multiparticle settling rate on

particle concentration. The exponent, n, was specified to Qe
a function of particle size distribution, particle shape, and
Reynolds number. They reported expénent values of 5, 2 to 4,

and 7 to 10, for uniform spheres 1n creeping flow, uniform
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spheres in turbdlent flow, and rough particles in creeping
flow, respectively.

Richardson and Zaki (1954) developed an expression of
the same form as equation (2-21) through the use of dimensional
analysis and an,experimental evaluation of the exponent. They assumed a spa-
tial arrangement for the particles of the suspension in which
identical horizontal layers of particles in hexagonal arrays
were stacked vertically. As noted by Happel and Brenner
(1965), they developed an approximate solution for the bound-
ary value problem which broke down at infinite dilution.

According to Richardson and Zaki (1954), the expdnent, n, in

"equation (2-21) should be 4.65 for spheres in creeping flow.

This model was intended to cover the range of dilute solution
to ¢ = 0.5.

Seve;al investigators have proposed a correlation of
the form oﬁ’equation (2-21) to describe the dependence of
multipé?ﬁggie settling rate on particle concentration. For
the case of spheres in creeping flow, the value of the expo-
nent, n, ranges from 4.65 to 5.0.

Gasparyon and Zaminyon (1959) and Rutgers (1962) pro-
posed a modified form of equation (2-21) to provide a better
fit to'experimental data in the dilute concentration.range:

. .

_.._._.=K(1-¢

N (2-22)
Vg

The additional parameter, K, also a function of Reynolds

number, apparently improved the model so that, a good fit to
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literature data was obtained by Barnea and Mizrahi (1973) for
the condition ¢ 2 0.1.

A substantial body of work has evolved from the
thickener design point of view. This approach is basically
empirical in  nature; no attempt is made to provide a funda-
mental hydrodynamic description of a single particle in the
slurry, rather an overall point of view is adopted and the
settling behaviour of the slurry as a whole is described.

Coe and Clevenger (1916) were the first investigators
to attempt a comprehensive description of thickening. They
introduced the concept that each horizontal plane in a con-
tinuous thickener had a capacity for transmitting solids that
was determined by the solids concentration in the plane.

That is, the particles in a continuous thickener settled at a
rate determined by the local solids concentration. The area
requirements for a continuous thickener would be determined
by that combination of local solids concentration and local
solids velocity which resulted in a minimum mass flux accord-

ing to the relation:

Vi
T (2723)
¢ ¢,
where: G, = particle flux,
v, = settling velocity of particles at concentration
¢., and
i
¢ = underflow particle concentration.
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Coe and Clevenger determined the particle settling
velocity as a function of concentr%tion from a series of
'batch tests in which the initial,,}inear, subsidence velocity
of the solid-fluid interface was/aetermined as a function of
the initial ‘uniform concentrati&n. By employing initial con-
centrations covering those expecé?d in the continuous
thickener ranging between the feed concentration and the
underflow concentration, the dependence of papticle flux on
concentration could be determined.

Kynch (1952) provide? a mathematical framework for
the observations of Coe and Clevenger. For the one dimen-
sional batch sedimentation of an initially uniform suspension
of identical spherical particles, Kynch postulated that
infinitesimally thin bands of progressively increasing parti-
cle concentration propagated upward from the bottom of the

. container to intersect the solid-liquid interface at a veloc-

.

ity: t
- d¢ -
U = EW (2-24)
where: U = velocity of propagation through the suspension

of a concentration discontinuity,

d¢ = incremental change in concentration across the
concentration discontinuity, and
.
dG = incremental change in flux across the concentra-

tion discontinuity.

By assuming that the subsidence velocity of the solid-fluid

interface was a function of the particle concentration at the

T

e .
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interface, Kynch showed that the solid-fluid interface height
versus time curve for a single batch test could be used to
determine the dependence of velocity on concentration.

The slope of the tangent at a given point on the
interface versus time curve is the instantaneous interface

velocity corresponding to the instantaneous interface concen-

tration:
H ¢
o = =22 (2-25)
1 H
1
where: ¢. = interface particle concentration when the inter-

p face is at height Hi

¢O = initial, uniform particle concenﬁkation,

HO = initial height of slurry, and

H; = ordinate intercept of the tangent to the inter-
face height-time curve at an interface height of
H

1
Kynch's analysis of batch sedimentatipn was adopted by
Talmage and Fitch (1955) who derived a design procedure by
which the required area for a thickener could be determined
from a single batch settling test. This procedure depended
on estiméting the compression point on the interface height
versus time curve. That is, it waé necessary to determine
the time at which the solid-fluid interface left the free
settling region and entered the compression region where the
interface solids received mechanical support from underlying

particles. This issue was not resolved by Talmage and Fitch.
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Two graphical approximation techniques have been used
to estimate the point of compression. Roberts (1949) assumed
that the time rate of change of concentration for solids in
compression could be described by a rate egquation, first

order with respect to dilution:

L= KO -0 (2-26)
where: D = dilution at time t (weight of fluid divided by
weight of particles),
t = time,
K = rate constant, and
D = dilution at infinite time.

(v o]

By plotting (D - D_) versus time, the location of the com-
pression point could be estimated as the point at which thais
relationship did not hold. It should be noted that this
technique required an estimate of D_, the dilution at
infinite time. Eckenfelder and Melbinger (1957) proposed a
simpler technique for estimating the compression point.
According to these workers, the compression point could be
located as the intersection of the interface height versus
time curve and the bisector of the angle contained between
the tangents to the compression zone and the free settling
zone, the two extremes of the interface height versus time
curve.

Considerable controversy existed over whether multi-

ple batch tests or a single batch test should form the basis
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for thickener design. Behn and Liebman (1963) and Scott
(1968) demonstrated that the batch settling curve could be
constructed from multiple tangents drawn to a single inter-
‘face height-time curve. Scott (1968) concluded from his
studies using flocculated silica that the single batch test
approach was at least as good as the multiple test procedure
of Coe and Clevenger (1916). Shannon c¢{ af. (1964) deter-
mined that the velocity-concentration dependence as deter-
mined from the single test Kynch approach agreed well with
that obtained from the multiple test approach for noncompres-
sible slurries of glass beads in water. Subsequently,

Tory and Shannon (1965) demonstrated a lack of correspondence
between the two approaches for a compressible calcium car-

bonate slurry.*

The discrepancy was ascribed to a nonrepre-
sentative estimate of interface concentration in the single
test approach due to the compression of already settled par-
ticles in the settling container. Tory and Shannon (1965)
Shin and Dick (1974), and Shirato et af. (1970) have shown
that significant compressive stresses are present in the com-
pression zone of a batch settling test thereby suggesting
that the Kynch (single test) approach would not apply to a
compressible slurry.

The work of Coe and Clevenger (1916) and of Kynch

(1952) on batch sedimentation forms the basis for most con-

tinuous thickener designs. The relationship between particle
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flux (product of velocity and concentration) and particle
concentration has been advocated for thickener design by
Yoshioka et af. (1957) and Hassett (1958), and adopted for
steady-state continucous operation by Keinath ¢t al. (1976).
The fundamental assumption for analyses of thickener design
and operation is that local particle velocity 1s a function
of local particle concentration. Considerable empirical evi-
dence has been presented to support this assumption. Shannon
and Tory and their coworkers [Shannon et a{. (1963), Shannon
and Tory (1966), and Tory and Shannon (1965)] demonstrated
good correspondehce between observed continuous thickener
operation and that predicted by batch flux curves for incom-
pressible slurries. Scott (1968, 1968a) worked with calcium
carbonate slurr1e§ and silica suspensions and was able to pre-
dict underflow mass discharge rates and concentration pro-
files in continuous operation from batch flux data. Javaheri
(1971) was able to predict continuous thickener performance
from batch flux data for slurries of glass beads, calcium
carbonate, and lime softening sludges. However, Comings
(1940) measurements of concentration profiles in continuous
thickeners and Scott and Alderton's (1966) measurement of
limiting continuous flux are-at variance with the Kynch
assumptions. Mancini (1962) and Dick and Ewing (1967) have
concluded that the Kynch assumptions are not valid for acti-

vated sludge suspensions. Dick, in particular, has done
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considerable research attempting to relate the settling prop-
erties of activated sludge to the rheological properties of
the suspension [Dick (1968)].

Much empirical evidence is available to demonstrate a
strong correspondence between observed continuous steady-
state thickener operation and measured batéﬁ/flux analyses
for incompressible slurries. Considerable uncertainty 1s
apparent in the literature for the case of suspensions which
are strongly non-ideal and for the case of non-steady-state
operation. While a strong dependence of particle settling
velocity on concentration is;generally accepted, the nature
of the dependence is ill—defined.

2.4 MULTIPARTICLE SEDIMENTATION AT
VERY DILUTE CONCENTRATION

While most of the work on multiparticle sedimentation
has been concerned with relatively concentrated slurries,
some studies have considered éarticle sedimentation in very
dilute suspensions. .The case of two equal spheres settling
together has been treated by Smoluchowski (1911) and Stimson
snd Jeffery (1926) and exact solutions for various two sphere
arrangements have been given by Goldman et af. (1966).
According to theée studies, the two spheres always move in
parallel withsthe same velocity. The vertical component of

the settling velocity is enhanced, relative to the single

partiéle Stokes velocity, by a factor of 1.4 when the two

Qe
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spheres come in contact in the horizontal plane, and by a
factor of 1.55 in the vertical plane. Particle interactions
were shown to be important even when the particles were sepa-
rated by several particle diameters. These theories are in
good agreement with the data of Eveson e¢f af. (1959) and
Happel and Pfeffer (1960). Enhanced settling velocity due to
hydrodynamic particle interaction has been described theo-
retically for very simple systems only; when several parti-
cles are present, the description of particle motion is much
more complicated and analytical solutions are not available
for these cases.

Kaye and Boardman (1962) were the first to experi-
mentally measure an enhanced particle velocity for dilute
slurries. 1In their batch sedimentation studies, the settling
velocities of a few coloured spheres were observed in slur-
ries of transparent spheres. By varying the -number of trans-
parent spheres, they were able to determine particle settling
velocity as a function of particle concentration. They noted
that particle settling velocity increased from the Stokes
value at infinite dilution to a maximum value approximately
one and one-half times the Stokes value at a volumetric con-
centration of about 1.2 percent. At greater volumetric con-
centrations the velocity decreased with increasing
concentration. They speculated thal the enhanced settling

rates were caused by the formation of particle clusters, by
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which a number of particles would become strongly enough
associated to settle as a group rather than individually.
That 1s, each cluster could be viewed as a single particle of
modified density, whose size was determined by the number of
particles in the grouv. According to Kaye and Boardman
(1962), clusters were continually forming and disintegrating
during the sedimentation process.

This work led others to investigate the behaviour of
particles at dilute concentrations. Johne (1966) performed
experiments with monodisperse suspensaions of 200um diameter
glass spheres, a small number of which were radioactive.

Mean velocities as a function of suspension concentration
were determined by monitoring the time of fall of the radio-
active particles with a scintillation counter. Johne (1966)
confirmed Kaye and Roardman's (1962) observation that the
maximum particle settling velocity occurred at a volumetric
concentration of approximately 10—2; however, he measured a
maximum velocity 2.1 times larger than the individual parti-
cle Stokes velocity. He ascribed the lower velocity enhance-
ment reported by Kaye and Boardman (1962) to the fact that
the tracer particles used 1n their experiments were of
different size than the suspension particles. Data presented
by Johne (1966) and Kaye and Boardman (1962) support this
interpretation. Both groups showed that as the difference 1in

size between the tracer spheres and the other suspension
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spheres increased, the concentration at which the maximum
settling velocity was observed increased but the extent of
the velocity enhancement decreased.

Koglin (1972) extended Johne's work using the same
experimental .techniques and showed that, for a monodisperse
suspension of spherical particles, a maximum settling veloc-
ity of three times the Stokes velocity occurred at a volu-
metric concentration of 1.3 percent. Through experiments with
different diameter cylindrical containers, he demonstrated
that the lower velocity values reported by Johne (1966) and
by Kaye and Boardman (1962) could be explained by wall
effects.

Koglin (1971} demglstrated that, for a given slurry
concentration, the velocity distribution resulting from the
dynamic formation and disintegration of particle clusters
could be described by a logarithmic normal distribution at
any given concentration.

In subsequent work, Koglin (1973) showed that the
logarithmic normal distribution observed for spheres was also
valid for plastic discs and irregularly shaped limestone par-
ticles. In these experiments using different particle
shapes, it was shown that the extent of increase in the set-
tling velocity relative to the Stokes velocity was inversely
proportional to the square root of the particle sphericity

and directly proportional to the square root of the number of
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particles in the cluster. His data showed that the concen-
tration at which the maximum velocity occurred, as well as
the extent of velocity enhancement,'decreased as the partaicle
sphericity decreased. This was ascribed to the lower sta-
bility of the clusters formed by nonspherical pértlcles. He
claimed support for this i1nterpretation usina the daéa of
Barford (1972) who performed settling experiments using
irregularly shaped particles over the volumetric concentra-
tion range of 0.002 to 1.15 percent. He observed a maximum
settling velocity approximately ten percent greater than the
Stokes velocity at a concentration of 0.2 volume percent for
three different mean particle sizes: - 13um, 22.5um, and 30.m
diameter. Barford (1972) assumed that the particles settled
as 1f they were ordered in pairs with an assumed centre to

centre separation and a random angle of i1nclination. By

/_/-’\.

usina a Poisson distribution of particles 1}\i§e suspension
and the calculations of Goldman ¢? ad¢. (1966), he was able to
fit his data 1n the concentration range of 0.015 to 0.1 volu-
metric percent. Poor agreemeﬁt with his data was evident
outside this concentration range.

These studies suggest that the dynamic formation and
disintegration of particle clusters accounts for the enhanced
settling velocities observed for-very dilute slurries.
Conditions favouring.cluster formation are appare;tly present

in a slurry due to the random spatial distribution of the
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particles. The extent of velocity enhancement depends on the

si1ze distribution, sphericity and concentration of the slurry

particles.



CHAPTER 3
THE OPTICAL MEASUREMENT OF PARTICLE

VELOCITY AND CONCENTRATINN
It 1s evident that the understanding of multiparticle

sedimentation has been limited by the complexity of the

-

governing equations and by the difficulty of empirically

determining localized particle velocities and concentrations.

It would be beneficial to be able to measure local-

1zed velocities and concentrations in a settling slurry.
These measurements would allow an evaluation of the universal
assumption that localized particle velocity 1s a function of

localized particle volumetric concentration and a determina-

tion of the influence of operating variables on the thicken-
ing and clarification functicons of a final clarifier. The
development of laser technology has made possible the mea-

surement of particle motion with accuracy and precision.

3.1 THE OPTICAL MEASUREMENT OF PARTICLE VELOCITY

3.1.1 The Doppler Shift

Consider monochromatric radiation of wavelength 1\,
and speed ¢ emanating from a stationary laser source and
impinging a particle, (see Figure 2).

The incident radiat:ion

moves in the direction defined by the unit vector n_ and
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FIGURE 2

LIGHT SCATTERING BY A PARTICLE

INCIDENT  LIGHT
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illuminates a particle having a velocity v where |v]|<<c. For
a stationary particle, the number of wavefronts striking it
per unit time would be c//\i Or w; ., where wy is the frequency
of the incident radiation. Since the difference between the
velocity of the particle and the illumination is:

c - X'Ei (3-1)

N

|
the number of wavefronts incident upon the particle per unit
time is:

-

wy = (c = ven )/, . (3-2)

where wp i; the apparent frequency of the incident radiation
to the particle and hence represents the number of wavefronts
scattered Ey the mdving particle per unit time.

For a fixed detector which collects radiation scat-’
tered in the direction Do the number of wavefronts col-
lected 1is wp' After the scattering of one wavefront, the
particle moves toward that wavefront with a speed ven .- Thus,
when the next w%yefront is scattered after a time interval
l/wp, the first wgvefront is a distance (c - g-gsc)/wp away
from the particle. To the fixed detector, the apparent wave-
length of the scattered radiation is:

Aee =

—_—

c - X'Esd)/wp = A lle —ven  )/(c - veny) (3-3)

\

The frequency of the scattered radiation with respect to the

fixed detectof is:
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ven
i
C — ven, l] - ———
w == Sl =y < (3-4)
sC A A. | C - ven i ven
SC 1 — — —8C 1 - =sC
c

and the difference in frequency between the scattered radia-

tion and the incident radiation, the Doppler shift, is

Wy = Wg T Wy (3-5)
That is:
¥-n.
1 - w, ve(n - n.)
- C _ - 4 - '=sc -i _
wD wi ven wi c v'n (3-6)
1 - -scC 1] - =S¢
Since |v]|<<c, then
ny
wD = -—)\-(-D— . (D-SC - P_l) (3=-7)

i

where: Ao vacuum wavelength of incident radiation, and

]

index of refraction in the medium surrounding
the particle.

The determmination of particle velocity, therefore, involves
the determination of the frequency shift, the Doppler shift,
induced in the scattered radiation by virtue of the particle
motion.

For fixed orientations of the incident and scattered
light beams, the frequency shift, Wy gives the component of
velocity in the direction (Esc -~ gi). For the laser Doppler
system used in this investigation, the vertical component of

the particle settling velocity relative to a fixed observer

was calculated using:

-e
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“p

V = 127,289 (3-8)
Refer to Appendix II.

3.1.2 The Heterodyne Detection
of the Doppler Shift

Forrester ¢t al. (1947) were the firft to suggest
that heterodyne detection could be achieved with signals of
optical frequency and Forrester et af. (1955) subsequently
demonstrated the effect. Conventional "monochromatic" light
sources produce radiation with relatively large bandwidth and

low intensity per unit bandwidth thereby limiting the optical

heterodyne technique to the detection of frequency shifts

greater than lO9 Hz due to poor signal to noise ratios [Angus

et af. (1969)]. With the development of gas lasers which
produce essentially monochromatic radiation, heterodyning in
the optical frequency range éor frequency shifts less than
lO9 Hz became feasible [Forrester (1961), Stone (1963)]. The
shift in frequency of laser light scattered from a movang
object can be determined by optically mixing the scattered
radiation with a geference beam af unshifted frequency from
the same laser on the surface of a photosensitive square law
detector.

For a square law detector, the emission of an elec-

tron from the photocathode is proportional to the intensity

of incident light, that is, to the square of the total

... T
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electric field intensity. If two sine waves of different
frequency are superimposed on a photocathode, the result is
an output signal whose amplitude is modulated by the differ-
ence frequency, [Stone (1963)]. Consider two monochromatic
light beams of slightly different frequency combined on the

surface of a photocathode:

El = ElO sin 2ﬂwot

E, E20 sin 2ﬂ(mo + wD)t (3-9)

£
=2
o
H
®
o]
il

1.2 electric fields of signals 1 and 2,

E10,20 = amplltudes of signals 1 and 2,

wy = frequendy,
Wy = frequency difference, and
t = time,

The output current, i, is proportional to the ‘square of the

incident electric field:

. 2
i a(El + Ez) (3-10)

Due to the frequency response characteristics of a
photomultiplier tube, terms in the expansion of the output
current having frequencies of the order of Wy will result in

a DC current proportional to the time average of those terms.

P W, <<w
or D o

2 2

BE + E
. 10 20 .
i a 5 + ElO E20 sin 2n(th + ) (3-11)

i b b S %
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where the phase angle, 7, is a constant if the two beams are
coherent, [Goldstein and Kreid (1968)]). The first term in
equation (3-11) is the DC current and the second term is the
AC or Doppler current. Knowledge of the frequency of the
D?ppler current and the geometry of the light scattering
system allows the particle velocity to be calculated accord-

ing to equation (3-7).

3.1.3 The Laser Doppler Anemometer

A schematic of the components of a typical laser
Doppler system is shown in Figure 3. The light from a laser
source is split into two fractions, a reference beam and a
scattering beam. These beams are made to intersect at the
desired location in the fluid;solid system by various optical
elements. Part of the light scattered from the intersection
point is collected by the elements of the receiver- optics and
directed to the cathode of a photomultiplier tube. The
geometrical arrangement of the incident and collection opti-
cal elements is such that that portion of the reference beam
which reaches the detector has experienced no frequency shift
while that portion of the scattering beam reaching the detec-
tor has been frequency shifted by the Doppler effect due to
the motion of the scattering centres. The output current of
the detector is -then processed electronically to extract the
desired frequency (and hence velocity) information. Many

variations are possible with respect to the geometrical
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arrangement of the system components and the method of
extracting the requisite velocity data from the detector
output. The laser Doppler anemometer used in this study 1is
described in Chapter 4.

The laser Doppler technique was developed in the
middle 1960s. Yeh and Cummins (1964) measured the fully
developed laminar flow profile for water flowing in a duct of
circular cross-section. Laminar flow development was studied
in a square duct by Goldstein and Kreid (1967) and in a round
duct for water at low Reynolds number by Foreman et al.

(1966) and Berman and Santos (1969). Studies were performed
with water [Goldstein and Hagen (1967), and Pike et al.
(1968)] and dilute water-polymer solutions [Goldstein et af.
(1969)] for flows covering the range from the laminar region
through transition to full turbulence. Studies of turbulent
flow have been made in gases [Foreman ez af. (1966) and Lewis
et af. (1968)] and in rocket and jet exhausts [James et af.
(1968)]. Since this pioneering wgrk in the use of laser
Doppler anemometry, the technique has been applied to a
number of complex fluid flow problems [see, for example, the
monograph by Durst et af. (1976)].

The accuracy of the velocity measurement variés
inversely with the bandwidth of the Doppler signal. The
total signal bandwidth is the sum of the broadening due to

the bandwidths of: the laser source, the detector output
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electronic processing instrumentation, the Brownian motion of
the scattering particles, the velocity gradients in the scat-
tering volume of the slurry, and the angular uncertainties
inherent in the arrangement of the elements of the incident
and collection optics [Angus et af. (1969); Goldstein and
Kreid (1967)). The broadening due to the laser source can be
as small as 10 to 20 Hz for low power helium-neon lasers
[Goldstein and Kreid (1967)], and as large as several hundred
hertz for high power argon lasers [Bloom (1968)], while that
due to the detector output instrumentation can be less than)
10 Hz [Yeh and Cummins (1964); Goldstein and Kreid (1967)].
The broadening due to these effects and that due to Brownian-
motion [estimated to be about 10 Hz by Yeh and Cummins (1964)
for spherical particles of diameter 0.5 micrometers and spe-
cific gravity 1.0] is constant and is significant only at
very low levels of Doppler shift according to Goldstein and
Kreid (1967). The broadening due tqQ velocity gradients in
the finite scattering volumeAEBEEfvzg by the detector has
been reported to be directly proportional to the spatial
resolution of the incident laser beam. Angus et af. (1969)
found that a diffraction limited spot size of 10 micrometers
was obtainable with a helium-néon laser, enabling them to
sample across the laminar sublayer in turbulent pipe flow to
within 10 micrometers of the wall. By proper design of the

laser Doppler system, Angus ¢f af. (1969) reported that
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frequency changes of approximately 10 Hz out of absolute
light frequencies on the order of 1014 Hz may be observed.
The high degree of resolution possible with the laser
Doppler system has made possible the precise measurement of
very low velocities. Angqus ¢t af. (1969) have claimed that
the minimum detectable velocity with this technique is on the
order of 10—-5 m/sec with an average deviation of 0.24 perxrcent
from theoretical predictions for fully developed laminar flow
in circular cylinders and square ducts. Yeh and Cummins
{(1964) reported that velocities as low as 7 x 10“5 m/sec
could be measured and they and Foreman e¢f af. (1965) demon-
strated excellent agreement with the theory for the measure-
ment of centre line velocities ranging from 10~3 to 1 m/sec
for pipe flow. Goldstein and Kreid (1967) measured velocity
profiles in a transparent tube with a low power helium-neon

liser. Mean speeds of from 6.5 x 1073

to 3.62 x 1072 m/sec
were measured with a reported accuracy of about 0.1 percent.
The laser Doppler technique appears to be well suited
to a determination of localized particle velocity in a
laboratory scale continuous sedimentation vessel. The
technique offers a high degree of épatial resolution along l3
with very good precision and accuracy. Measurements can be

made with minimal perturbation of the slurry so that the

velocity of the test system 1s not modified by the measuring Q‘
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device. Further, the possibility of real time measurement of
velocity is possible with this technique.

The advantages of laser Doppler anemometry appear to
be significant when compared with the drawbacks associated
with other'means of obtaining velocity information. Techni-
gues which require tﬁe collection of slurry samples or the
insertion of probes have the obviou: disadvantage of distort-
ing the slurry sedimentation to an unknown degree. Techni-
gques which depend on the monitoring of the motion of a small
number of "tracer" particles in a slgrry lack the spatial
resolution of the laser Doppler technique.,

3.2 THE OPTICAL MEASUREMENT OF
PARTICLE CONCENTRATION

Optical techniques offer the potential of continu-
ously and remotely monitoring the localized concentration of
particles in a slurry with minimum disturbance to the system.
Suspended particles in a fluid scatter and absorb radiation
to a degree depending on their size, shape, refractive index
and the wavelength of the incident radiation. The scattering
of light is the result of the interxaction of electromagnetic
waves and the electrons in the particle; the incident waves
produce periodic oscillations in the system which then radi-
ate secondary waves as the scattered radiation. This radia-

tion includes the diffracted, refracted and reflected compo-

nents. "

P

PAr I



50

There are two basic methods of approach to describing
light scattering. 1In one approach, the charges resulting
from the interaction of the incident radiation and the parti-
cles are represented as an array of linearly oscillating
dipoles. This approach was developed by Rayleigh 1n the late
1800s and 1s applicable to particles much smaller than the
wavelength of the incident radiation. In the other approach,
electromagnetic field theory i1s used to describe the scatter-
ing phenomena. This approach was adopted by Mie (1908) who
provided the theoretical framework which has been extended by
others to provide a complete description of the theory of
light scattering by spheres [see Van de Hulst }1957) and
Kerker (1963)]. The Mie theory 1s not restricted by particle
si1ze and agrees with the Rayleigh theory for the limiting
case 1n which the particles are much smaller than the wave-
length of the 1incident radiation.

The Mie theory of light scattering allows for the
absolute determination of particle concentration 1f the prop-
erties of the scattering system are known. However, the
theory is valid only for cases in which single, independent
scattering occurs. Van de Hulst (1957) notes that the
assumption of independent scattering implies that there 1s no
systematic relation between the phases of the radiation scat-
tered by neighbouring particles. This condition is met by a

random spatial distribution of scattering centres whose

>
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centre to centre separation i1s not less than three times the

particle radius, [Van de Hulst (1957)]. Churchill v¢ ad.

(1960) verified this criterion for independent scatterina by

experiments with very dense hydrosols.

The assumption of single scattering 1is met by dilute

suspensions. According to Green ¢f af. (1964),

the single
scattering requirement 1s met when the light scattered by a
suspension of N similar scattering particles 1s N times the
intensity of that scattered by a single particle, and the

y energy removed from a beam of light traversing the

suspension

1s N times that removed by a single particle.

(1957)

Van de Hulst
points out that this simple proportionality to the

number of particles holds only if the radiation to which each

particle 1s exposed 1s essentially that of the original beam.

In a suspension, however, each particle is also :1lluminated

by light scattered by the other particles and light from the

original beam 1s attenuated by the other particles. When

these effects are strong, multiple scattering 1s said to
occur and the simple proportionally does not exist. The
problem of determining the scattered intensities inside and
outside the suspension under the conditions of multiple scat-

tering is a very difficult mathematical problem

[Chandrasekhar (1950)], and solutions have been obtained for

very simple cases only. Based on the work of Churchill et

af. (1960), Green et af. (1964) suggest that multiple
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scattering may be assumed to be insignificant for suspensions
whose centre to centre particle spacing is greater than
approximately three times the particle radius. This crite-
rion neglects the optical thickness of the suspension which
w1lll have a strong influence on the degree of multiple scat-
tering [Hodkinson (1966)]. Van de Hulst (1957) suggests that
multiple scattering effects can be assumed to be insignifi-
cant 1f the intensity of a beam of light 1s attenuated less
than 10 percent by the suspension.

For suspensions of spherical particles of uniform
size and density, particle concentration can be determined by
the Mie theory providing the criteria for single scattering
and independent scattering are not violated. For the experi-
mental apparatus employed in this study for measurlné local
particle velocity by laser Doppler anemometry, 1t was conve-
nient to measure particle concentration by two methods: by
the degree of extinction of a transmittance beam and by the
intensity of light scattered by the slurry at a known angle.

3.2.1 The Estimation of Particle
Concentration by Transmlttance

According to the Bouguer Law, the transmitted and
incident intensities are related by:

TL - oTkx (3-12)
(@]
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where: I = transmitted intensity, )
IO = incident intensity, .

k = extinction coefficient, and
X = thicknesé of the suspensian.
N The extinction produced by one particle is described
- ra
by the particle extinction coefficient, E, where: ¢

E = total flux scattered and absorbed by the particle’
total flux geometrically incident on the particle

If there are N particles of projected area A in a
unit volume of suspension whose particles have identical
extinction coefficients, the Bouguer Law may be expressed:

-NAEx
= e

I
T = (3-13)
(o)

Iy
.

Since spherical particles of uniform diametér were employed
in this study, and since the particle diameter was large
relative to the WEvélehgth of the incident radiation (parti-
cle size parameter a = 145), the extinction coefficient was
known to be identic;lly ﬁwo. Thus, knowing the suspension
thickness, the projected area concentration, NA, could be
determined from measured values of I and IO according to
equation (3-13). Further, since the partfole density and

projected area were known, equation,(j—lB) could be expressed

as: .

I ‘— . -
loglol(-I—;-‘) = -2.9655¢C | (3-14)

where: C = particle mass concentration,

vy
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The transmitted intensity was measured at each-of
several locations in the settling column for each run. The
particle mass concentration was estimated from these measure-
ments using the relationship:

log,, () = 2.0140 x 1073 - 2.5093 ¢ (3-15)

o

which was determined by least-squares techniques from the
calibration experiments deécribed in Appendix I&. The trans-
mittance with the settling column filled with water but
devoid of particles, Io, was determined to be 571.348 voilts,
(see Section II.1.4). The measured correlation between
transmitted iptensity and particle mass concentration is
shown in Figure 4. Also plotted is the relationship pre-
dicted by equation (3-14) which was determined from the mea-
sured values of particle diameter and dgnsigy?\

The divergence of these curves may result, in part,
from uncertainty in the estimates of particle diameter and
particle 'density, ([which would inf}uence the slope in equa-
tion {3-14)], and, in part, from the effects of multiple
scattering, [which would influence the slope in equation
(3-15)1]. Hodkinéon (1966) claims that a large amount of
multiple scattering will not affect the Bouguer Law when the

field of view of the detector is limited to: +

3.84

5 < 10 o o (3-16)
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where: 8 detector field of view (radians), and

Q
|

particle size parameter:

D

where: D

p particle diameter, and

= wavelength of radiation in the suspending
medium.

Arel
The field of view of the detector employed in this study,
8 = 5.88 x 10-S radians, was sufficiently gmall to meet
Hodkinson's requirement, 6 = 2.6461 x lO—3 radians from equa-
tion (3-16), to ensure the absence of multiple scattering
effects. Since this criterion takes no account of suspension
thickness, however, the influence of multiple scattering
could not be ignored. 1In fact, for the range of extinctions
measured in this study, the work of Van de Hulst (1957) wou}d
suggest that multiple scattering was present. The suspension
mass concentrations measured in this study were sufficiently
low to meet the criterion for independent scattering accord-
ing to the studies of Churchill et af. (1960) and Van de
Hulst (1957).

3.2.2 The Estimation of Particle
Concentration by Angular Scattering

According to Mie theory, the light scattered by an
optically isotropic sphere of a given refractive index can be
described as a spherical wave composed of two groups of par-

tial waves:
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A 2
_ _rel . : _
Tg = —3 3 (i * iy (3-17)
Bm R .
where: Iy = intensity-of light scattered in direction 6,
A = wavelength of incident radiation in the sus-

pending medium,

R = distance between the detector and the parti-
cle, and

1,12 = amplitude functions.

The values of il and 12 are defined in terms of the coeffi-
cients of the electric and magnetic waves. The result is
expressed in a complicated series of te}ms involving Bessel,
Hankel and Legendre functions as well as the particle size
parameter, o, and the refractive index, m, of the particle
relative to that of the medium in which it is suspended.

The angular distribution of inténsity is a compli-
cated function of the scatteringQéngle, , and the degree of
comp&sxity increases with particle size. As particle size
increases, the scattering patt;rn becomes more forward
directed and develops an array of angular maxima and minima
in addition to the principal forward maximum. Hodkinson
(1966) notes that the number of minima in the pattern between
§ = 0° and 98 = 180° ié approximately equal to a, the particle
size parameter., *

A further complication arises for the case of concen-

trated suspensions. In order to estimate particle concentra-

tion through the Mie theory, account must be taken of the
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.
attenuation experienced by the incident radiation prior to
reaching the local suspension volume from which the scattered
intensity is to be measured and of the attenuation exéeri—
enced by the scattered radiation as it traverses that portion
of the slurry between the logal scattering volume and the
detector. Hodkipson (1966) suggests that this complication
can be overcome by normalizing the scattefed intensity, Ie,
by the transmittance, I. He presents a derivation to relate
the normalized scattered intensity to the particle projected
area concentration, Ca
ig = C_(V)y(i; + 1i,) (3-18)
I a 1 2
2

D
where: Ca = —E—,

v

4
volume of suspension sampled, and

vy = solid angle subtended by the dﬁtectcr.

Equation (3-18) is claimed by Hodkinson to be valid for those
situations in which the transmittance is within a few percent
of 100 percent; that is, in the absence or significant multi-
ple scattering.

As previously noted in the discussion of transmit-
tance measurements, there is strong evidence to suggest that
multiple scattering effects were appreciable throughout this
study. In view of the documented breakdown of the Mie theory

for small amounts of multiple scattering, it is evident that

an absolute estimate of particle concentration could not be
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obtained by the measurement of scattered light intensity at a
given angle.

A series of experiments was performed (see Appendix
II) to determine- if a useful correlation could be obtained
between scattered light intensity and particle mass concen-

tration. It was determined that, within experimental error,

the relation:

I
log SC28 1 = -3.0802 - 0.7663 C (3-19)
10 I
where: ISca = scattered 1intensity at angle 6,
Io = incident transmittance intensity, (see
Appendix VI), and
C = particle mass concentration,

described this dependence at the 95 percent confidence level
for the range of particle mass concent}ations used in this
study. This correlation was observed to hold independent of
the location of the scattering volume within the suspension,
Using Hodkinson's (1966) approach of normalizing the

measured scattered intensity, the relation:

I
log, [-igé} = -6.2759 + 1.7430 C (3-20)

where: I = intensity of the transmittance beam,
was determined to describe the dependence of scattered inten-
sity on particle mass concentration at the 95 percent confi-

dence level for the case in which there were no concentration

PP
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gradients in the suspension. These correlations are shown in

Figure 5.

3.2.3 Summary of the Optical(&easure—
ment of Particle Concentration

The scattered light intensity and the transmittance
were measured at each of thg 40 sampling locations for each
experimental run. The particle mass concentration was esti-
mated from the measured transmittance using equation (3-15);
from the scattered intensity using equation (3-19); and from
both the measured transmittance and the measured scattered
intensity using equation (3-20).

The transmittance measurement has the disadvantage of
lacking spatial specificity along the axis of the incident
radiation. The mass concentration determined by this method
represents an estimate averaged along the longitudinal axis
of the incident transmittance beam. With this measurement,
1t is not possible to discern variations in particle mass
concentration in the direction parallel to the incident
radiation.

The scattered intensity measurement has the advantage
that an estimate of particle mass concentration can be
obtained from a localized region within the slurry. Although
the calibration experiments described in Appendix II demon-
strate that the correlation of equation (3-19) is independent

of location within the settling column for the case of
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FIGURE 5
SCATTERING BEAM INTENSITY AND

\
COMBINED SCATTERING BEAM ~ TRANSMITTANCE
VS MASS CONCENTRATION
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w

spatially uniform particle concentration, this correlation
may not hold for the case of significant particle concentra-
tion gradients in the settling column. For a non-uniform
particle distribution, account would have to be taken of the
varying degrees of attenuation experienced by the incident
and scattered radiation as a fun;tlon of location within the
column.

Hodkinson's (1966) approach of normalizing the scat-

tered intensity with a measured transmittance value may alle-

viate some of the uncertainty inherent in the scattered

[ S Y Y e S

intensity measurement due to particle concentration grad-
ients. While this approach is convenient, 1t suffers from
the fact that two measurements of light intensity must be
made thereby increasing the variance of the estimate of par-
ticle mass concentration. In addition, since the correlation

of equation (3-20) depends on a "correction" based on the

Al

measurement of transmittance, the advantage of a localized

measurement of particle concentration is somewhat diminished.



CHAPTER 4

THE LASER DOPPLER INSTRUMENT

4.1 EX ERIMENTAL&%RRANGEMENT

\@ block diagram of the experi&éntal apparatus 1s
shown 1n\F§gure 6. / The output from the laser source was
split 1into t£ree beams by the 1incident optics: the transmit-
tance beam, the scattering beam, and the reference beam. The
transmittance beam was used for aligning the settling column
and tﬁe detector assembly. The scattering beam was directed
into the settling slurry, in tze same vertical plane as the
transmittance beam, at an angle of 17 degrees to the horizon-
tal. The reference beam was directed around the settling
column to the reéeiv1ng optics in the same horizontal plane
as the transmittance beam. The receiver optics limited the
field of view of the detector and directed the collected
light to the photocathode of the photomultiplier tube.

During the course of an experiment, measurements were made of
the scattering beam, the reference beam, the transmittance
beam and various combinations of these three beams. For
those i1nstances in which a particular beam was not needed for
a measurement, a light trap was used to prevent unwanted
laser light from entering the field of view of the detector.

The detector output was processed electronically to determine

<
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the Doppler frequency which was subsequently recorded on mag-

netic tape.

3

4.2 THE LASER

~-—

A Spectxra Physics model 164 argon ion laser was used
in this study. This laser was equipped with a prism assembly
allowing single line operation at 4880 R and an interx-cavity
aperture allowing single mode operation. A light stabilizer
increased the stability of the output power (nominally * 0.5%
over 10 hours) and decreased the output noise (nominally 0.2%
rms, 10 Hz - 2 MHz). The use of this laser sacrificed the
low noise operation of neutral atomic gas lasers such as
helium-neon and helium-cadmium for the increased power

attainable with an ion laser.

4.3 THE DETECTOR

An RCA 7265 photomultiplier tube was used in this
study. This detéctor, a l4-stage, head-on type with a mult%—
alkalai photocathode, provided a S-20 spectral response with
high quantum efficiency and low dark current. The photo-

A
multiplier cqﬁhode was operated at a potential of minus 2200
volts DC relative to the anode by means of a regulated, Fluke
Manufacturina Company model 415-B power supply and the voltage
divider network recommended by the manufacturer.

To reduce photocathode thermionic emission noise, the

photomultiplier was cooled to a temperature less than 5°C by

Ak W ey e S = T
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R

passing certified dry nitrogen gas, which had been cooled by
a liquid nitrogen reservoir, through a hollow brass ring sur-
rounding the head of the tube. Good thermal insulation was
obtained from Urethane plastic foam. To reduce the possibil-
Ety of frosting on the front window of the detector housing,
(a 4880 * 20 R bandpass filter), the entire housing was
purged with certified dry nitrogen and then immediately
sealed air-tight. A small quantity of silica gel was placed
inside the housing to trap any residual mositure. The cross-
sectional view of the housing is shown in Figure 7.

The photomultiplier tube was mounted horizontally in
the housing and was wholly supported by the tube socket.
éince the glass enveloée of the tube was free from contact,
noise due to charge distribution was minimized [Braddick
(1960)]. This mounting configuration permitted operation of
the photomultiplier in the grounded anode mode and damage to
the semiconductor pre-amplifier from high voltage power
switching transients was avoided. To reduce ohmic leakage
noise [Lallemand (1962)], the photomultiplier tube and socket
were carefully cleaned with acetone prior to installation. A
mu-metal shield was installed to prevent noise from stray
magnetic fields [Lallemond (1962)]. This shield was con-

nected to the cathode terminal to limit leakage current [RCA

(1968)] .

a
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An enclosure made from a double layer of heavy black
velvet cloth was placed around the detector housing and those
components of the collection optics after the beam splitter

to eliminate the leakage of stray laser light to the photo-

cathode.

4.4 THE INCIDENT OPTICS

The incident optics are shown in Figure 8. Two
components, each consisting of a beam splitter and a mirror,

were attached to a precision slide in one leg of the support

A

frame. A fine-pitch drive scréw in each leg allowed approxi-
mately 6 inches of gangéd horizontal translation parallel to
the laser outpu? for each beam splitter-mirror cggbination.

The beam splitter supports had a similar slide
adjustment which allowed.relative translgtioﬁ between the
beam splitter and the mirror of each combination along the
axis éﬁ the laser output. Ea;h beam splitter could be
rotated about that horizontal axis normal to the 1aser.
'output. Each mirror could be rotated about the two axes
norma® to the laser output. The translational and rotational
-movement possible with this ﬂgsign was useful in, aligning #he
obtical system for a desired scétteriﬁg angle.

The incident opﬁic?l frame waF mounted on the gimbal-

led support of the laser output mirror. The entire assembly

. .

could be rotated about the axis of the laser output so that

the incident optics could be aligned with the laser output
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FIGURE 8
PHOTOGRAPH OF INCIDENT OPTICS
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beam. An adjustable brace attached to the laser head cover
maintained alignment of the laser cavity by alleviating the

torque imposed on the laser output mirror gimbal due to the

application of the optical assembly.

" Approximately 72.1% of the vertically pnolarized laser

output was reflected from the first beam splitter to the
first mirror. This beam, the scattering beam, was directed
into the experimental settling column in a vertical plane at
an angle of 17 degrees from the horizontal as determined with
the column filled with water.

Approximately 72.1% of that portion of the laser
output transmitted by the first beam splitter was reflected
to the second mirror by the second beam splitter. This beam
was subsequengly split by a neutral density filter which
transmitted 41.5% and reflected 58.5%. The transmitted por-
tion of this beam, the transmittance beam, was directed into

the settling column in a horizontal plane, and was used to

measure the optical density of the slurry and to align the

detector.

The reflected portion of .this beam, the reference
beam, was directed around the experlmental column in a hori-~
zontal p?ﬁne by a series of mlrrors as shown in Figure 6.
These external.@irrors could be rotated about.two orthogonal
axes in the plane normal to the axis of beam,propégation, and

translat{@ along the axis of beam propagation. Two polaroid

@

[T
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elements were used to vary the intensity of the reference
beam. The second polaroid was used to ensure that the direc-
tion of polarization of the reference beam was the same as
that of the laser output.

To obtain a Doppler signal it was necessary to direct
the reference beam around, rather than through, the settling
column. In the latter case, the extent of line broadening
experienced by the reference beam due to multiple scattering
was apparently sufficient to introduce significant uncer-
tainty in the determination of the Doppler freque;cy and thus
in the estimate of particle velocity.

Transpareﬁt, one-inch diameter plastic tubes were
suspended from the ceiline to provide a conduit which
shielded the rﬁference beam from air currents during its pas-
sage around the settling column. The line broadening of the
refererice beam due to air-borne particulates was a concern
because of the long transmission path between the laser
source and tpe detector optics required to maintain temporal
coherence between the scattering beam and the reference beam.
The path length of the reference beam was adjusted by trial
and error to maximize the amplitude of the Doppler siénal,

Appendix VI.
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4.5 THE DETECTOR OPTICS

The light scattered from the sampling volume of the
experimental slurry was collected and directed to the photo-
cathode by the components shown in Figure 9.

The beam splitter was used to superimpose theAlight
scattered from the slurry and the reference beam travelling
around the settling column. The two pin hole apertures were
positioned to limit the field of view of the detector to

approximately 8.561 x 10”2 degrees. This field of view

restriction was imposed to maintain spatial coherence for the

light reaching the photocathode, [Goldstein and Xreid (1968)].

The size and spacing of the apertures ensured that the diame-
ter of the first maximum in the Fraunhofer diffraction pat-
tern of the first aperture, the Airy disc diameter, was
larger than the diameter of the second aperture.

The volume of slurry observed by the detector was
calculated usina the dimensionspof the laser beam and the
ancular field of view of the detector. For a 2 mm beam
diameter oriented 17 degrees from the hofizontal, the volume
of the scatterinag volume was estimated to be 7.71 x 10"3 cm3.
For the pgrticle concentrations observed in this study, the
approximate rumber of particles in the field of view of the
detector ranged from 495 to 850.

The assembly ;f lenses shown in Figure 9 collected

5

the light padsing throuah the pin hole aperture and focused

R

B R

S ot 1ty St L P




73

pova Ty . - .l
g e v L - A IPRE T o RPN v . . o
[T I g A PITTTITT, s T . .. » e

HLON31 w204 wo 02 ‘SN3I1=Q ' 7
HLON31 WwI04 wog'G ‘SN3T1 =D *
viQ 0100 ‘3¥NLY3dV = 8
Y¥31L111dS Wv38 =V X

Z ONY A 1NO8Y NOILVIOY -
Z'AX NI NOILVISNVYL - ¥04

T SM3NDS INIWLSNFAY 3JAVH SLHOJANS T¥IILdO - 3LON A
L ) q HON3E | 4 g| oo | g v
" INIOd
ONITdNYS
S
180ddNS
éu_Eo\‘ Wv3sg
ONINIL LVIS
3G0HLYD0LOHd i | | | { .
=3B B N, S B SN 54
iy = L e N
SIXV .
WIILdO
wo .
SS wo g g2 wo g G2 wog g wd pg wo p wd 2
<> > | >t > s .

SJ11d0 ¥010313d .
6 3J4N9ld



i

74

it on the surface of the photocathode. The first lens in the
assembly was positioned 5ne focal lenath kehind the second
pin hole aperture. The second and third lenses were sepa-
rated bv the sum of their focal lengths. The third lens in
the assembly was mounted on the detector housina by a fine
pitch threaded support. This allowed relative translation
between the third lens and the photocathode so that the col-
lected lig@t could be focused on the surface of the photo-
cathode. This minimized the degradatioa of the Doppler
signal due to the spatially distributed phase differences
inherent in the photoemission process [RCA (1968)].

All of the optical elements were .constructed of
quartz of )/20 surface quality. Each element was coated for
use at 4880 ;.

1 [t4

4.6 THE ELECTRONIC SIGNAL PROCESSING

The output from the photomultiplier tube was pro-
cessed electronically to extract the velocity and concentra-
tion information. A'block diagram of the electronics is
shown in Figure 10. Figure 11 is a photograph of electronic
components and the data logging system.

The low noise pre-amplifier was connected across the
Anode load resistor on the photomultiplier housing. The pre-
amplifier boosted the siénal level .to decrease the signifi-
cance of any §ugéequent eleé&rémaanetic noise which might

otherwise decrease the signal to noise ratio. The
!
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FIGURE 11
PHOTOGRAPH OF THE SIGNAL PROCESSING ELECTRONICS
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e
pre-amplifier output was fed to the video-amplifier. The

gain of the pre-amplifier was determined to be 193; that of
the video-amplifier was determined to be 14.7. The gain of
each amplifier was independent of signal freguency over the
range of 50 Hz to 5000 Hz.

Low frequency and high frequency noise components
were attenuated in the video-amplifier output by a passive
bandpass filter with nominal corner freauencies of 233 Hz and

2250 Hz. The amplitude of this rough-filtered signal was

measured at the output of the envelope detector and was used

to estimate localized particle mass concentration, Appendix I.

Prior to the estimation of the freauency of the
video-amplifier output, low and hi®h frequency noise was
further attenuated by active bandpass filters. The rouah-
filtered, amplified signal was fed to a Krohn-Hite model 3350
bandpass filter operated at a fixed bandpass (half-power fre-
quencies of 200 Hz and 3000 Hz) and subsequently to a
Hewlett-Packard model 3590A wave analyzer. The wave analyzer
window was 1300 Hz wide at the half power points, and the
centre freqqehcy of the bandpass was made to track the mea-
sured Doppler signal frequency by a feedback loop. The
shapes of the bandpass filters arelshown in Appendix V.

. The filtered output signal from the wave analyzer was

fed to a limiter-amplifier. The gain of the wave analyzer

£
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.

was w?nually adjusted so that the limiter-amplifier output
was clipped and almost squared-off.

The clipped limiter output was fed to a "one-shot"”
which produced a sruare, one-volt pulse of uniform duration
for every negative to positive zero crossing in the limiter-
amplifier output waveform. The frequency of these pulses was
converted to a DC voltage by a Hewlett-Packard model 5210A
frequency discgiminator. The output voltage of the frequeﬂé;/
discriminator was fed to the wave analyzer oscillator to
centre the fourth-order Butterworth bandpass filter at the
Doppler frequency. An operational amplifier with an adjust-
able gain was uQZA to match the frequency proportional output
voltage of the frequency discriminator to the ramp voltage of
the wave analyzer bandpass oscfilator. The output voltage of
this operational amplifier was proportional to the frequency
of the Doppler signal frequency and was recorded on magnetic
tape. ’

Care was taken to isolate the photomultiplier detec-
tor, the electronic processjing, and the data logging instré—
mentation from electrical conéact with the laboratory. Each
of these components was chasis grounded ;nd all power connec-
tions were made to a single pilot strip which was mains-
grounded at a single electrical outlet. Coaxial cable and
BNC connectors were used throughout with the exception of the

leads between the pre-amplifier and the video-amplifier.
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Here, special care was taken to %inlmize front end noise.
Multi-strand, twisted pair copper leads encased in an alu-
minum foil shield with a copper drain line were used to
reduce noise pickup, [Clevite (1970)]. Three, 1/4 inch
diameter, multi-strand copper straps were connected to the
chasis of the high voltage power sﬁpply‘of the photomulti-
plier tube to eliminate groﬁhd loops which resulted 1n spur-
1ous sianals at harmonic 60 Hz frequencies.

lith the exception of the active bandpass filters and
the frequency discriminator, the entire signal processing
instrumentation was qesigned and constructed in-house. A
wiring diagram for these components is shown in Appendix V.

Details of calibration of the signal processing

instrumentation are described in Appendix V.

4.7 THE DATA LOGGING INSTRUMENTATT@N

A

At each grid location in gﬁe column, the detector
output was monitored for the various coﬁbinatlons of the
three laser beams (reference, scattering and transmittance).
Refer to Fiaqure 6 for a schematic of these beams.

The analog DC voltages resulting after various stages
of electronic processing of the detector output signal were

fed to a Honeywell model 6305 digital multimeter (ran&e:
lO—6 to 7.5 x 102 volts) which converted the analog voltage
to a five digit display. The output from the multimeter was

fed to a Honeywell model 825E output control which encoégd
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the digital signals as seven-level BCD characters. The
output from this device was coupled to a Honeywell model 6200
in¢remental digital recorder, which recorded the encoded
digit signal on seQen-track, 1/2 inch magnetic tane at a

de t} of 200 bits per inch. While the multimeter had an
adjustable sampling freguency ranging from 0.1 to lO6 Hz, the
output control and digital recorder limited the maximum data
logging frequency to approximately 1.5 Hz, the signal sam-
pling frequency used tﬁroughout this study. Subsequent data

analysis was performed on a Control Data Corporation model

6400 digital computer.

.



CHAPTER 5

MATERIALS AND METHODS

5.1 SEDIMENTATION SYSTEM _

A 'schematic of the experimental apparatus is shown in
Figure 12 and a photograph of the system is shown in Figure
13. The slurry was pumped from the feed tank and entered the )
column through the inlet device which distributed the feed

stream particles over the column cross-section. Those parti-

cles which were transmitted to the bottom of the settling ¢

column were discharged through the underflow and pumped to
the feed tank. The column overflow discharged through a
series of V-notch weirs to a launderer, and was returned by
gravity to the feed tank. The volumetric discharge of the
column overflow was established by the settings of the feed
and underflow pumps.

For each combination of feed stream and underflow
flowrates, the system was allowed to reach steady—sta&s with .
respect to the particle mass concenlrations and the slurry |
volumetric flowrates of the feed, underflow and overflow
streams. ‘'Steady-state was assumed to have been reached when

measurements of these parameters did not change significantly

at the 95 percent confidence level ovér a six-hour period.

81
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PROTOGRAPH OF THE EXPERIMENTAL APPARATUS
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Localized particle velocity and particle mass concen-
tration were then measured at a number of locations in the
dilute blanket by means of the laser Doppler system. At the
completion of these measurements, timed volumetric samples
were collected for the estimation of the particle mass con-
centrations and the slurry volumetric flowrates of the feed,

underflow and overflow streams.

5.2 SLURRY PARTICLES

Glass particles (3M Company, catalogue number 380)
were used in this study. These particles were supplied at a
nominal mean particle diameter of 29 micrometers and were
classified by the manufa;§zrer so that less than one percent
by weight of the particles had diameters less than 18 micro-
meters. These particles were further classified by rejecting
that portion of them that were retained on a 37 micromiter,
standard U.S. sieve, (No. 400). The resulting distribution
of particle diameters was determined by means of a Zeiss
Counter using photographs of the slurry particles taken at
calibrated degrees of enlargement. The particle diameters
were observed to be approximately normally distributed with a
mean diameter of 27.5 micrometers and a standard deviation of

5.4 micrometers. The cumulative particle size distribution

is shown in Figure 14.

et ™ R S~ ar
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The apparent density of the particles was determined
by a standard density bottle analysis and was estimated to be
2.4348 + 0.1199 gm/cc.

The average Stokes diameter of the slurry particles
was estimated by batch sedimentation experiments. Insofar as
was possible, single particles were introduced into a one
litre graduated cylinder filled with water which had been
allowed to equilibrate to room temperature. By measuring the
time of fall of the individual particles over a distance of
10 cm, the mean terminal settling velocity was determined to
be 3.031 cm/min with a standard deviation of 0.248 cm/min
based on 100 observations.

The measured terminal settling velocity agreed well
with that predicted by Stokes Law using the empirical esti-
mates of mean geometric particle size and mean particle den-
si1ty. This indicated that the particles could be assumed tb
be spherical without introducing significant error.

The cumulative Stokes velocity distribution, calcu-
lated using the measured size distribution and the measured
density, is shown in Figure 15. Refer to Appendix IV for

details of the characterization of the slurry particles.

5.3 SETTLING COLUMN
Since a settling column with a curved surface would
act like a lens and greatly complicate the alignment of the

optical system, a settling column with a square, (six inch by
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six inch) cross-section was used. The size was selected to

minimize the influence of container walls on the particle

sedimentation rate.

The column was constructed of best commercial quality
float glass®held in a brass frame made from four piecés of
1 1/2-inch bar stock each of which was 37 3/4 inches long.
The machined surfaces of the assembled frame were checked for
parallelism of opposite faées and squareness of adjacent

faces and were observed to vary not more than #0.003 inches

over the entire length. The float glass was inserted into

this frame and allowed to "ride" against the machined faces.
The column was made water tight by the application of a thin

bead of silicone rubber along the inside corners of the glass

container.

A brass flange was bolted to the bottom of the frame

and made water-tight by silicone rubber caulking. A hopper

six inches square at the base and sloped at 60 degrees to the

horizontal on four faces to an orifice of 3/4-inch diameter

at the apex, was bolted to this flange. The sloping sides of

the hopper directed settled solids to the underflow discharge

«

where they were pumped back to the feed tank.

A plexiglass overflow assembly, six inches square and

four inches in height, consisting of a series of V-notch

weirs, launderer and downcomer was cemented to the top of the
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glass settling column. The overflow discharge was returned
by gravity to the feed tank through l1/2-inch tygon tubing.

The feed port consisted of an 18-inch-long, 1/2 inch
ID plexiglass tube. An adapter containing a conical deflec-
tor element was attached to the bottom of the feed port. The
adapter and feed pipe were threaded so that the clearance
between the bottom of the feed pipe and the base of the
deflector could be varied to provide a uniform distribution
of the feed slurry over the column cross-section. It was
necessary to separate the feed port from the feed line since
pump vibrations were otherwise transmitted through the slurry
and introduced intolerable noise to the scattered light.
Therefore, the inlet tubing was suspended from a ceiling
bracket and was positioned close to, but not touching, the
bowl of a six-inch-diameter funnel attached‘to the top of the
feed port. This arrangement enabled a complete traverse of
the settling column cross-section without adjustment of the
feed line.

Similarly, it was necessary to decouple the underflow
pump and the settling column. A 100-cm3 separatory funnel
inserted in the underflow-discharge line between the column
and the feed tank effectively isolated the slurry from the
pressure disturbances caused by the pump impeller. A four-
inch~thick piece of foam rubber inserted between this separa-

tory funnel and the table was helpful in reducing the effects

Y
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of vibration transmitted through the tubing walls. .These
measures reduced the amplitude of "pumping noise" in the

-

detected signal to acceptable levels.

5.4 TRAVERSING MECHANISM

The assembled column rested on a support frame by
means of four adjustment screws which were used to level the
column. The support frame was bolted to a two-axis adjust-
able table which allowed a traverse of 12 inches in each of
two orthogonal directions in the plane of the table surface.
The fine thread manual drives on this table allowed very
slow, smooth movement of the settling column through the
laser beam. This table was mounted horizontally on the knee
of a sleeve bearing which could be moved up and down a ten-
inch-diameter, eight-foot section of machined pipe stock by
means of a rack and pinion. The vertical movement possible
with this arrangement allowed the probing of the entire depth

of the column by the laser beam.

5.5 BASE PLATE

The three-axis traversing assembly was bolted to a
4-foot-wide by 6-foot-long by 2 1/4—inch—thick steel base-
plate which rested on six, 18-inch-diameter, tire inner
tubes. An A-frame was bolted to each end of the base plate.
The laser and incident beam optics were mounted on one frame,

the detector and collection optics were mounted on the other.
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This arrangement helped to isolate the experimental system
from building vibrations and significant noise from this

source was not observed in the detection of the laser light.

5.6 FEED TANK

An 18-inch-diameter, 15 inch high cylindrical glass

vessel was used as the feed tank. A fluid depth of 12 inches

was maintained in the feed tank throughout this study. The
feed slurry was agitated by two impeller mixers which main-

tained a uniformly mixed condition in the tank. A slurry

temperature of 20°C + 0.2°C was maintained at all times.

5.7 SEDIMENTATION SYSTEM START-UP

Prior to the beginning of each run, the feed system

was dismgntled and thoroughly cleaned with a solution of soap

and distilled water. A brush was used to remove particles

adhering to the surfaces. The settling column was drained,

rinsed thoroughly with distilled water, dried with lens paper
énd thén cleaned with a commercial lens cleaning solution.
The plastic tubing used to transport the slurry from
the feed tank to the settling column and to transport the
overflow and underflow streams to the feed tank was replaced
with fresh tubing which had beén flushed with distilled water
to remove particulate contaminants. Those scctions of tubing

passing through the pump heads were "worn-in" prior to run

o
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initiation to prevent excessive drift in pump flowrates which
otherwise occurred.

The feed tank and settling column were then filled
with distilled water which had been filtered through a double
layer of membrance filters, (0.45 micrometer pore size). To
minimize the introduction of air-borne dust particles to the
system, covers were placed over the feed tank and the column.

With the system filled with water, but not yet
charged with particles, the apparatus was levelled by adjust-
ing the air pressure in the support inner tubes. This
ensured that the settling column was vertical. The settling
column, detector and optical elements were aligned using the
laser beam according to the procedure outlined in Appendix
VII.

With the system so prepared, the feed tank mixers and
temperature control system were turned on, and the detector
output was monitored for any frequency compongnts arising
from these sources. Next, the feed and underflow pumps wére
started and the detector output was again monitored for any
coupling of these components to the laser light system.

These checks were made by clamping a piece of 1/4 inch plexi-
glass, whose surface had been scored wigh coarse sandpaper,
to the outside surface of that column glass face nearest to
the laser. The settling column was moved so that incident

radiation scattered from this surface would be in the
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detector field of view. The absence of a detectable output
signal indicated that the settling column was sufficiently
isolated from external vibrations. o

The volumetric flowrates of the overflow, underflow
and feed streams were measured by determining the time
required to fill a volumetric flask. The size of flask used
for each measurement was of sufficient capacity that at least
thgee minutes would be required for the determination.

Particles, which had been acid washed, rinsed with
distilled water and oven dried at 103°C, were then added to
the feed tank. At the completion of each run, the particles
@ere salvaged from the system and recleaned.

After the system had operated for a period of six
hours, three replicate measurements of the volumetric flow-
rates of each of the three streams were made beginning with
the overflow stream and finishing with the feed stream.

After each measurement, the sampled slurry was,immediately
returned to the feed tank. ‘Sampling in this sequence mini-
mized the impact of sample collection on the operation of the
settling column. . The system was allowed to stabilize for a
further three hours prior to data collection.

Periodically during a run, timed samples of the over-

flow discharge were collected to determine the overflow volu-

metric flowrate. In this way, a rough check on pumping rates
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was maintained, 'since a changed throughput in either of the

pumps would have 1mmediately changed the overflow rate.

5.8 SAMPLING LOCATIONS

During the course of a run, the local particle veloc~
ity and concentration were measured at horizontal planes 2,
4, 8, 12 and 18 inches above the base of the underflow
hopper. The bottom (2,inch) plane was the sampling location
closest to the underflow that was possible with the appara-
tus; at greater column depths, the field of view of the
detector was obscured by the settling column frame. The top
(18 inch) plane was established by trial and error to be the
approximaté lower boundary of the mixing zone caused by the
introduction of the slurry to the‘column.

At each of these five horizontal planes, eight loca-
tions were sampled for particle veloc1ty‘and concentration.
The sampling locations were defined by the diagonals of a 4
by 4 orthogonal, uniformly spaced grid. These sampling loca-
tions are shown in Figure 16. ’

At the start gf each run, the settling column was
positioned so that location 2-1 (two inch horizontal plane -
grid point one, .see Figure 16) was in the field of view of
the detector. Data were collected for each grid location in
turn pro;eeding from location 2-1 through location 2-8 in
ascending numerical order. The column was then lowered so

¢
that location 4-8 was 1n the field of view of the detector.
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FIGURE 16

SAMPLING LOCATIONS IN SETTLING COLUMN
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The four inch horizontal plane was monitored 1n descending
grid location numerical order, finishing with location 4-1.
This pattern of column movement was continued until all 40
grid locations had been monitored.

This sequence was used to minimize any disturbance to-
the solid-fluid flow caused by column movement. A stabiliza-
tion period of 15 minutes was allowed after each change 1in
grid location to reduce the effects of any residual bulk cir-

culation 1in the column induced by such movement.

5.9 PROCEDURE FOR DATA COLLECTION

Prior to collecting data at each grid location, the
alignment of the reference beam was checked by blocking the
transmittance and scattering beams, and adjusting the orien-
tation of the reference beam mirrors until the output of the
detector pre-amplifier was 1.0 r 0.05 mv. Since the refer-
ence beam supplied virtually all of the radiation 1ncident on
the photocathode surface, this adjustment ensured a uniform
basis for the measurement of velocity and concentration as
well as providing a uniform noise-in-signal for the detector.

With the reference beam aligned, the volume control
setting of the limiter-amplifier input was adjusted so that
the reference beam i1nduced the baséline false alarm rate of
100 +* 10 Hz. This false alarm rate was found by trial and

error to be a convenient trade-off between lower rates which

e
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resulted in Doppler signal "drop-out" and higher rates which
degraded the accuracy of the Doppler signal measurement.

The scattering beam light trap was then removed and
the approximate frequency of the Doppler signal was estimated
from the oscilloscope trace of the video-amplifier output.
The bandpass of the wave analyzer was set at 3000 Hz to
enable this instrument to obscrve and stari tracking the
Doppler signal. The wave analyzer bandpass filter was then
reduced to 1000 Hz and visu;l comparison was made of the wave
analyzer display frequency to that frequency estimated fr&h
the oscilloscope trace. Rough agreement between these fre-
quencies indicated that the Doppler signal was being
observed. The Doppler frequency was then recorded for
approximately three minutes.

,

Following this measurement, the scattering beam light
trap was inserted and the reference beam alignment was
rechecked. If the output of the detector pre-amplifier had
drifted from the set point of 1.0 * 0.05 mv, the Doppler fre-
quency data were discarded and a subsequent measurement of
boppler frequency was made. This procedure was repeated
until changes in reference beam intensity during data record-
ing were within the prescribed limits.

Immediately fol%ewing this measurement 0?7Dopp1er

frequency, the false alarm frequency (amplified Autput volt-

age of frequency discriminator with transmittance beam and
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scattering beam liqht traps inserted) was recorded for
approximately 0.5 mihutes. These data were accepted or
rejected based on an immediate check of reference beam inten-
sity drift as described above.

The scattering beam light trap was then removed and
the output voltage of the envelope detector was recorded for
approximately three minutes. These data were accepted if
subsequent checks of reference beam intensity and false alarm
frequency were within the limits prescribed above and were
otherwise rejected. The scattering beam light trap was sub-
sequently inserted and the envelope detector ocutput was
recorded for approximately 0.5 minutes to establish a back-
ground correction. Care was taken to c¢nsure that the refer-
ence beam intensity did not drift during this measurement as
described above.

Following these measurements, the detector pre-
amplifier output voltage produced by each of the reference,
scattering and transmittance beams were individually recorded
for a period of approximately 0.5 minutes. After these mea-
surements, light traps were inserted in the paths of all
three beams and the detector pre—amplifier output was
recorded for 0.5 minutes to provide an estimate of background
noise.

While this sequence of measurements was being made,

no adjustments were made to the laser, detector or electronic
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signal processing components with one exception. It was
determined part way through phe experimental program that the
detector pre-amplifier output voltage due to background noise
(all three light traps 1nserted) was close to the threshold
limit for the digital multimeter. For the last four runs,
the background noise and the scattering beam intensity were
mgasured at a detector supply voltage of minus 2700 volts.
The gain calibration of the photomultiplier tube, Appendix
VI, was used to scale these measurements to thoseﬁlevels
which would have been observed had a detector supply voltage
of minus 2200 volts begn used. For all other measurements
the detector power supply was maintained at minus 2200 volts.
After each adjustment of the photomultiplier supply voltage,
no data were collected for a period of five minutes to allow
the detector to reach a steady-state.

Throughout the experimental period the laser system,
the detector system and the electronic components used to
process the detector output were kept on. The only excep-
tions to this occurred when the laboratory lights were
switched on to clean the system between runs. On these occa-
si1ons, the high voltage detector power supply was switched
off to minimize the possibility of damaging the photocathode.
In this way, spurious response of the laser system due to

thermal transients was minimized.



CHAPTER 6

RESULTS AND INTERPRETATION

Six experimental runs were conducted at specific com-
binations of feed flowrate and underflow flowrate according
to the experimental design shown in Figure 17. One set of
conditions was replicated once to obtain an estimate of
experimental error variance. The average flowrates and mass
concentrations for each of the feed, underflow and overflow
streams are listed 1n Table 1. The good closures obtained
for the particle mass balances indicate that steady-state

operation was reasonably approximated for each of the runs.

6.1 PARTICLE CONCENTRATION

The particle mass concentrations estimated from the
transmitted intensity, equation (3-15), and the scattered
intensity, equation (3-19), are listed in Appendix X. Tor
both measurements, analysis of variance, Tables 2 and 3 and
Appendix II1, showed that the variations in particle mass con-
centration across each of the horizontal planes and over the
depth of the column were significant at the 95 percent confi-
dence level.

The variations in particle mass concentration for a
aiven horizontal plane, although significant at the 95 per-

cent confidence level due to the small error variances

100
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FIGURE I7
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associated with measurino the transmitted and scattered

intensities, were on the order of ten percent of the average

particle concentration at each horizontal level and can prob-

ably be considered not significant from a practical view-

point.

At the 95 percent confidence level, there was
[

significant variation 1n particle mass concentration with

column depth relative to that observed within the five hori-

zontal planes for each run. Ficure 18 shows the averace con-

centration at each of the horizontal planes as a function of

distance above the column hopper. For every run, the parti-

cle concentration decreased with 1ncreasing distance above

the hopper; however, the maximum difference observed within a

given run between the upper-most and lower-most horizontal
planes was on the order of ten percent of the run-average

concentration. For practical purposes, the particle mass

concentration could be assumed to be uniform with depth.

The average concentration observed at each horizontal

plane 1s shown 1n Table 4, the run-average concentrations are

listed in Tabkle 5. For comparative purooses, the mass con-

centrations estimated usina the combined transmittance-

scattered intensity correlation, equation (3-20), are listed

in Tables 4 and 5 and Apvendix X.
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FIGURE 18

MASS CONCENTRATION VS DEPTH
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In Figure 19, the run-average values of mass concen-
tration determined from the.scaytered intensity correlation,
and from the combined scattered intensity-transmittance
correlation are plotted as a function of those values deter-
mined from the transmittance correlation. The combined scat-
tered intensity-transmittance method predicts concentrations
approximately 0.1 gm/{¢ higher, while the scattered intensity
method p;edicts concentrations approximately 0.3 gm/{ lower
than does the transmittance method. The vertical displace-
ment between the three meéhods 1s probably a consequence. of
minor run to run variations in the alignment of the many ele-
ments in the optical path. For any of the three methods, a
change in optical system alignment between the calibration
experaiment, Appendix II, and the experimental runs could
result in such an occurrence. In this event, the transmit-
tance method of estimating concentration would likely be the
most accurate, since misalignment of the transmittance beam

is less likely than misaliagnment of the scattering beam.

6.2 PARTICLE VELOCITY

The average values of the local particle velocity for
each of the 40 arid points in each run are listed in Appendix
X. Although sianificant differences were observed in the
velocity estimates within a given horizontal plane for a
given run, (see Table 6 and Appendix III), these differences

appeared to be random with respect to position. No pattern
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could be-discerned to sugoest that particles were settling
faster in any particular region of the column. This indi-
cated that stable, bulk circulation currents were not present
in any of the runs. The variability of the velocity esti-

mates within and between horizontal pl 52 probably resulted

from temporal changes over tke sa ing period. Six hours
were required to sample a given horizontal plane; each run
lasted 30 hours.

The eight estimates of velocity for each horizontal
plane were averaged to provide a mean velocity estimate and a
pooled variance. These data, summarized in Table 7, are
shown in Figure 20 in which the average velocity 1is plotted
as a function of column depth. The large variations in aver-
age velocity for those horizontal planes farthest from the
column hovper are most probably due to mixing caused by the
introduction of the slurry to the column. The 1nfluence of
this mixing zone extended at least to the upper-most hori-
zontal level at which measurements were made. At this level,
the random motion of the particles caused the Doppler sianal
to change frequency faster than the trackino bandpass filter
of the processing electronics could resoond, resulting in
frequent signal "drop-out." This onroblem was not encountered
1in any other region of the column. Although the particle

velocity was unsteady in this region, the particle
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concentration was uniform and
from that observed at greater

With the exception of
column, thé particle velocity

form and independent of depth

4 o LR SN P ey

129

not significantly different
depths in the column.

the upper-most reqions of the
avpeared to be relatively uni-
The

for each run, Table 6.

four lower-most horizontal planes were averaged to provide

the run-average velocities listed in Table 7.

6.3

6.3.1 Comparison to Velocity

VELOCITY AS A FUNCTION OF CONCENTRATIC&L\\///

Predicted

by Literature Models

The velocities predicted by many of the models dis-

cussed 1n Chapter 2 were compared to the velocities measured

in the experimental settlina column.

The particle mass con-

centration estimated bv the transmittance measurement was

converted to an estimated volumetric concentration using the

measured particle parameters,

models to predict particle: velocity.

and inserted in the various

Although there was no

basis for determining which of the three methods of esti-

mating mass concentration was

most accurate,

the transmittance method would be less susceptible to minor

variations in system alignment which undoubtedlv existed

amona the experimental runs and this method was used for the

comparison.

The laser Doppler system measured particle velocity

relative to a fixed observer.

This velocity has two

it was felt that
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components: the velocity of the particles relative to the
fluid, and the bulk velocity superimposed on the slurry due
to the underflow discharge:

V=V +V (6-1)

where: v particle velocity relative to a fixed observer,

Ve = ‘relative velocity between the particle and the
fluid, and )
Vf = fluid velocity relative to a fixed observed due

to the underflow discharge.

Most of the models in the literature have been based on a
relative veloci£y; however, different definitions of relative
velocity have been used by different authors. In ordéer to
provide a uniform basis for comparison, the velocities ig the
literature models were modified to the same basis as those
méasured with the laser system according to equation (6-1).
The fluid velocity component, Vf, was calculated from the
measured underflow.discharge, corrected for particle concen-
tration, and was agéumed to be uniform throughout the set-
tling column.

Most of the literature models were developed for
velocities normalized with respect to a measured or-calcu-
lated value of Stokes velocity. The Stokes velocit&, Ve
used in this comparison was that calculated from the measured

particle properties, (see Appendix III).

Figure 21 shows the range of the predicted velocities

for each run for the literature models listed in Tables 8, 9

A
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TABLE 8

THEORETICAL LITERATURE MODELS

Source Model
oure (Figure 21)
Vr 1
Happel (1958) v = 13
ST 1 + 1.5
Vr 1
McNown and Lin (1952) v = 173
ST 1 + 1.60
\Y
r 1
Hasimoto (1959) 7 = 173
ST l + 1.769
v
Famularo and Happel r _ 1
(1965) vST 1+ l.79<1>l/3
. . \%
Leclair and Hamielec ro_ 1
(1968) vS’I‘ 1+ l.8®l/3
vr 1 -
Smoluchowski (1911) 7 = 173
ST 1 + 1.92¢ ,
Vr 1
Uchida (1949) 7 = 173
ST 1+ 2.1¢
\Y
Happel and Brenner r _ 1 -9
(1965) v 7/3 2/3
ST 4¢ - §£¢ + 10
1+ 5.50 .-
- . 10/3 4/3
10(1 - ¢ / ) = 25¢4(1 - ¢ / )
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Table- 8 (Cont'd.)

Source Model
(Figure 21)

\Y 2
Happel and Brenner r 3 - (9/2)(1)1/3 + (9/2)d>5/3 - 3¢
{1965) VST 3 4 2¢5/3

. v -

Barnea and Mizrahi r _ )
(1973) V., 1/3 5¢

ST (1 + ¢) exp 31 - )
Notes:

Working Models: Figure 22 vV = (1 - ¢) Vr + gg

A

measured underflow flowrate

where: ¢

P o
i

cross-sectional area of column
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TABLE 9

SEMI-THEORETICAL LITERATURE MODELS

Source N Model
Ha
Einstein (1906) — =1 + 2.5p
He
I 2
Guth and Simha a1+ 0.5% - 0.5¢
936 - 2
(1936) M1 - 26 - 5.6
vand (1948) and Ya _ 2.5¢
Hawksley (1951) T P11 17-0.609%
u r 2
. a 2.5 + 2.79
vand (1948) Uf = exp ‘I‘:~6TE6551]
U a1
a _ 2.5¢
Mooney (1951) Uf = exp [?~:7577§5J .
Ei = ex ST -
I P17 158
£
Brinkman (1952) ii _ 1
and Roscoe (1952) . uf (1 - @)2'5
ua 2
Thomas (1965) ™ = [1 + 2.5¢ + 10.05¢° + 0.00273 exp(16.64)]
£
Notes: Uf .
Working Models: Figure 21: V_ = (1 - ¢) (—)V
r Ua ST
Qu
Figure 22: V = (1 - qb)vr + Y

measured underflow flowrate

]

where: Q

e =1
1]

cross-sectional area of column

.
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TABLE 10

EMPIRICAL LITERATURE MODELS

éource Model
(Figure 21)
Vr
Steinour (1944) v = (1 - ¢) exp(-4.199)
ST
Richardson and VBS 4.65 vr 3.6
Zak1 (1954) v -9 g9
ST ST
. Vr 3 8 11/2
Brinkman (1947) T = 1+ Z¢ 3 -3
B J
\Y -1
Loeffler and Ruth I _ . _5.70¢
(1959) VST (1 - ¢)2
VBs 1/3
Oliver (1961) T = (1 - 0.75% Y (1 = 2.159) —
ST
v
1 1/
— = 75 (1 - 0.750 Y a - 2.159)
ST
Notes: VBS = Velocity of interface 1n batch settling test
Q
Working Models: Figure 22: V = (1 - ¢) Vr + 75

where: Qu

\
?

A

N

measured underflow flowrate

cross~sectional area of column
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and 10. Also shown in this figure are the run-average values
of velocity measured in this study. The excellent agreement
amoﬁg the literature models and the poor agreement between
the literature models and the measured velocities should be
noted.

All of the literature models are structured in such a
way that the maximum particle velocity, Stokes velocity,
occurs at infinite dilution and that the particle velocity
decreases as the particle concentration increases. The mea-
surements obtained in this study suggest the same 1inverse
variation of velocity with concentration; however, at the
lowest volumetric concentration studied, 7 x lO"2 percent,
the settling velocity was observed to approach twice the
Stokes velocity of the average size particle.. That is, in
dilute slurries, the "hindered" settling velocity was
observed to be larger than the single particle terminal
velocity at infinite dilution.

The large velocitles observed in the settling region
cannot be accounted for by classification of the feed stream
particles or by the particle velocity distribution of the
feed stream particles. Figure 15 shows the cumulative Stokes
velocity distribution calculated using the measured particle
size distribution, Appendix IV, and the measured particle
density. Also shown 1s the upflow steady-state velocity in

the classification region for each run due to the overflow
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.discharge. This velocity was estimated by dividing the over-
flow flowrate by the cross-sectional area.

Even neglecting turbulent effects at the feed point,
the extent of classification expected due to the distribution
of particle velocities in the feed stream would be minor and
the velocity distribution of the particles discharged 1n the
underflow can reasonably be assumed to be the same as that of
the particles in the feed stream. Except for runs 1 and 2 in
which the settling column was overloaded due to an insuffi-
cient underflow flowrate, the small mass flowrate of parti-
cles in the overflow stream provides strong evidence for the
absence of classification of the feed stream particles.

’ According to Figure 15: for run 3 only 4.5 percent
of the feed stream-particles, and for rumns 1, 2, and 5 less
than 10 percent of the feed stream particles had single par-
ticle, Stokes velocities as large as those measured for the
slurry. This indicates that the large veloéities observed 1in
the settling column cannot be explained on the basis of the
individual particle velocity distribution.

6.3.2 Comparison to Flux Predicted
by Literature Models

Figure 22 shqys the range of volumetric fluxes pre-
dicted by the literature models, the volumetric fluxes calcu-
#F

lated from the optical measurements of velocity and

concentration and the steady~state volumetric fluxes
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FIGURE 22
FLUX COMPARISONS

L

t

[
l

RUNS

MEAN AND 95% CONFIDENCE INTERVAL INDICATED

N

IS8

PREDICTED BY THEORETICAL MODELS, TABLE 8
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determined from the measurements of slurry flowrate and par-
ticle concentration at the column underflow for each set of
experimental conditions.

Poor agreement was obtained between the measured
steady-state fluxes and those predicted by the literature
models. Assuming the concentration determined by the trans-
mittance method is accurate, none of the literature models
provides an accurate description of the dependence of veloc-
i;y on concentration for the dilute slurries studied. The
literature models underpredict particle velocity by as much
as 100 percent.

, Good agreemént was obtained bgtween the measured
steady-state fluxes and those calculated from the optical
measurements of velocity and concentration. As well as lend-
ing strong support to the accuracy of the laser Doppler
system for measuring particle velocity, this demonstrates
that "hindered" settling particle velocities significantly
larger than single particle, Stokes velocity are attained in

dilute slurries, (see Appendix III).

-

6.4 DILUTE SLURRY SEDIMENTATION
—~—

Previous studi ing spherical particles at very

dlldte concentration have raported that enhanced velocities
first become evident at volumetric concentrations between

- - 5 )
10 3 and 10 2; the degree of enhancement increases to a
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maximum at a concentration slightly greater than 10—2; and,
thereafter, the velocity monotonically decreases with
increasing concentration. It has generally been assumed
that, at'volumetric concentrations much less than 10—2, the
particles are so remote from each other than the probability
of cluster formation becomes insignificant; this results in
velocities not much different from the single particle Stokes
value, [Kamel ¢t af. (1979), Batchelor (1972), Tory and
Pickard (1980)]. While the extent of enchancement has varied
among studies, the concentration range over which the phe-
nomenon has been observed has been remarkably consistent.

The results of this study do not agree with the
experimental results available from the literature. 1In
Figure 23, the run-average velocity, corrected for the veloc-
ity component due to the underflow discharge, is plotted as a
function of run-average concentration. A maximum velocity 70
percent larger than the Stokes value for the average particle
size was observed at the lowest volumetric concentration,
7.03 x 10_4, a concentration more than one order of magnitude
less than has been previously reported for the occurrence of
maximum velocity. The extent of enhancement at this concen-
tration is much larger than has previously been reported and
there 1s no evidence to suggest that even higher velocities
would not have been obseryed had lower concentrations been

present in the settling column. To investigate this
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FIGURE 23
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apparent anomaly, it would be instructive to estimate the

probability of particle cluster formation in very dilute

slurries.

6.4.1 The Probability of Cluster Formation
at Very Dilute Concentrations

It has generally been agreed that cluster formation
results as a consequence of the non-uniform spatial distribu-
tion of particles. Smith (1966) performed an interesting
series of settling experiments at a single volumetric concen-
traion of 0.025 which used a photographic technigue to ana-
lyze suspensions of monodisperse spheres of different
colours. He demonstrated that the settling particles were
distributed in space according to a blnomial‘distribuflon.
Further, Johne (1966) and Barford (1972) claimed success 1n
describing their particle sedimentation data by means of
Poisson distributions, which, for the large parti numbers
involved, can be considered good approximations tomJ.al
distributions.

Following this work, a simple model of the slurry was
formulated to accommodate the velocities observed in this
study. In this model, local regions containing more than the
bulk average number of particles were assumed to be present.
That is, regions of volumetric concentrations sllghtly‘higher
than the average concentration were ;ssumed to occur. In

.

these regions, the particles were assumed to be uniformly

i A 2 - e o o o e
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distributed in a spherical drop whose density was greater
than the average slurry density as a consequence of the
higher particle concentration. The diameters of the slurry
drops necessary to produce the run—average velocities

:

observed in this study-weré calculated using Stokes law:
o -

V. u
c
D = —_— (6_2)
c g (o, ol)
. P
where: D, = cluster diameter,
V_ = observed velocity,
c
= gravitational constant,
oy, = cluster density, and
py = average slurry density.
For this calculation, the densities were estimated using:
Qz = ¢)2 Op + (1 - ¢2)Of (6-4)
and
Py = 9y Op + (1 - @l)pf . (6-§L_
where: ®1 = slurry average volumetric concentration,
¢2 = cluster volumetric concentration,
Dp = particle d&nsity, and
g = fluid density.

For assumed values of cluster volumetric concentration, the
number of particles of the mean diameter present in the
cluster was determined. The binomial probability for the

occurrence of clusters containing this number of particles
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was estimated by integrating the individual probabilities
over a range of particle numbers bracketing this wvalue. The
upper and lower bounds for this range of particle numbers was
determined from the variance of the velocity meﬁsurement.

The variance associated with the mean velocity esti-
mate at each location in the settling column should be
related to the variations in cluster size and concentration
occurring over the period for which the velocity was mea-
sured, Appendix III. The mean value of velocity determined
at each location was used to estimate the mean cluster size
and the mean cluster concentration. Tbe 95 percent confi-
dence limits of the mean velocity were used to establish a
range of cluster sizes and densities which could be expected
to occur with 95 percent confidence. Assuming a locally uni-
form distribution of particles within the cluster, the prob-
ability for the occurrence of this range of cluster_sizes and
concentrations was determined by means of the binomial dis-

tribution:

)
P_= I [(HN)Zni(l—- z)N"“i] _ (6-6)
ny i
where: P_ = binomial probability,

N = maximum possible numbe¥r of particles in the
cluster,

n, = number of particles in the cluster,
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|

5 = lower and upper limits for n; . and

probability of observing the bulk average
number of particles in the cluster.

]
]

The summation limits, nl and n,, were established as the

number of particles reqﬁired to produce the lower and upper
95 percent coﬂfidence limits, respectively, for the mean
velocity at a fixed cluster concentration. Smith (1966)
demonstrated that the binomial probability function was rela-
tively insensitive to the wvalue selegted for N, the maximum
possible number of particles in the cluster. Following his
recommendation, N was estimated by assuming a maximum possi-
ble particle volumetric concentration of 0.5. The value of
Z, the probability of observing the bulk average number of
particles in the cluster, was established as the ratio of the
measured run-average volumetric concentration to the m;ximum
possible volumetric concentrati&n, 0.5.

The velocity ét éach grid point could be charac-
terized by a mean value, plus or minus 2.5 percent at the 95
péfcent confidence level, (see Appendix III). For this range
of velocity values, the probabilities for the occurrence‘of
various cluster diameters are shown in Figure 24.

It is interesting to note that the observed veloc-
ities can be accounted for by localized regions at concentra-

tions not much higher than the bulk average concentration.

Figure 25 indicates that clusters with concentrations between
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2.5 and 5 percent higher than the bulk average concentration
could be expected to occur with high probability, while local
regions with concentrations larger than the bulk average
value by more than 5 percent would not be expected with high
probability. According to the assumption of a binomial dis-
tribution of the slurry particles, thereforé, very small
local perturbations in the average particle number density
can account for the enhanced settling velocities observed in
this study.

The probabilities for the &ccurrence ofs clusters of
various sizes is shown as a function of the run-average
velocities in Figure 26. These data are a rearrangement of .
Figure 24. It is evident that relatively large clusters are
predicted to occur with high probability. Assuming a 50 per-
cent probability of occurrence, cluster sizes ranging from 5.5
to 6.9 mm are required to account for the enhanced velocities
measured in this study.

With clusters this large, significant wall effects
become a possible concern since,‘as noted by Koglin (1870),
Tory and Pickard (1977) and Adachi et a{. (1978), when parti-
clés became closely enough associated to form a cluster, the
relevant particle size parameter for estimating wall effects
is related to the dimensions of the cluster rather éhan to

the dimensions of the individual particles.
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6.4.2 The Influence of Wall Effects
on Cluster Settling Velocity

Koglin (1970) demonstrated the large influence of
wall effects on the extent of velocity enhancement in dilute
slurries. As the ratio of the average particle diameter to
the diameter of his cylindrical settling vessel was decreased

2 to 3.1 x 10-3, the maximum ,velocity was

from 1.4 x 10
observed to increase from approximately 1.5 to 3.0 times the
Stokes value. His data showed that wall effects influenced
the extent of velocity enhancement, but did not affect the
particle volumetric concentration, 10~2, at which the maximum
velocity occurred. As the particle-to-container size ratio
decreased, velocity enhancement bécame apparent at lower con-
centrations and persisted to higher concentrations. Although
appreciable velocity enhancement was not apparent at concen-
trations as low as 10 ° due to the wall effects, the possi-
bility of observing enhanced velocities at concentrations
this low was demonstrated. Hestroni et af. (1970) and Koglin
(1973) suggest that wall effects should be estimated assuming
a spherical drop with the same dimensions as the cluster, an
approach which accommodates the simple cluster model used in
this analysis.

According’ to Happel and Brenner (1965), who summa-
rized Faxen's work, the velocity of a sphere (that is, a
cluster) moving parallel to two stationary walls can be

approximated by:
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e =1 - 0.6526 (fﬁ) + 0.1475 <R—c)3
Vc . X ) P
Stokes
- 0.13 <E‘i)4 - 0.064 (R—C)5 (6-7)
X X

for the case in which the particle is one-quarter way between

the two walls, and:

VC Rc RC 3
Vc =1 - 1.004 (?T) + 0.418 (3;)
Stokes 5
Rc 4 Rc
+ 0.21 (;r) - 0.169 (37) ‘ (6-8)

for the case in which the particle is mid-way between the two

walls,
where: VC = cluster velocity,
V. = Stokes velocity for the cluster,
Stokes
Rc = radius of the cluster, and
4
X = separation between the stationary walls.

The relative velocities predicted by these two egquations were
averaged to provide an estimate of the wall effects on the
settling velocity of the clusters in the experimental column.
The relative cluster velocity is plotted as a function of the
ratio of cluster diameter to the container wall separation in
Figure 27. It is evident that, for the cluster sizes pre-~
dicted in this analysis, the experimental column used in this
study could be expected to decrease the cluster settling
velocity by only approximately 5 percent. That is, wall

effects were apparently of minor importance in this study.
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The same conclusion, however, may not be warranted

for previous studies which have reported cluster formation

with spherical particles. Also plotted in Figure 27 1s the

relative cluster velocity as a function of the ratio of clus-

ter diameter to container diameter for a cylindrical con-

tainer. This curve was estimated from the model of Happel

and Brenner (1965):

v
c 1
VC ) B Dc (6-9)
Stokes 1 + £(8) (F)

where : f(B)

a function of the distance of the particle
from the cylinder axis,

D

cylindrical container diameter, and

D

G cluster diameter.

An unweighted average of Happel and Brenner's

£(8) =

(1965) data,
2.621395, was used for the location parameter in

equation (6-9). Table 11 lists the container sizes and par-

ticle sizes used by previous investigators, and the cluster-

to-container diameter ratio assuming cluster sizes similar to

those determined for this study. It is evident from Figure

27 that wall effects would be significant in these studies

for cluster sizes on the order of several millimeters. It is

|
interesting to note that, had comparable cluster-to-container
size ratios been employed in this study, no velocity enhance-

ment would have occurred.
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. The influence of container size on the settling
velocity of clusters can be estimated as a function of the

average slurry particle size using a rearrangement of equa-

tion (6-2):
Vc 18y 1/2
Do = Y¢Av(dp - Df)g (6-10)
where: Dc = cluster diameter,
Vc = cluster velocity,
pp,pf = particle and fluid densities,
¢AV = ggék average slﬁrry volumeykic concentration,

Yy = fractional increase in ¢AV for the cluster,

that is:
. - ¢
v = S (6-11)
AV
where: ¢c = cluster volumetric concentration.

Consider two slurries of monodisperse particles of the same
density at the same (dilute) volumetric concentration in
identical containers. Assume one slurry is comprised of par-

ticles with diameter Dp , and the other of particles with

diameter Dpz. For the iame extent of velocity enhancement in
each slurry:
Vcl ch.
7 = (6-12)
pStokesl pStokes2

e

P

[RS
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and the same cluster volumetric concentration, (that is,

Yy = Y,), the cluster diameters are related by:
1 2
\\I/
DC Vc 1/2 Dp
1 _ 1 _ " _
55— = \T = 7 (6-13)
€2 2 P2

It is evident that, for a given probability of cluster forma-
tion (that is, a given v), and for a given extent of velocity
enhancement (that is a given V _/V ), the cluster size
Pstokes
increases as the slurry particle size increases. The wall
effects on the settling velocity of the clusters formed in
the slurry comprised of the larger particles would be greater
than those for the other slurry.

Table 11 lists the cluster size and the cluster-to-
container diameter ratio which would obtain in previous
investigations assuming the same extent of velocity enhance-
ment as was observed in this study at a volumetric concentra-
tion of 10—3. It is obvious from Figure 27 that wall effects
were dominant in the other studies and can account for the
lack of velocity enhancement reported at concentrations as
low as 107°.

For the dilute concentration range, the correlations
of velocity with concentration repor;ed by all previous
workers may be artifacts- of the particle-to-container size

ratios employed. In these studies, the wall effects were

apparently dominant until the cluster diameter decreased as a

-
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consequence of increased slurry concentrations for ¢ levels
Y AV

close "to 10-;,[see équation (6-10)].

6.4.3 The Influence of Slurry Particle Velocity
Distribution on Cluster Settling Veloclity

It has generally been assumed that the increase in
velocity observed as the concentration increases from infi-
nite dilution results from the random spatial distribution
of the particles. As the concentration increases, the prob-
ability that several particles are in close proximity
increases and hence the probability of cluster formation
increases. The data available in the literaturé for the set-
tling of spherical particles at dilute concentration predict
maximum velocity enhancement at a volumetric concentration of
about one percent. The monotonic decrease in observed veloc-
ity as the volumetric concentration is increased beyond this
level has been ascribed to the return flow arising from the
fluid displaced by the settling particles.

The trend of the data obtained in this study sugaests
a decrease 1n particle velocity as the concentration

4 t0 2.4 x 1073, These data suggest

increases from 7 x 10

that at concentrations much above 10—3, the particle velocity
/

approaches the Stokes velocity for the average size particle.

This apparent anomaly is probably a consequence of the low

cluster stability prevalent in this study.
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Cluster stability has been reported to be a function
of the number of particles in the cluster. Jayaweera et al.
(1964) observed that when six or less particles were intro-
duced into a quiescent fluid, the particles positioned them-
selves in a xegular polygon in a horizontal plane. These
investigators did not observe stable clusters when more than
six particles were present, a finding substantiated by ;he
semi-theoretical analysis of Hocking (1964). This horizontal
arrangement among the particles is at variance with the
experimental results of Smith (1966) who noted a-small verti-
cal association among the particles of a suspeﬁsion but no
significant horizontal association. This discrepancy may be
due to the fact that Jayaweera ¢t alf. (1964) observed the
motion of very few particles introduced into a fluid devoid
of other particles, while Smith (1966) worked with an ini-
tially well mixed slurry.

Koglin (1972) was able to measure the settling veloc-
ities of clusters containing up to ten particles. He noted,
however, that cluster stability varied inversely with the
number of particles in the cluster. Clusters containing many
.particles tended to shed particles much more frequently than
did tﬁose cpnéaining fewer particles.

Cluster stability has been shown to be a function of

volumetric concentration. As noted by Tory and Pickard

(1977), Koglin's data demonstrated high cluster stability
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when dense clusters fell through clear fluid or through sus-
pensions of concentration less than 5.0 x 10-3. Koglin
(1973) foynd that the correlation length, a measure of the '
mean distance over’which a particle is associated with a set-
tling cluster, d?creased with increasing concentration. Tory
and Pickaré (1977)-and Koglin (1973) have suggested ‘that
clusters become less stable as concentration inc;easesndue to
the increased probability of particles in the bulk suspension
interfering with the passage of the cluster.

Cluster stability hgs also been shown, implicitly, to
be a function of the size distribution of the slurry parti-
cles. Kaye and Boardman'(}962) and Johne (1966) performed
experiments in which the settling velocity of uniformly sized
tracer particles were measured in monodisperse slurries whose
particles were of different size than the tracer particles.
These data showed that the extent of velocity enhancement,
and therefore probably cluster stability, decreased in direct
proportion to the size difference between the tracer parti-
cles and the slurry particles.

. Most investigators have yorkedg%}th suspensions of
very narrow particle size distribq}ions, and, due to the
relatively large particle sizes employed, with ‘suspensions of
very narrowAﬁarticle velocity distributions. Although the

particles used in this investigation were closely,éized, they

exhibited a rather large velocity distribution as a

4
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consequence of the relatively small average particle size,
Table 11.

This large velocity distribution would result in a
wide range of single particle settling velocities in the
experimental column. The probability of clusters forﬁed by
the smaller slurry partléles being disrupted by the larger
slurry particles would be much greater in the ﬁzesent study
than in previous studies using spherical particles. Furthgr,
this probability should increase with increasing particle
number concentration. This lower cluster stability probably
accounts for thé decrease in particle velocity observed in
this -study for volumetric concentrations much above 10_3.

It is inte;esting to note that Barford (1972), the
only other worker to use particles of size similar to those
used in this study, observed a similar rapid decrease in
velocity enhancement at volumetric concentrations greater
than 10-3. Although Koglin (1972) ascribed Barford's obser-
vations to the fact that irregularly shaped particles were
used in his study, his data probably reflect the small

cluster stability resulting from the large particle velocity

distribution.



CHAPTER 7
CONCLUSIONS, RECOMMENDATIONS, AND

ENGINEERING SIGNIFICANCE

7.1 CONCLUSIONS

For the materials and methods of this investigation,

it is concluded that:

(1)

(4)

Stable particle concentration and velocity grad-
ients were not present in the dilute blanket of

#

the continuous thickener-clarifier.
Average—slurry velocities up to 70 percent
higher than the mean particle Stokes velocity
occurred at dilute blanket concentrations
between 7.04 x 16—2 and 1.07 x 10_l percent by
volume under steady-state thickener-clarifjier
operation. »*

None of the deterministic literats;e models com-
monly“ﬁsed to describe particle settling veloc-
ity as a function of particle concentration
accurately predicted the relative slurry veloc-
ities at dilute concentrations.

Assuming the particles in the dilute blanket

were spatially distributed according to a

binomial distribution, local regions with

=1
152
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concentrations slightly higher than the bulk
solution concentration were predicted to occur
with high probability. These particle clusters
could account for the high slurry velocities
which were observed.

Previous studies reporting particle cluster for-
mation have been influenced by container wall
effects at volumetric concentrgtions as low as
1073,

Cluster stability was probably inversely related
to the slurry concentration and to the variance
of the velocity distribution of thé’constituent
slurry particles. Cluster stability appearéd to
decrease at volumetric concentrations approach-

ing 1073,

7.2 RECOMMENDATIONS

Based on the results of this investigation, it is

recommended that:

(1)

(2)

The laser Doppler technique should be used with
more concentrated suspensions and/or larger set-
tling columns to establish the upper limits of
multiple scattering for which the technigque can
be employed.

The influence of the variance of the velocity

distribution of the constituent slurry parficles
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on the stability of particle clusters should be
investigated.

(3) The influence of the settling coiumn walls on
the formation and settling velocity of particle
clusters should be investigated as a function of
settling column size, slurry particle size, énd
slurry particle concentration.

(4) Similar experiments should be performed over a
broader range of particle concentrations to
determine the dependence of slurry settling
velocity on concentration.

(5) Similar experiments should be performed to
investigate the importance of clustgr formation

in slurries of flocculent partlicles. ?

7.3 ENGINEERING SIGNIFICANCE </

.-This investigation has demonstrated that enhanced
slurry settling velocities occur ;t very dilute concentration
due to the formation of particle clusters. The extent of
velocity enhancement has been shown, implicitly, to be influ-
enced by the container-to-particle size ratio and by the
velocity distribution of the slurry particles. These find-
ings have important practical implications.

For those applications in which the object is to

remove a solid from a fluid, (such as countercurrent and

AN

cocurrent separ?tion pﬁocesses), fluxes may be significantly

! s
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increased by operating at relatively more dilute rather than
relatively more concentrated suspension concentrations. The
separator cross-section should be dg¢signed taking particle
size into account to minimize the influence of wall effects
on the solid-fluid relative velocity.

For those appliéations in which the object is hydro-
dynamic particle classification, (such as particle size dis-
tribution measurements), the classification accuracy may be
significantly improved by proper design of the classification
vessel. The vessel cross-section should be selected to
retard cluster formation by taking into account particlé size
and particle concentration.

For those applications which depend on contact time
as well as relative particle-fluid motion, (such as fluid-
1zed bed reactors and processes involving simultaneous momen-
tum transfer and heat or mass transfer), improved efficiency
may result by designing and operating the process to promote
cluster formation. That is, consideration should be given to
the particle concentration and thé particle-to-container size

ratio.
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APPENDIX I
CORRELATION BETWEEN PARTICLE
CONCENTRATION AND AMPLITUDE
OF THE DOPPLER SIGNAL

It was desired.to determine if the time average of
the amplitude of the Doppler signal could be used as an esti-
mate of part}cle mass concentration. The envelope detector
output voltage at each of the 40.grid points for a given run
was compared to the corresponding mass concentration esti-
mate? In Chapter 3 it was stated that theory predicts that
the amplitude of the Doppler signal and the scattered inten-

sity should be correlated. Therefore, the transmittance

’
estimate of concentration was used in this comparison since

this measurement was independent of the Doppler signal. .

In order to make this comparison, it was necessary to
account for the amplitude-frequency characteristics of the
signal processing electronics. The Doppler frequency '‘was
estimated from the Doppler voltage measurement as previousl§
described. The measured Doppler amplitude was then converted
to thaﬁ_amplitude which would have been observed had the
Doppler frequency been 1000 Hz using equation (V-4). This
correction.accounted for the non-linear attenuation of signal

amplitude with frequency.due to the bandpass filtering

employed in the electronic prcessing.
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i

The mgdified values of Doppler signal amplitude are
plotted against estimatgd transmittance masé concentratioh in
Figure I-l1. These data, listéd in Table I-1, are level-
average valugs from each run. It is evident that a strong
negative correlation exists between the amplitude of the
Doppler signal and the particle mass concentration. A linear
relationship was-assumed between thése variablés and the
least-séuares model :

2 2

A= 5.0843 x 10 “ - 1.6597 x 10 “ C (I-1)

envelope detector .output, volts, and

where: A

il

C mass concentration, gm/f{,

was determined. ‘It appears .that, for a given Doppler anemo-

metry instrument, it would be possible to obtain an estimate
?

of the particle mass concentration by monitoring the ampli-

tude of the Doppier signal.
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FIGURE I-1
ENVELOPE DETECTOR OUTPUT

VS, CONCENTRATION
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TABLE I-1

DOPPLER SIGNAL AMPLITUDE VS. MASS CONCENTRATION

Corrected Envelope

Detector Output {volts) Concentration (gm/{)

4 -

Run . Level
Mean Variance* Mean Variance*
-3 -6 -4
1 7.8852x10 4.4953x10 2.4541 2.0347x10
-3 -6 -4
2 9.2285x10 6.6111x10 2.4540 4.3054x%10
. -3 -6 -4
3 9.9199x10 5.7402x10 2.4433 ° 7.7510x10
‘.
-2 -6 -4
4 1.1264x10 9.9450x10 2.3809 4.9380x10
-2 . -5 -4
L 2.0302x10 1.5242x10 1.8633 2.6435x10
) -5 A -3
2 2.4044x10 2.5481x10 1.8293 1.3343x10
2 o
3 A.BlSOxlO—z 3.6143x107° 1.8002 4.5889x10
-2 ... -8 -4
4 1.7241x10 2.0661x10 1.7851 5.1237x10
-2 <« =5 -3
1 1.8162x10 1.1097x10 1.7428 2.4997x10
-2 -5 -3
. 2 1.7456x10 3.8907x10 1.7505 1.8084x10
3 -2 -5 -3
3 2.3058x10 2.6509%10 1.7005 1.9943%10
4 2.4021x107°% . 2.6315%107° 1.6800 9.3608x10"
© .3 -6 ' -4
1 6.7278x10 3.0378x10 2.4384 . 7.2169x10
A 3 6 =
_ 2 5.1127x10 6.2160x10 2.3882 1.6257%10" >
4 : ; -3 S ..=5 -4
3 8.1047x10 2.4064x10 2.3157  9.1341x10
' =2 : -5 , . L. -4
4 ©1.4632x10 | 2.2234x%10 2.2846 6.0925x10

W
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Table I-1 (Cont'd.)

Corrected Envelope

3
Detector Output (volts) Concentration (gm/{)

Run Level
Mean variancex* Mean Variance¥*
1 2.2088x10’2 2.9430x1o‘S 2.1658 1.6621x10'3
-2 -5 -4
2 1.9539x10 2.4957x10 2.1782 4.9951x10
> -2 5 3
3 2.0622x10 1.4032x10 2.1389 1.7950x10
-2 -5 -3
4 2.3013x10 2.2457x10 2.1375 1.5225x10
. -3 -6 -4
1 7.5364%10 2.9423x10 2.6707 4.5078x10
-3 -6 -4
2 6.2460x10 9.7371x10 2.6250 9.5163x10
6 . 3 6 3
3 7.8226x10 4.1240x10" 2.5485 2.1094x10°
-3 -5 -4
4 9.2224x10 1.3082x10 2.5728 7.4433%10

*Degrees of freedom = 7
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APPENDIX II
CALIBRATION EXPERIMENTS FOR CONCENTRATION

AND VELOCITY MEASUREMENTS

ITI.1 CALIBRATION OF PARTICLE
CONCENTRATION MEASUREMENTS

Calibration experiments were performed for the trans-
mitzed intensity, the scattered intensity, and the combined
transmittance-~scattered intensity methods of estﬁTating par-
ticle concentration. For these experiments, the experimental
arrangement was‘identicai to that used during the runs with
two exceptions: a different laser source was used, and the
experimental column was replaced with an aquarium.

The Spectra Physics 164 laser was not available for
this phase of*the study and was replaced by a Coherent
Radiation model 54-A argon ion laser. The replacement laser
produced an output with the same nominal. specifications as
did the Spéctra Physics laser. However, apparent aging of
the laser cavity decreased the output power to a level,
(approximately 35 milliwatts at 4880 R), significantly léss
than that used during the experimental runs, (approximately
1 watt at 4880 i). Boiling of the cooling water as it circu-
lated around the laser cévity caused the laser cévity to

]

vibrate, and resulted in a noisy output beam.
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An aquarium with the same cross-sectional area as £he
settliﬁg column was filled with three litres of distilled\
water which had been filtered through a double layer of 0.45
um pore size membrane filters. Weighed guantities of the
same particles used during the experimental runs were sequen-
tially added.

After each addition of particles, the photomultiplier

tube supply voltage was adjusted as described below and the

v, Vi
"W

detector output voltage produced by each of the transmittance
//-~7and scattering beams was recorded. After these measurements,
/d/ leght traps ‘were inserted in the paths of both beams and the
detector output was recorded to provide an estimate of back-
ground néise. Following each change in detector supply volt-

age, no data were collected for a period of ten minutes to

allow the detector to reach a steady-state.

Care was taken during the alignment o¥ the system to
ensure that the aquarium face wis normal to the transmittance

g beam and that incident laser beams were ogt of the zone of
influence of~the vortex caused by the magnétic mixer u;ed to

maintain completely mixed conditions in the aquarium.

IT.1.1 Transmitted Intensity Calibration

To ensure stable operation of the photomultiplier
tube, it was'necessary to limit the photomultiplier anode

current to asmaximum of 10_6 amperes. Therefore, for each

particle concentration measured by the transmittance method,
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the absolute value of the photocathode supply voltage was
increased in 100 volt steps until the detector output voltage
was between 10 and 200 mv. The transmittance beam intensity
was then measured at this supply voltage. The photomulti-
plier tube gain calibration, equation (VI-1), was used to
determine the detector output voltage that would be observed
at that photocathode supply voltage, (minus 2200 VDC), used
£hroughout the experimental runs. Table II-1 lists these
data. At the 95 percent confidence level, the model:

3

log,, (3) = 2.0140 x 107> ~ 2.5093 C (1I-1)
(@]

where: I = transmittance beam voltage at mass concentration
- C, supply voltage = =2200 VvDC, and

IO = transmittance beam voltage at mass concentration
C = 0, supply voltage = -2200 VDC,

fit the data, Figure 4.

II.1.2 Scattered Intensity Calibration

Since the output power of the laser used in these
calibration experiments was relatively low, the pﬁotocathode
was operated at a higher absolute supply voltage (minus 2900
VDC) than during the experimental runs (minus 2200 VDC).

This was necessary in order to obtain a measurable output
voltage due to the low ie&els of .scattered light reaching the
photocathode. 'The photomul€iplier gain calibréation was usea
to account for this operatiﬁ% difference, Table II*-2. The

»

linear least-squares model: : , .
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I
log 5€31 = -3.0802 - 0.7663 C (II-2)
10 I
e}
where: ISca = scattering beam voltage at mass concentration
C, supply voltage = -2200 VvDC, and
Io = transmittance beam voltage at mass concentra-
tion C = 0, supply voltage = -2200 VDC,

was found to describe the dependence of agjusted voltage on
mass concentration at the 95 percent confidence level, Figure
5.

The adiusted scattering beam voltages were normalized
by the adjusted transmittance beam reference voltage to
account for the difference in laser power between the experi-
mental runs and the calibration experiment, (see section VI.3).

I1.1.3 Combined Transmitted - Scattered .
Intensity Calibration

The least-squares model:

I
log,, [_SISE] = -6.2759 + 1.7430 C (II-3)

described the dependence of scattered intensity, normalized by
the transmittance, on particle mass concentration at the 95
percent] confidence level, Figure *5. The detector outpuat
voltagkes were corrected for background noise and adjusted to

the supply vobltage reference value of minus 2200 VDC as previ-

ously ‘described.
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I1.1.4 Transmittance Beam Reference Intensity

The intensity of the transmittance beam with the set-
tling column filled with water but devoid of particles was
used as the reference intensity, Io’ for estimating particle

concentration by the transmittance methoed, equation (3-15),

and by the scattered intensity method, equations (3-19) and

(IT-2). In the strict segnse, the reference intensity of the

scattering heam should Be used in equation (3-19) and equation
(II-2); how ;7 1t was impossible to accurately meagure this
intensity with the experimental arrangement employed. The
transmittance beam reference intengity could be accurately
measured. Since the polarization and wavelength of the laser
source used in the calibration experiments were the same as
those of the laser source used in the experimental runs, the
ratio of transmittance beam reference intensity to scattering
beam reference intensity could be assumed to be the same for
both laser sources. Therefore, tﬁe transmittance reference
intensity could be used to scale the scattered intensity cali-
bration obtained with one laser source, equation (II-2), for
use with the different laser source used during the experi-
mental runs.

The reference intensity of the transmittance beam was
measured immediately prior to the experimental runs. The

photomultiplier output voltage was measured at four Iévels‘of

detector supply voltage, (-800 to -1100 volts in -100 volt

i
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increments), for each of seven nominal laser output powers
(0.4 €o 1.0 watts }n 0.1 watt increments). For each laser
§

output power, a least-squareg model of the form:

= f‘ -
loglO(Vout) ?9.+ el loglo(vsupply) (I1-4)

was observed to fit the data at the 95 percent confidence
level. These models are listed in Tgble IT-3; the data are
plotted in Figure VI-1.

The variations in the intercepts among these modelss
were probably cau;ed by minor changes in the location of the
laser output on the front mirror of the laser cavity as the
output power was changed. The differences in the slopes among
these models were significant at the 95 percent confidence
level. This suggests that the amplification characteristic of
the photomultiplier tube was a-function of the input light
intensity.,” This may have been due to increases in detector
noise as the incident intensity increased, (so called "noise-
in-signal"). Each: of the slopes of the models listed in
Table Ii-3 was significantly different from that determined at
the termination of the expérimenial runs, 10.1126, ][seé’equa—
tion (VI-1l)], and that provided by the photomultiplier tube
manufacturer, 11.25. However, each of these slopes was deter-
mined for a different incident ligh# intensity.

Since the experimental runs were conducted at a nomi-

*

nal laser output power of 1 watt, the model:
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TABLE II-3

LEAST-SQUARES MODELS FOR PHOTOMULTIPLIER
TUBE CALIBRATION

Nominal Laser Parameters in the Model

Output Power lOglO(vout) = eo * el loglO(Vsupply).
(watts)
6 , 6
o) 1
1.0 ~36.7896" 11.8317
0.9 -36.7140 11.7824
0.8 ‘ -36.6035 : < 11.7185
0.7 -36.3925 ) 11.6291
0.6 -36.4448 11.6218
0.5 - ~36.3430 11.5679
0.4 -36.1370 11.4777
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« A

loglo(Vout)-= -36.7896 + 11.8317 loglog(V ) (I1-5)

supply
was used to estimatg that transmitted reference intensity -
(IO = 571.348 volts) that would have been observed at a
detector supply voltage of -2200, the supply voltage used in
the experimental runs. e same model was used to estimate
the transmitted re hce intensity at a supply voltage of
-2200, (IO = 21.109 volts}), for the calibration experimentsf

I1.2 CALIBRATION OF PARTICLE
VELOCITY MEASUREMENT

The frequency of the Doppler signal was calculated

from the amplified oufput voltage of the frequency discrimi-

nator using equation (V-5). The particle velocity was calcu-

lated from the Doppler dignal frequency using equation (3-7).
Using the symbols in Figure 2 and performing the dot product

in equation (3-7) gives:

_ nv - -
WD = (—G—W—O—T cos(8 + o) COS(G.)' (II' 6)

where: Wy = Doppler shift, Hz,
n = fefractive index of water, 1.333,

A = vacuum wavelength of the incident light,
; 4.88 x 10‘5 cm, .

6 = angle between the scattering beam and the
horizontal, 17°,
» & = angle between scattering beam and the velocity
:, vector, 73°,; and- :
v = velocity relatlve to fixed reference frame,
,cm/mln. d

re

v
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That is:

R |
N 133.105 ] \

(11-7)

Equation (II-7) gives that qpmponent’of the particle velocity

relative to, a fixed observer, in the direction (Esc - ni).

The vertical component of this velocity is:

-W -W ~

_ D < D _
V = TT337105) Sos(8Y ~ I27.289 (II-8)

This equation was used to calculate -the.particle settling
velocities in this investigation.

Although the particle velocity could be calculated '

directly from egquation (II-8) using the measured Doppler

shift, a series of expefiments was pérforméa tg calibrate the
laser Doppler instrument. For this determination, the fre—;
guency shift in the light scattered from a transparent disc
rotating at known angufar spéed was meésured.
. ) .
A six~-inch~diameter, l1/8-inch-thick plexigléss disc
was mounted on the shaft of a clock motor so that it ro(éted

in a vertical plane normal to the transmittance beam at\1/5

rpm. The scattering beam and the transmittance beam inter-—

« sected on the .front surface of the disc in the same horizon-

tal plane as théN\notor shaft. This ensured that the scatter-

ing point Qas'ali ed with the optical axis of the detector

_and that the velocity vector was vertical. To increase the

amount of lith scattered by the disc, one half of the front
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2

surface was scored with a series of radial groéves at 0.5
" degree increments, '

The experimental apparatus was set up in the saﬁé
manner as during the experimental runs. The angular velocity
of the disc was measured with the laser Doppler instrument
for two experimental arrangements. In one arrangement, the
disc was positioned on the laser side of the settling column -
so that the light scattered by the disc passed through the
settling column prior to reaching the detector. 1In the other
arrangement, the disc was positioned on the detector side of
the settling column sb that the incident scattering beam
passed through the settling column prior to reachiné the
d%sc. Witﬁ the feed tank and the column filled with water,
and the feed and underflow pumps operating, but with no par-
ticles added to the system, the Doppler shift was measured to
calibrate the velocity measurement.

To determine the possibility of degr;ding the Doppler
signal by multiple scattering of the incident scattéring beam
prior to reaéhing the sample volume and by multiple scatter-
ing of the scattered light as it traversed that portion of

the slurry between the sample volume and the detector,

weighed packets of slurry particles were sequentially added

to the feed tank for both of the éxperimental arrangements.

After each addition of particles, the settling column,ﬁ;;/7>

-
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oberated for approximately 8 hours so that a steady-staté
sldrry concentration could be approached.

After each addition of particles, the absolute value
of the photomultiplier supply voltage was increased in 100
volt steps until the measu;ed intensity of the'écattering
beam was larger than the tube background (all light traps
inserted) by a factor beétween 1.5 and 2.0. The intensity of
the reference beam was then adjusted until the detector‘ére-
amplifiexg output voltage was 1.0 * 0.1 mv. This procedure
ensured that thé electronic processing instrumentation would
"observe" the:same Deppler signal amplitude'relative to back-
ground and the same noise-in-signal as during the experi-
mental runs. : \‘f

For.each particle concentration established in the
settling column, the sequence of measurements showgﬁin Table
II-4 was followed. Measurements of the frequency and ampli-
tude of tﬁe Doppler'sﬂhnal.were discarded.if the reference
beam ip£ensity charged by more than ten percent duiing thesé
measurements. It will be noted from Iable II-4 that fhe
phofocathode was operated at supply voltages other than the
standard value used during the runs for the measurement of
scattered ligﬁt intensity and transmittance. This opera-

tional difference was accounted for using the amplification

characteristics of the detector as previously described.



181

-

~

00ST- . * sk ou ou . butzejoy mocmwwWEm:mua 0T
. . A3Tsus3jur
butiexado , ou ou sak . lu\\ weaq soulaasiay 6
’ . . 9 deois
- buryeaado ou. . saA sak Aaeuotle]s 103 pynoabyoeg. 8
. g daias
butjexado ou ou . S2A burzejoy I03J punoxbiorqg L
o . spnaTdure
but3zexado - ou sak sak burzezoy Teubts xatddog 9
A31sus3iut
butjexado ou . ou sak - weadq sousIdIay S
butjeaadg ou ou sadk mcﬂumuom suixete asied b
butjzexado ou sak salk Axeuotjyeasg swIeTe-as{ed €
mw . . Kousnbaxz
butyeaasdo ou sak sah butaejoy Teubts astddod g
A3Tsuajur
xbutaexado ou - ou s94 ‘ - uesq soduaxaia’xy | I
(sat1oAa 2Q) aouejljTwsuey] buraisjjeog sousisjay .
abeaton A1ddng UOT3OWN 2STId mmusmmmz da3s
» 3T3uend
astTdT3Tnwoloyd paTTddy . sweag Iase] :

—

>

INIWI¥I4XT OSIAd ONILVLOA MOh SINAWAINSYANW JO -HAININOIS

p-TII FTAYL



182

i

30\» i
31X93 cH\mWﬂHMUmm@ B1I93TIO 9yl "Aq 39S [949T 3BY3 ST o2be3Ton burzexado,

. S 2T pue g1 sdeis

butrjexado ou “ ou . ou putiyejoy I03 wcaoumxomm £T
. . A31susjurt
butjexado ou salk ou burjezoy -weaq burIxalilzros 1
W . . A3Tsuajut
00¢ - ou : s9k ou oo butyezoy wesq bHutaeijzeos 11
Y v \ ‘
(s3t1oa DQ) souejjTWsURIL buTtaejllzeds ' sdusxsIay .
abej10oA A1ddnsg ﬂ UOTIOW OSTQ P9 INSEIN da3as

" zeridraTnwoloyd

po11ddy swesg Isseq >mﬁucm50

(*p.,3u0d) ¥-IT °Tq=L



183 .

It should be noted that the quality of the data col-
lected in this calibration experiment was low due to the

cavity generated frequency noise present in the laser output.

I1.2.1 Rotating Disc on Detector
Side of Column

The velocity .determined from equation (II~-8) is shown
as a function of the transmittance estimaté of slurry concen-
tration in Figure II~-1. The velocity estimate appeared to be
independent of the slurry concentratioﬁ for the range
studied. This indicated that the velocity measurement was
not sensitive to multiple scattering of the incident radiation
prior to reaching the wsémpling point."

For this experimental arrangement, the disc was posi-
tioned so that the angular velocity of a point 3.6 cm distant
from the centre of the disc was measured. lThe angular veloc-
ity at this-.radial distance was determined from the equation;

V = Wr ' (11-9)
where: V = angular velocity at radial distance r, and

W

i

rotational frequeﬂcy of disc,

to be 4.52 cm/min, a value not too different from the parti-
cle velocities observed in the experimental runs. The mean
value of the disc velocity, (see Table II—S&, was not'signi~
ficantly different from the calculated velocity at the 95
percent confidence level, thereby demonstrating the accuracy

of the laser Do?pler instrument.
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FIGURE TI-|
DISC EXPERIMENT :

DOPPLER FREQUENCY VS. CONCENTRATION

- MASS CONCENTRATION {(gm/1)

800 T T T T T T T 1000
© DISC ON DETECTOR 7
SIDE OF COLUMN 4900
a DISC ON LASER -
SIDE OF COLUMN
800
700
700
600
60&* 500
a
- 400
- -{ )
N -1 300
500 -
2 -4 200
n o N
b -4 IOO
(0]
. »
40 1 N D | 1 1 d...1 i 1 L 1 1 0
0 0.1 02 03 04 0.5 0.6

DOPPLER FREQUENCY (Hz)



"

. 185

II1.2.2 Rotating Disc on Laser Side of Column

The disc velocity measured foOr this experimental
~Arrangement is plotted as a function of the transmittance
estimate of slurry concentration in Figure II-l. The mea-
sured velocity decreased as the slurry concentration -
increased. While these data might suggest that the multiple
scattering experienced by the light scat£ered from the sam-
pling volume affected the éccuracy of the Doppler frequency
determination, it i; evident from Table II-5 that the fre-
quenéy measurements for these data were inadvertently col-
lected at an improper setting of the signal false-alarm
level. As noted in Chapter 5, a false-alarm frequency of
100 + 5 Hz was used throughout the experimental runs. This
frequency was found to be a convenient, trade-off between
lower rates, which resulted in Doppler signal drop-out, and
higher rates which degraded Qppéler signal accuracy. The
dependence of the measured frequency shift on the false-alarm
rate for both experimental arrangements is shown in Figure
CII-2.
For the experiments in which the rotating disc was
positioned on the laser side of ;he settling column, the
velocity of a point 6 cm from the disc centre was measured.

According to equation (II-9), a velocity of 7.53 cm/min

should have been observed. ' '
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FIGURE II-2

DISC EXPERIMENT:
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The low velocity values measured, and the apparent
dependence of measured disc velocity on slurry concentration
are probably artifacts of the low levels of false-alarm fre-
quency employed in this portion of the calibration experi-

ment.

>

I7.3 VERIFICATION OF DOPPLER SIGNAL

It will be recalled from Chapter 3 that the amplitude
of the Doppler signal is proportional to the square root of

the power of the scattered radiation. That is:

1 a[}Psca + Pref) + 2ypscapref SIN 2n(WDt + £J (I1I-10)

where: Psca = power of scattered beam,
Pref = power of reference beam,
wD = Doppler frequency, and

£ = constant phase angle.
The first term in this equation 1is the DC current and the
sesond term is the AC or Doppler current. Rolfe et af.
(1968) note that, due to effects such as imperfect alignment
between the scattered and reference beams at the photocathode
and loss of coherence between tpe two beams, the Doppler

amplitude is less than 2/P This suggeéts that, for a

scafref-
given alignment of the laser Dopplér instrument (that is, a

given experimental run), the amplitude of the Doppler signal

i i VP___P___.
should be a linear function of VP__ . P .
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The correlation between the measured amplitude of the
Doppler 31gna§»and the measured powers of the scattered and
referénce beams was determined for each of the experimental
runs. In order to make this determination, 1t was necessary
to account for the amplitude-frequency characteristics of the
signal processing electronics. The Doppler frequency was
estimated from the Doppler voltage measurement using equation
(IT-6). The envelop?/ggtector output voltage was then con-
verted to that value which would have been observed had the
Doppler frequency been 1000 Hz using equation (V-4). This
correction accounted for the non-linear attenuation of signal
amplitude with frequency due to the bandpass filtering
employed in the signal processing. This equivalent envelope
detector output was then corredted for the gain of the elec-
tronic system using equation (V-3) to provide an estimate of
the voltage which would have been measured across the load at
the photomultiplier anode. The output voltages of the photo-
multiplier tube when each of the scattered beam and the
reference beam were individually applied were used as esti-
mates of the power of these beams. ;

The modified values of the envelope detector output
voltage are plotted as a function of the estimates of beam
power 1n Figure I1I-3. These data are the average values for
each of the five horizontal planes of each run. With the

exception of run 2, a strong positive correlation exists
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between the envelope hetecﬁPr ouﬁput and the square root of
the prodiict of the estimates of beam power? It should be
noted that the slopes of the linear least-squares correla-
tions fof each run are similar. ‘Yhe vért@éal displacement
among the curves is probably due to differences in heterodyn-
ing efficiencies caused by run—t8~run variations in opticél
alignment. Table II-6 liséi thes; data. The run-average
data a;e listed in Table II-7. |

These correlatiogé provide strong evidence that the
AC signal measured during the experimental runs was causéd by
frequency differences between the scattered beam and the
reference beam.- The.fact that the frequency of these signals
.could be used to prediét the flux of particles through the

column (see Chapter 6) provides strong evidence that a

Doppler signal was measured.

4
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APPENDIX III

VARIANCES ASSOCIATED WITH CONCENTRATION,

s

VELOCITY, AND FLUX ESTIMATES{

III.1 ANALYSIS OF VARIANCE FOR CONCENTRATION
AND VELOCITY MEASUREMENTS

Analyses of variance were performed to estimate
whether or not the observed variations in particle velocity
and concentyration w;thin and- between horizontal planes were
éignificant relative to analytical error. A standard analy-

-

sis for hierarchic classification with three sources of vari-

£

ation, (variation due to measurement at a single grid poént;
variation between t@k grid pecints within aﬁi}ngfé horizontal

plane; and, variation between the horizont;l_planes'within a
given run), was used. For the concentration measurements,
Tables 2 and 3, all five horizontal planes of a given run
were used in the analysis. For the velocity measurements,
Table 6, the top horizontal plane was not used in the analy-
sis due to the influence.of-the slurry feed port at this
level.

These énalyses were performed for measurements in
voltage units. The photomultipligf output voltages, cor-
rected for background; que to the :fattering beam and due to

the transmittance beam were used as/ the two "concentration"

196 o
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measurements. The amplified output voltage of the frequency

discriminator was used as the "velocity" measurement.

In estimating the sums of squares for calculating the
mean squares associated with variation between grid points
within a single horizontal plane and those associated with
vapiation between horizontal planes within a given run, a
run-average value was used for the number of\;sg}icate mea-
surements at single grid points, [Kennedy and Neville (l976)]l
This vilue was within 10 percent of the number of replicate
measurements made at any given grid point. The details of
the analysis procedure are available.in Davies and Goldsmith
(1972).

III.2 VARIANCE IN VELOCITY MEASUREMENT

FOR ESTIMATING THE PROBABILITY
OF CLUSTER FORMATION

The variances of the velocity estimates were deter-

mined from the variances associated with measuring the fre-

quency proportional output voltage of the freguency discrimi-
nator. Combining equations (V-5) and (II-6), the velocity was

calculated from:

’ -3
$ v - 4.906 x 10
vy = —=ut — (ITI-1)
(127.289) (2.500 x 10 )

3

where: V = particle velocity relative to a fixed
observer, cm/min, and .

Vout = DC operational-amplifier output, volts.
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The variance o? the calculated veloélty was estimated using a

Taylor series expansion, [Volk (1958)]}:

) (III-2)

2
var (v) = [’Wﬂ‘] vag (v, ) = 988.864 Var(v_ .
t

ou
The variances of the least-sgliires parameter estimates in
equation (V-5) were orders of magnitude less than those of the
véltage measurements and were ignored for this determination.
Table 7 1lists the average variance of the mean
velocity for a grid point, (calculated from the distribution
qof replicate measurements about grid point means); the average
vakiance of the mean velocity for a horizontal plane (calcu-
lated from the distribution of grid point means about horizon-
tél plane means); and the variance of the mean velocity for
each run, (calculated from’ the distriﬁution of horizontal
plane meané about the global mean for each run). These aver-
age variances were calculated from an unweighted pooling Jver
dach run. | T S
It is ev%dent that those variances which include
variations between grid points were significantly larger than
those that did not. The former included contributions from
relatively long term temporal variations in system operation
while the latter did not. That is, the former were-likely to
include variations in velocity resulting from a relatively

broad range of cluster sizes and concentrations; the latter

were not. For the measured cluster velocities and the
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predicted éluster sizes, éhe three minute sampling period at a
single g;id point resulted in the. observation 0f a small
number, (in the range of 2 to 4), of clusters. Therefore,
that\xfriance whgch included only variations within grid
points provided the more accurate estimates of the true range
of cluster sizes, (that is, the true range of the number of |
particles in a cluster), for é;iculating the probébility of
cluster formation. The indiﬂédual run values of“the variance
of the mean velocity for a grid point were pooled for esti-
mating n, and n, in equation (6-6).

For thé magnitudes of velocity measured in this study,
this resulted in 95 percent confidence limits which bracketed

the mean velocities by plus and minus approximately 2.5 per-

cent of the mean value.

~,
)

III.3 VARIANCE OF VOLUMETRIC FLUX ESTIMATES \K/

The measured underflow fluxes were compared to the .

fluxes predicted from the literature models listed i1n Tables
8, 9 and 10 and to the fluxes calculated from the run-average
values of velocity and concentration. The 95 percent confi-
dence intervals .for each of these flux estimates, shown in

Figure 22, were determined from the calculated flux variances.

III.3.1 Variance of Measured Underflow Flux

For each run, three replicate measurements were made

for the underflow slurry volumetric flowrate, (Qu, cm3/min),

S5
o,

e e it A i+ P

e W ol b it e
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and for the underflow particle mass concentration, (Cu, gn/L) .

The volumetric flux, (¢, cm/min), was determined from the

relation:
C.Q >
. . u™u
v o= 1600 o A (ITI1-3)
- p
N where: o = measured particle density, (gm/cm3), and

. . 2
column cross-sectional area, (cm').

» T
]

The variance of this\ flux was determined from the approxima-

tion:

/ 2 2 2
! Var (y) = (lﬁ&] var{(c ) + [SQLJ var{Q ) + jﬂL] vVar(p_)

Lacu u SQu u Sop . P

Qu 2 .. Cu 2
[looo"p A} var(C) + [1000 o'A‘} var(Q,)
p P
¥ -C Q 2 i
+ [——2—-‘9—-‘1—1\] var (o) (I11-4)
} _pp 1000

using the data in Table III-1. The variance of the particle
density, pp, is determined in Appendix IV. The 95 percent

confidence limits were determined using the t statistic:

. Py o+ t0.0S,v/VEFTJT (II1-5)
Two degrees of freedom, v, were used for this determination
since this was the minimum number of degrees of freedom asso-
ciated with an§ of the random variables in equation (III-3).
This resulted in a conservative estimate of the 95 percent

confidence interval for .
Fal
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I1I1.3.2 Variance Wf Flux Predicted
by LiteratMre Models

For this comparison, the flux predicted by the

literature models was determined from the relation:

Qu
o= (Vmodel + ~K‘),’) (ITI1-6)
where: V = relative velocity predicted by the litera-
model N
ture model, cm/min, and
$ = run-average volumetric concentration.
The literature models are of the form:
vmodel = VST(;) (III-7)

where: VST = Stokes velocity estimate, cm/min, and

Y
1}

function modifyina Stokes velocity, dimension-
less.

The variance of the flux was determined from the approxima-

tion:
., N2 . 2
W ] q)
var () = g?;i Var {4) + L?‘é ] Var(Qu)
LU..J u
2
L T12 var (V...) [v + Qu" Var (5)
+ ar = — ar (3
BVSTJ ST model A
r,02 .
+ LZ' var(Q ) + [d(2)] Var(VST) ] (II1-8)

The variance of the Stokes velocity estimate is determined in
Appendix 1IV.

The 95 percent confidence interval was determined
using equatién (ITI-5). A conservative estimate of this

'd
interval was obtained by using the minimum number of degrees

~
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of freedom, v = 2, associated with any of the random varia-
bles in equation (III-6).
The Stokes velocity calculated from the measured

parameters for the mean size particle, V = 3.54667 *

1

ST

cm/min, was used in the literature guodels
Y

rather than the measured terminal settling veloc1tﬁjof 100

B,

2.9630L x 10

individual slurry particles, Voo = 3.03136 * 0.546618 cm/min.
The calculated value resulted in predicted fluxes 15 percent
higher than those predicted using the measured value. That
is, the literature models were placed in the best possible
light for the comparison to the measured underflow fluxes.

It should be noted that there was no significant
di1fference between the two.estimates of the individual parti-
cle Stokes velocity at the 95 percent confidence level.

IIT1.3.3 Variance of Flux Calculated from ‘leasured
Velocity and Concentration

The flux determined from the run-average estimates of
velocity and concentration were determined from:

Yy = Vo (I1I-+9)

where: V measured velocity relative to fixed observer,

cm/min, and
¢ = volumetric concentration.
The variance of the calculated flux was determiped

using the approximation:

Al

e, L

o ok A Y
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2 2
Var(y) = %%] Var(¢) + [3$} vVar (V)
2 2
= V- Vvar(¢) + ¢~ var(v) (II1I-10)

Three degrees of freedom were used in equation
(III-9) for the determination of the 95 percent confidence
interval.

ITT.3.4 Comparison of Calculated and Predicted
Fluxes to Measured Flux ////

' ~ The t statistic waé used to compare the volumetric
fluxes calculated from the run-avera%s velocity and concen-
trations and the volumetric fluxes predicted by the litera-
ture models to thdse measured -at £he column underflow, Table
IT1I-2.

With the exception of run 4, there was no signifi-

cant difference at the 95 percent confidence level between

'tﬁe calculated fluxes and the measured fluxes. This lends

strong "support to accurécy of the laser Doppler measurement
of particle velocity in this study. ' .

At the 95 percent confidence level, none of the

Literature models predicted fluxes which agreeded with the

measured underflow fluxes. This indicates that none of the

literature models accufately described the dependénce of

velocity on concentration for the range studied.
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APPENDIX IV

CHARACTERIZATION OF SLURRY PARTICLES

b

IVv.l PARTICLE SIZE DISTRIBUTION

-

The particle size distribution was measured with a
Zeiss model TGZ 3 counter using photographs of the particles
taken at a calibrated degree of teargement. This instrument
produced a histogram of particle numbers as a function of the
diameter of a circular spot of light, which diameter was
adjusted to match the diameter of a large number of particles,
one at a time.

‘The iris diameter of the counter was continuously
adjustable between 1.0 and 9.0 mm; this range was divided 1into
48 segments for recording the distribution histogram. In
order to approximate a uniform counting variance over all 48
intervals, the iris diameter was exponentially related to the
interval pumber. Use of the instrument in the exponential
mode necessitated applying a separate correction factor to the
observed number of particles in each interval. These factors
were provided by the instrument mgnufacturer.-

In order to obtain an accurate representation of the
particle distribution, over six thousand particles were
counted from photographs taken at an enlargement of 184.8.

The degree of enlargement was determined from the measurements

/
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of the distance between ra pairs of adjacent markings of a
scale with 500 micrometer di 'sions./ This calibration scale
was included in each photograph of the slurry particles.

?he instrument was calibratéd from measurements of ¥
interval number as & function of iris diameter. The latter
was measured with a precision scale for 20 settings of iris
diameter over the approximate range of 1.5 to 8.5 mm. .Tlese

data, corrected for magnification, were used to determing the

relationship between particle diameter and interval number.

The model: .
-1 -2 .
loglO(Dp)= 2.1190 x 10 + 3.1029 x 10 I (IV=-1)
where: 'D_ = particle diameter, micrometers, and
I = interval number. ' g

fit these data at the 95 percent confidence level.

The gzzz;cle sizg\i}stribution is shown in Figure
IV-1; Figure 14 is a plot of the cumulative particle sizg dis-
tribution calculated from the data in Table IV-1. From )
Figure 14, it can be seen that the particle diameters were

approximately normally distributed with a mean of 27.5 micro-

meters and a standard deviation of 5.4 micrometers.

IV.2 PARTICLE STOKES VELOCITY DISTRIBUTION

The particle Stokes velocity distribution was calcu-
lated from the measured particle size distribution using

equation (2-2}:
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where: \Y

ST particle Stokes velocity, cm/min, - _

Dp = particle diameter, micrometers, and
‘- (oﬁ— of)g
18y

The value of K was calculated to be 4.68988 x lO“3 cm/

(micrometerz-min) using the measured particle density. ™~

The particle Stokes velocity distribution is shown in
Figure IV-2. This was obtained from thg particle size distri-
bution, Figure IV-1, by dividing the ordinate values by the
factor (2K Dp) and by multiplying the abscissa values by the
factor, (K Dp). The cumulative particle Stokes velocity dis-
tribution, Figure 15, was obtained from the cumulative parti-
cle .size distribution, Figuré 14, by multiplying the abscissa
values by the factor (K Dp).

The Stokes velocities of the slurry particles were
observed to be approximately normally distributed, Figure 15,
with a mean of 3.4 cm/min and a standard deviation of 1.45
cm/min.

N
IV.3 PARTI¢LE DENSITY DETERMINATION

J
The apparent density of the particles was estimated

using a standard density bottle analysis, Table IV-2. This
determination was performed using three 25cnﬁ density bottles.
The volume of each bottle was determined by the difference in

weights between the empty bottle and the bottle filled with
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water. The determination was performed under conditions of
thermal equilibrium; the ambient air temperature and the fluad
temperature differed by less than 0.10°C. All temperatures
were measured with a digital thermometer; all weighings were
made on a Mettler balance to :1.0 x 10—4 gms. The mean appar-
ent particle density was determined to be 2.4348 : 1.1987 x

10 gm/cm3 at the 95 percent confidence level.

IV.4 UNCERTAINTY IN THE CALCULATION
OF STOKES VELOCITY

Stokes velocity was calculated from the measured par-
ticle diameter and density using equation (2-2):

2
(e — 22D _"g
v = P £ p

sT 18y

The variance of the Stokes velocity calculations were esti-

mated using a Taylor series approximation, [(Volk (1958)]:

[3 Ve | Y Vg 2

Var(VST) = ‘3 pp Var(np) T Dp war(Dp)
- - (1V-3)
oo 2 2
{D g (2(09 - :f)ng

= Lj%ﬂr Var(cp) +§ 15, Var(Dp)
-

Using the mean values for particle density and particle diame-
ter, the variance of the Stokes velocity was calculated to be

4 (cm/min)z. The contribution to this wvariance

5.4287 x 10
due to the uncertainty in the estimation of particle density,
the first term in equation (IV-3), was more than two orders of

magnitude less than that due to uncertainty in the estimation
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of particle diameter, the second term in eqguation (IV-3).
Therefore, since the particle diameters were normally distri-
buted to a close approximation, an infinite number of degrees

of freedom, ( = 1.96), was assumed 1in estimating the 95

£o.05

percent confidence limits of the Stokes velocity for the mean

particle size: VST = 3.5467 *+ 4.5667 x lO—2 cm/min.

.

-

3



APPENDIX V

i

CALIBRATION OF SIGNAL PROCESSING
ELECTRONICS

A series of experiments was performed to calibrate the
electronic instrumentation used for the measurement of parti-
cle velocity and concentration. A signal generator (General
Radio Corp., model 1210-C oscillator with model 1203-B power
supply) was used to provide a sine wave to the pre-amplifier
input. A variable attenuator (Kay Electronics Corp., model
461B) was used to decrease the amplitude of the applied signal
to levels sim}lar to those of the Doppler signals measured
during the experimental runs.

In these experiments, signal frequencies were méasured
with a General Radio Corp. model 1192 digital counter; signal
amplitudes were measured with a Hewlett-Packard model 3400 RMS
voltmeter which produced a DC voltage proportional to the RMS
amplitude of the AC signpal. All DC voltages were measured

P
with a Fluke Manufacturing Co..model 8300 A digital voltmeter.

A block diagram of the experimental set-up i1s shown in

Figure V-1. " Wiring diagra&s fdf éhose electronic components

designed and constructed in-house are shown in Figure V-2.

218
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V.1l ATTENUATOR CALIBRATION

An input signal of constant amplitude, (1.1256 x 10_2

volts RMS), and constant frequency, (999 Hz), was applied to

. /
the attenuator and th?/signal amplitude at the output was mea-
sured for various degrees of attenuation. For attenuations

between 20 and 46 decibels, the linear least-squares model:

-

v

log, .| =22&| = -1.7058 - 0.0477 (DB) (V-1)
10| V.
in

where: Vout = RMS amplitude of attenuator, output, volts,
Vin = RMS amplitude of attenuator input, volts, and
DB = nominal attenuation, decibels.

fit these data-at the 95 percent confidence level. The curva-

ture evident in Figure V-3 for attenuations greater than 50
decibels was caused by the non-linearity of the RMS voltmeter
as the éhreshold detection level was approached.

For subsequent calibration experiﬁents, equation (V-1)
was used to estimate ‘the RMS amplitude of the input signal to
the pre-amplifier using the measured RMS amplitude of the

signai generator output.

V.2 ENVELOPE DETECTOR OUTPUT AND \\
AMPLIFIER GAIN CALIBRATION

As part of the verification that the Doppler signal
was measuredsduring the experimental runs, the extent of

correlation between the anlplitude of the Doppler signal and
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version of the DC output of the envelope detector \to an
equivalent AC signal amplitude at the inpfit to the\pre-
amplifier.

A signal of constant frequency, (1000 Hz), and con-
stant amplitude, (1.3881 x ].O-2 volts RMS), was applied to
the pre-amplifier input and the DG output voltage of the
envelope detector was measured for various degrees of attenu-
ation.

The linear least~squares model:

(Vv-2)

where: V = RMS amplitude of envelope detector output,
out
volts, and ’
Vin = RMS amplitude of pre-amplifier input, volts,

fits these data at the 95 percent confidence level, Figure
vV-4.

During this experiment, the RMS amplitude of the
output of the passive bandpass filters was measured to deter-
mine the combined gain of the pre—amplifiep, the video-
amplifier and the passive filters. These data, shown in
Figure V-4, yere fitted by the linear least-squares model:

) 2 3

VOut = ~3.5515 x 10 + 3.2212 x 10 Vin (v-3)
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where: VOut = RMS amplitude of passive filter output, volts,
and
Vin = RMS amplitude of pre-amplifier input, volts.

At high levels of signal input, saturation of the video-
amplifier was approached and at low levels of signal input,
the electronic noise limit was approached. These factors

caused the curvature evident in the data of Figure V-4.

V.3 BANDPASS FILTER CALIBRATION

In order to determine.the extent of correlation
between the DC voltage output of the envelope detector and
the local particle concentration measured during the experi-
mental runs, Appendix I, it was necessary to account for the
frequency dependent attenuation of Doppler signal amplitude
due to the passive bandpass filters. |

The output éf the passive bandpass filtérs was mea-
sured as a function of the frequency of a signal of constant
amplitude, (9.993 x 107> volts RMS), applied to the input of
the pre-amplifier. These data were fitted by linear least-
squares. The médel:

2 3

\Y = 1.205263 x 10 ° + 9.173724 x 10 ~ F

out

6 p2 4 2.253354 x 1077 FY  (v-4)

- 7.878426 x 10
described the dependence of RMS output voltage, vout’ on
input signal frequency, F, over the range 100 Hz = F =

1200 Hz.



T

226

During this experiment, the RMS amplitudes of the
active filter output signals were also measured as a function
of input signal frequency, Figure V-5. For this determina-
tion, the wave analyzer filter was centred at 1000 Hz and the
bandpass was set at 1000 Hz. The upper and lower %}mits of
the Krohn-Hite filter were set at 3000 Hz and 200 Hz respec-

tively, the values used during the experimental runs.

V.4 FREQUENCY MEASUREMENT CALIBRATION ~

The measurement of Doppler signal frequency was cali-
brated by monitoring the DC output of the operational-
amplifier (used to match the frequency discriminator output
to the ramp voltage of the wave anélyzer oscillator) as a-
function of input signal frequency. A signal of constant
amplitude (9.9925 x 10—5 volts RMS) was used for this deter-
mination. These data are plotted in Figure V-6. For input
frequencies in the range 500 Hz to 1600 Hz, the linear least-
squares model:

3 4

v = 4.90591 x 10 ~ + 2.5001 x 10 ° F (V=5)

out

where: sV
out

F

DC operational-amplifier output, volts, and

input signal frequency, Hz,
fit the data at the 95 percent confidence level.

This experiment calibrated the joint operation of the
wave analyzer, the limiter-amplifier, the one-shots, the fre-
quency discriminator and the matching operational-amplifier,

Figure V-1.
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V.5 VOLTMETER CALIBRATION

The accuracy of the Hewlett-Packard RMS voltmeter
used to measure RMS amplitudes in the calibration experiments
was checked with an oscilloscope. The amplitude of a signal
of constant frequency, (1000 Hz), was varied at the input to
the RMS meter. The amplitude proportional DC volitage gener-
ated by the meter was measured and correlated with the peak-
to-peak voltage observed on the oscilloscope. These data are
plotted in Figure V-7. For all ranges of RMS meter opera-
tion, the meter response and the oscilloscope measurements
were linearly related with slopes not significantly different

from 2/2 thereby demonstrating the meter accuracy.

)
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APPENDIX VI

OPERATING CHARACTERISTICS OF THE
LASER DOPPLER INSTRUMENT

&

VI.1 PHOTOMULTIPLIER TUBE CALIBRATION

VI.1.1 Photomultiplier Tube Gain

At the completion of the experimental runs, the DC
output voltage across the photomultiplier anode load was mea-
sured as a function of photomultiplier supply voltage to
determine the detector amplificaticon characteristics. For
this determination, the intensity of the reference beam was
measured at supply voltages between =-1700 and -3000 in -100
volt increments. After each change in supply voltage, the
detector was allowed to stabilize for 10 minutes before read-
1ngs were taken. After each measurement, the aetector output
was measured at the reference supply voltage of -2200 to
ensure that the experiment was conducted at a constant light

a¥
b

intensity.

The model:
= 7 v JI -
loglo(vout) 36./816 + 10.1126 loqlo( supply) (VI-1)
where: VOut = DC photomultiplier output, volts, and
= absolute value of photomultiplier supply

Vsuppl
supply voltage, volts.

231
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.described the amplification characteristics at the 95 percent
confidence level. The data are listed in Table VI-1 and
plotted 1th Figure VI-1.

- ‘ //,/m\

Egquation (VI-1l) was used to scale those scattered beam
voltages measured at detector supply voltages of -2700 in runs
3 through 6 to those levels that would have been observed had
supply voltages of -2200 beegf;§§a. This provided 2 uniform
basis across all experimental runs for the measurement of par-
ticle concentration using the scattered i1ntensity correlation
and the combined transmittance-scattered intensity correlation.

As noted 1in Appendix 11, equation (VI-1) was used to
scalc the data to a reference detector supply voltage of -2200

during the calibration experiments for estimating particle

concentration.

VI.1.2 Photomultiplier Tube Dark Current

The dark current (photomultiplier tube output with no
light input) was measured as a function of photomultiplier
supply voltage for detector operation at ambient temperature,
(approximately 20°C), and for detector operation at a tempera-
ture less than 5°C. For this determination, the DC voltage at
the envelope detector output was measured. Following each
change 1in supply-yoltage, no data were collected for a period
of 19 minuteé/i:\;;iow the getector to reach a steady-state.

It iL evident from Figure VI-2 that dark current was

appreciable at supply voltag€3.less than -2400 for ambient
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TABLE VI-1

DETERMINATION OF PHOTOMULTIPLIER
TUBE AMPLIFICATION

Photomultiplier OQutput Voltage

Photomultiplier
Su%géyvggigige Mean Variance Degrees of
(DC volts) (DC volts)? Freedom
-2200 1.04154x107° 1.44939x10 L0 38
-1700 1.34000x1074 2.47059x107 1% 34
~2200 1.04471x1073 1.34759x10 10 33
-1800 1.82286x10 "% 3.57983x10 11 34
-2200 1.03167x1073 2.08571x10 35
~1900 2.69118x10 % 8.28877x10 12 33
~2200 1.01491x1073 2.14343x10° 10 54
-2000 4.03000x10™* 5.74359x10 +1 39
-2200 1.02311x1073 3,62828x10 L0 44
-2100 6.47059x10 % 8.80570x10 1 33
~2200 9.99756x10 ™% 3.57439x10" %0 40
-2300 1.59588x%10 > 6.06774x10 10 33
~2200 1.01625x1073 3.31731x10" %0 39
| -2400 2.47529x107° 1.74688x107° 33
~2200 9, 97059x10% 5.42602x10 10 33
~2500 3.74412x107° 5.89162x10 ° 33
~2200 1.00156x1073 1.87802x10 10 31
5.63000x1073 8 37

-2600

1.47514x10
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Table VI-1 (Cont'd.)

Photomultiplier Photomultiplier Output Voltage

Suggéyvziiz?ge Méan Variance 5 Degrees of
(DC volts) (DC volts) Freedom

~2200 9.88857x10 4 3.45714x10" 10 34

22700 8.27000x1073 2.05080x10°° 50

~2200 9.83830x10 7 2.28492x107 10 46

-2800 1.14970x10 2 6.94343x10°° 32

~2200 " 9.44286x10" " 3.01681x10 10 34

3 ~2900 ''1.67465x10 2 6.92660x107° - 33
2200 9.72143x10" % 2.12369x107 10 41

2 7

-3000 2.42842x10° 1.87749x10" 37

B
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FIGURE ¥I-2
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temperature operation. Under cooled operation, dark current
was almost independent of supply voltage and was not much
different from the broadband electronic noise. At supply
voltages greater than -2300, detector cooling provided only
minor benefits in reducing system noise.

It should be noted that, throughout the experimental
runs, the detector was operated at a temperature less than

5°cC.

VI.2 PHOTOMULTIPLIER TUBE SUPPLY
« VOLTAGE CALIBRATION

The detector higﬁ voltage DC power supply was checked
for accuracy. The output voltage was measured using an analog
DC voltmeter with a full scale deflection of 600 volts. For
this determination, the voltmeter was connected in parallel
with a l.S’megaohm precision resistor to provide a combined
resistance of 1.5 megaohms. This combination was connected in
series with six, precision (:0.l1 percent) one-megaohm resis-
tors. The output voltage of the power supply was measured
over the range of -1000 volts to -3000 volts, Figure VI-3.

The power supply output voltage was determined to be accurate
within the precision of the analog voltmeter (*0.5 percent)

according to the least-squares model:

v = 7.5829 + 9.9201 x 1071 v (VI-2)
out h

where: V output voltage of power supply, volts, and

out
V = front panel voltage setting of power supply.

4 %
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Vi.3 LASER BEAM POWER

Throughout the experimental runs, the laser was oper-
rated at a total output power of approximately 950 mw. The
powers of the scattering beam, reference beam, and transmit-
tance beam were measured using a Spectra Physics model 401C ("\
power meter. This meter, designed for use with helium-neon
lasers, was fitted with an adapter to accommodate light at
4880 ;, The DC output voltage of the meter was calibrated
against the front panel meter of the laser power supply,
Figure VI-4. Using least-squares regression models which
described the linear dependence of output voltage on light
power, the powers of the scattering, transmittance and refer-
ence beams were determined to be 619.458 mw, 99.697 mw, and
i40.539 mw respectively.

VI.4 EFFECT OF OPTICAL PATH LENGTH DIFFERENCE
ON DOPPLER SIGNAL AMPLITUDE

For maximum heterodyning efficiency, and therefore
maximum Doppler signal amplitude, the optical path length of
the scattering beam between the laser output mirror and the
detector photocathode must differ from the optical path
length.of the reference beam between the laser output mirror
and the detector photocathode according to the relation:

AP = n2L (VI-3)

where: AP = path length difference between the reference and
scattering beams,

L = length of laser cavity, and

n = an integer.
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FIGURE ¥I-4
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The efféEE/S} path length difference on the amplitude
of the Doppler signal is shown in Figqgure VI-5. These data
were collected using the same arrangement of apparatus as
during the experimental runs, except that the settling column
was replaced with a transparent disc mounted on the shaft of
a clock motor which rotated at constant speed. As the opti-
cal path length of the reference beam was varied, the peak-
to-peak amplitude of the Doppler signal was observed on an
oscilloscope and the envelope detector output was monitored
with a digital voltmeter. It is evident that the Doppler
signal amplitude decreased by almost 40 percent for a path
length difference of three centimeters.

For each of the experimental runs, the optical path
length of the reference beam was adjusted to maximize the
amplitude of the Doppler signal.

VI.5 EFFECTS QF REFERENCE BEAM STRENGTH AND

FALSE-ALARM FREQUENCY ON DOPPLER
SIGNAL FREQUENCY AND AMPLITUDE

An experiment was performed to determine the sensi-
tivities of the measurements of Doppler signal frequency and
amplitude to variations in reference beam strength and false-
alarm levels. Using the same apparatus as during the experi-
mental runs, the reference beam strength, measured across the
detector load,’was varied from 1.0 mv, the value used
throughouﬁ the experimental runs, to 2.5 mv. For each level

of reference beam strength, the Doppler frequency and the
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envelope deﬁector output were measured at a single location
in the settling column for two operational conditions. Under
one conditibn, the volume control of the wave analyzer was
adjusted to provide a false-alarm frequency of 100 Hz for
each value of reference beam strength. Under the other
condition, the volume control of the wave analyzer was held
constant at that setting required to provide a false-alarm
frequency of 100 Hz at a reference beam strength of 1.0 mv.
Under the latter condition, the false-alarm frequency
increased as a function of reference beam stfength, Figure
VI-6. .
It is evident from Figures VI-7 and VI-8 and Table
VI-2 that the velocity measurement was independent of refer-
ence beam strength but strongly correlated with false-alarm
frequency over the range studied.

Also shown in Figures VI-7 and VI-8 and Table VI-2
are the envelope detector output voltages, corrected for
background (that is, output with scattering beam blocked).
This measurement was madé upstream from the wave analyzer and
therefore was independent of false-alarm freguency. The enve-
lope detector coutput was strongly correlated with reference
beam strength.

A reference beam strength of 1.0 * 0.05 mv was
employed throughout the experimental runs. As well as main-

taining a constant noise-in-signal for the photomultiplier
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FIGURE ¥I-6
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FIGURE VI-7
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FIGURE ¥I-8 .
DOPPLER SIGNAL AMPLITUDE AND FREQUENCY
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tube, this provided a uniform basis for estimating particle
concentration from the envelope detector output, Appendix I.
Throughout the ;;perimenta; runs, a false-alarm frequency of
100 + 5 Hz was employed. This level was selected as a trade-
off between lower frequencies which resulted in Doppler
signal “déop—out" and higher frequencies which resulted in
the measurement of broadbaﬁd noise rather than the Doppler

signal. ’ -

e
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APPENDIX VII

OPTICAL ALIGNMENT OF THE APPARATUS

Prior to system alignment, the laser was operated at a
nominal output of 1 watt for a period of three days in the
temperature controlled (*1 C) laboratory to ensure thermal
equilibrium of the laser cavity. The apparatus wa&s then
aligned by following the steps in Table VII-1.

For the levelling of the base ﬁiate and the settling
column (steps 1 through 6) and for the alignment of the detec-
tor optics (steps 10 through 15), the settling column, filled
with water, was positioned so that the optical "sampling
point," (intersection of scattering beam and transmittance
beam), was located in the centre of the column. For the
alignment of the incident beam optics (steps 7 through 9), the
column was moved out of th§ @gtical axis.

A deflection gage ;Kiéh measured hundredths of an inch
was mounted on each corner of the base plate following the
levelling of the base plate and the settling column (steps 1
and 2).

All 40 grid points could be sampled without causing
noticeable deflection of the gages. Periodically during each
run, the deflection gages were checked and the inflation pres-

sures in the inner tubes were adjusted as required, to

250
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maintain tbe base plate in a horizontal plane. This ensured
that the axis of the settling column remaihed vertical
throughout the experimental period.

A quadrant detector was used to align the scattering
beam, steps 7 and 8. This device was a photocell whose
entrance window was divided into four equal area quadrants by
two fine cross-hairs oriented 45° to the horizontal. The
east-west and north-south pairs of quadrant were electrically
connected to an X and a Y output jack, respectively. The
quadrants were electronfgally matched so that a zero output
voltage resulted at each jack when the laser beam was centred

\w>//8h the cross-hairs and a DC voltage, positive for north and
east, negative for south and west, otherwise occurred. This
device allowed positioning of the laser beam witbin 0.01
inches. /

: {

"spig}ng rods" were used to position the qua;>qgf\
detector, (step 7), and to provide the proper spacing between
the various elements of the detector optics, (steps 12 and
15). These rods were made of 1/8 inch diameter steel and were

machined to the appropriate length, *0.005 inches. - .
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APPENDIX VIII

LINEAR LEAST-SQUARES REGRESSION
PROCEDURE

Linear least-squares polynomial.models of the form:

y = '? 5 %"+ gl (VIIT-1)
i=o N\
where: y = predicted response of dependent va}iable,
x = independent variable,
61 = regression parameters, and
€ = experimental error, (assumed to be a normally

distributed random variable with zero mean),
wei? used to describe the dependence of one variable on
another. It was necessary to determine the number of terms to
be included in the model and the Yalues of the regression
.
O,'al, oo, 8
Starting with the zero-order polynomial, (n=0), terms

parameters, o n’
of 1ncreasing powers in x were added one at a time and the
residual sum of squares of the data about the model was deter-
mined after each addition. The number of terms to be retained
1n a model was estimated from the mean square associated with
the reduction in the residual sum of squares attributable to
each parameter. This quaiktity was approximated for the kth

parameter by the difference in the residual_sums of squares

between the polynomial in (k-1) terms and the polynomial in k
\ ,
‘ \J/ 256
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terms. When this reduction in residual sums of squares was
significantly different from the residual mean square for the
polynomial in k terms, the kth parameter was retained in the

)th

model and the (k+1 term was subsequently checked for

significance. This procedure was continued until the addition

)th

of the (n+2 term to the model did not result in a signifi-

cant reduction 1in the residual sum of squares.e The nth order
polynomial i1n (n+l) terms was used to describe the data.
Decisions concerning the acceptance or rejection of a param-
eter 1n the model were inferred from the F statistic at the 95
percent confidence level.

The parameters in the model were estimated using a
least-squares analysis based on Forsytbe orthogonal poly-
nomials. This procedure avoided ill-conditioned norma} equa-
tions; 1mproved accuracy was further obtained by normalizing
the independent variable 'over the range -2 to 2. Details of
the procedure ar; available in Kelly (1967).

For those instances in which the vaxiance of the
dependent variable was not homogeneous over the range of the
independent variable, [determined using Bartletts' multiple F
test, see Volk (1958)], the inverse of the vari;nces of the

“obseryed responses were used as a weighting vector in the

least-squares analysis.
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APPENDIX IX
MAJOR EQUIPMENT
Lasers: (a) Spectra-Physics Inc., model 164; (b)
Coherent Radiation Inc., model 54-A
Photomultiplier tube: RCA, model 7265

Photomultiplier supply voltage: John Fluke
Manufacturing Co., model 415 B

Wave analyzer: Hewlett-Packard Inc., model 3590-A
wave analyzer with model 3594 A oscillator

Active bandpass filter: Krohn-Hite Corp., model 3550
Data logging instrumentation: . Honeywell Instruments
Inc., model 6305 digital multimeter, model 825 E

encoder, model 6200 incremental digital recorder

Frequency discriminator: Hewlett-Packard Inc., model
5210-a

Optical elements: (a) Spectra-Physics Inc., model 515-
81 polarizing beamsplitter, model 540-0129 bandpass
filter, model 576-21 front surface mirror, model 511~
0021 beamsplitter; (b) Broomer Research Corp., fused
si1lica schlieren grade focusing lenses

Quadrant detector: Metrologic Inc., model 60-228
Mu-metal shield: Magnetic Metals Co.

Particle sizing: Carl Zeiss Co., model TGZ3

Particles: 3M Company, catalogue number 380

Pumps: Cole Parmer Co., Masterflex mgdel C-7554-10

258
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APPENDIX X

VELOCITY AND MASS CONCENTRATION AT EACH GRID POINT

v v —

Run Number 1

4 Mass Concentration {(gm/¢)
Level ;g?gi Combined Velocity
Number Numbe r Transmi;ted Transmitted- Scattered (cm/min)
Intensity Scattered Intensity
Iy Intensities
1 2.%;9? 2.5533 2.1819 5.1524
2 2.%550 2.4883 2.385¢ 5.4137
3 2.4529 2.5290 2.2797 5.7896
1 4 2.4400 2.4892 2.3281 5.2062
5 2.4485 2.5808 2.1476 5.5063
6 2.4837 2.5349 2.3941 5.4892
7 2.4484 2.4080 2.5403 4.8574
8 2.4627 2.4794 ;.4248 4.3813
1 2.4224 2.5839 2.0549 5.5535
2 2.4454 2.5351 2.2413 5.5770
3 2.4684 2.6287 2.1040 5.7514
5 4 2.4569 2.5988 2.1339 5.7262
5 2.4573 2.5290 2.2942 5.5181
6 2.4929 2.6125 2.2209 5.4290
7 2.4416 2.3806 2.5803 4.7296
8 24471 2.3475 2.6735 4.8544
1 2.4915 2.6506 2.1296 5.1602
2 2.4245 2.6083 2.0062 5.5036
3 2.4298 2.5939 2.0563 5.8209
3 4 2.4567 ' 2.6222 2.0803 " 5.8798
5 2.4686 2.5939 2.1836 5.7024
6 2.4467 2.4978 2.3306 5.3325
7 2.4184 2.5186 2.1905 5.1924
8 2.4099 2.4689 2.2757 5.1349

259 *



Appendix X (cont'd.)
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Run Number 1

(Cont'd.)

Grid

Mass Concentration (gm/¢)

Level Point . Comb%ned Veloc%ty
Number Transmitted Transmitted- Scattered (cm/min)
jumber Intensity Scattgrgd Intensity
Intensities -

1 2.3857 2.5430 2.0277 4.8905

2 2.3862 2.5229 2.0752 5.3689

3 2.3291 2.4661 2.0174 5.4799

4 4 2.3842 2.5787 1.9415 5.5905

5 2.4027 2.4858 2.2135 4.9852

6 2.3823 2.3802 2.3873 4.8390

<+ 7 2.3806 2.4014 2.3335 4.9701

. 8 2.3962 2.4001 2.3874 5.2485
1 2.3871 2.5372 2.0457 5.1530

2 2.3793 2.5424 2.0084 4.9181

3 2.3775 2.5582 1.9664 4.3483

5 4 2.3605 "2.5133 2.0129 5.2038

5 2.3616 2.4043 2.1280 4.5200

6 2.3754 2.4885 2.1183 2.4007

7 2.3908 2.5256 2.0842 3.5943

8 2.3846 2.3457 2.4731 3.6433

(
PP

-
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Appendix X ?CQnt'd.)
/\' a
) Run Numbe? 2

Ty ‘ ‘ Mass Concentration (gm/Z)
@ Level ;2?f; . Comb%ned ] Veloc%tY,
Number Number Transmitted Transmitted- Scattered (cm/min}
Intensity Scattered Intensity
Intensitie§
1 1.8789 - 1.9752 '1.6601  5.4167
2 '1.8343 1.9222 1.6342 6.2527
‘ 3 1.8559 . 1.9955 © 1.5383 6.2359
y 1 4 1.8517 1.9772 1.5664 6.1995
. - 5° 1.8632 1.9396 - 1.6897 5.8877
- 6 1.8622 " 1.9059 . 1.7627 5.1554
7. 1.8832 . 1.8628 1.9295 4.4036
E 1.8767 - _ 1.8752 1.8802 4.8793
1 1.8437 1.9733  1.5487 5.7144
L2 1.8008 1.9122 1.5472 6.3297
3 1.8885 2.0138 1.6035 7.0154
5 4 1.7774 1.9101 1.4756 5.9836
» 5 1.7919 1.8672 1.6206 6.2924
y 6 1.8511 1.9557 1.6132 6.6590
7 1.8395 1.8402  1.5545 5.8552
: 8 1.8413 . 1.7998 1.9358 ,  5.7857
K ’ 1 1.7838 ~ ° 1.8841 1.5559 5.7568
2 '1.8363,,1:”'¢‘1.9s41 . 1.5471% 6.2437
3 1.7811 | 1.8899 1.5336 7.1248
; ", 4 1.7951  ° 1.9175 1.5166 5.7791
5 v 1.7964 1.8903 . 1.582) 4.3964
B ‘ 6 1.7792 " - 1.8751 1.5610 6.0031
b R 7 .1.8013 1.8181 1.7631 i.3928
| /28 R B 1.s%jg.;f“n "1.8788 1: 7815 5.3048

.
L . ~
. ’ “3' - - P B . - e
! - . -& * , . ) v
LN . . . . N - .. - S
; LT . .
‘ O . ~ .
» . -~ . . . ,'
. . . . .

. “
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Appendix X (Cont'd.)

Run Number 2 (Cont'd.)

Mass Concentration (gm/{)

Level ;zﬁﬁl- ‘ Combined Veloc;tya
Number Numbe r Transm}tted Transmitted- Scatte;ed (cm/min)
Intensity Scattered Intensity
’ Intensities -
1 *1.8230 1.9478 1.5390 6.1908
) 2 1.7812 - 1.8659 1.5886 5.9301
- 3 1.8166 1.9767 1.4525 6.1398
4 4 1.7644 . 1.8808 1.4998 5.4056 -
5 1.7776 1.8675 1.5732 4.9966
6 1.7665 1.8540 1.5686 5.6101
7 1.7675 1.6973 1.9272 5.4071
8 1.7836 1.7958 1.7559 5.2901
1 1.7979 1.8972 1.5722 5.3319
2 1.7898 1.9119 1.5122 6.1833
3 1.7759 . 1.9068 1.4781 5.7012
5 4 1.7254 1.8600 1.4193 5.1710
5 1.7514° 1.8682 1.4859 5.7331
6 1.8091 --1.9148 1.5689 5.9249
7 1.77402 1.7370 1.7474 3.1036
8 1.7765 - %.8048 . 1.,7121 5.9003
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Appendix X (Cont'd.)

(’ . - Run Number 3
Grid Mass Concentration (gm/{)
Level Point Combined Velocity
Number Nwumber Transmitted Transmitted- Scattered (cm/min)
Intensity Scattgrgd Intensity
Intensities
1 1.8466 2.0056 1.4850 6.0960
2 1.7154 1.8359 1.4414 6.6313
3 1.6955 1.8353 1.3775 5.7893
' 1 4 1.7174 1.8597 1.3936 5.8365:
5 1.7354 1.8590 1.4541 5.5893
6 1.7081 . 1.8250 1.4423 6.1075
7 1.7854 1.8432 1.6537 4.9034
8 1.7387 1.8095 1.5779 5.9087
1 1.7342 1.8866 1.3876 5.7195
2 1.7193 1.8502 1.4215 5.7339
3 1.8146 . 1.9825 1.4325 6.1430
5 4 1.7518 1.9208 1.3673 4.3314
' 5 1.6852 1.8023 1.4190 6.2741
6 1.7456 1.8527 1.5019 5.8143
7 1.7479. 1.7967 1.6369 5.2062
8 1.8054 1.8723 1.6534 5.5629
§ 1 1.7488 1.8970 1.4118 6.0088
| - 2 1.6295 1.7700 1.3098 5.1515
: 3 1.6697 1.8393 1.2841 6.0434
E 5 4 1.7063 1.8898 1.2887 6.1360
; 5 1.7390 ~1.9117 1.3462 5.4254
| 6 1.7033 . 1.8358 1.4018 5.2528
7 1.6583 1.6696 1.6326, . 5.1560
8 1.7488 1.8167 1

.5942 6.1324
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Appendix X (Cont'd.)

Run Number 3 (Cont'd.)

e

. Mass Concentration (gm/Z)
Level Grid i i
Point Combined Velocity
Number Number Transmitted Transmitted- Scattered (cm/min)
Intensity Scattered Intensity
Intensities

1 1.6897 1.8357 1.3576 6.4100
2 1.6217 1.7370 1.3595 6.5252
3 1.6518 1.7911 1.3349 7.2734
4 4 1.7065 1.8700 1.3345 .6.6942
5 1.6841 1.8223 1.4198 6.9206
6 1.6884 1.8056 1.4219 6.5446
B 7 1.6796 1.7094 '1.6120 6.1364
\ 8 1.7184 1.7792 1.5800 6.2299
1 1.6715 1.8097 1.3572 3.8797
2 1.6659 1.7928 1.3771 4.1344
3 1.6823 1.8443 1.3140 4.4610
5 4 1.6882 1.8590 1.2998 4.2926
5 1.6912 1.8273 1.3815 4.8381
6 1.7088 1.8460 1.3967 5.5803
7 1.7028 1.7700 1.5500 2.5418
8 1.6833 1.7581 1.5130 T 3.2377
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Appendix X (Cont'd.) ' .

. Run Number 4
E

L“

ae Grid Mass Concentration (gm/¢)
Level Point Combined Velocity
Number Number Transmitted Transmitted- Scattered (cm/min)
Intensity Scattgrgd Intensity
Intensities

1 2.4221. 2.5460 2.1404 4.9211

2 2.4279 2.5826 2.0762 4.5994

3 2.4546 2.6107 2.0995 ¢ 4.3648

) 4 2.4826 2.6601 2.0786 2.7700

' 5 2.4387 ' 2.5858 2.1040 4.2683

6 2.4557 2.5810 2.1704 2.5011

7 2.4333 2.4645 2.3624 3.9552

8 3;3922 2.4327 2.3002 4.5651

1 2.3412 2.4546 2.0835 3.5562

2 2.3282 2.4727 1.9994 4.7497

3 2.4240 | 2.5694  2.0932 3.7979

. 4 2.3750 - > 2.5129 2.0614 3.2112

5 2.4027 2.5376 2.0957 1.4042

6 ‘2.4439 . 2.5657 2.1670 3.7615

7 2.3765 2.4115 2.2971 3.2130

'8 2.4140 2.4454  2.3427 2.9755

1 2.3323 2.4646 12.0313 4.5861

2 2.3202 2.47636  1.9712 3.1511

3 2.3055 2.4652 1.9424 4.2328

. 4 2.2881 2.4462 1.9284 2.472p

5 2.3547 . 2.5011 2.0217 ©3.9474

6 2.3076 4 . 2.4427 2.0002 3.1459-

7 2.2665 . 2.3102  2.1672 1.0173

8 2,3507 2.4139° 2.2071 3.8860
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Appendix X (Cont'd.)
Run Number 4 (Cont'd.) .

_ Mass Concentration (gm/f£)

Level ;2?§1 _ Comb%ned Velocity

Number Number Transm1§ted Transmitted- Scatte;ed (cm/min)

Intensity Scattgrgd Intensity
Intensities
1 2.3018 2.4633 1.9345 5.3151
2 2.2643 2.4165 1.9182 4,9265
3 2.2380 2.4049 1.8582 4.3278
4 4 2.2714 2.4401 1.8877 4.8342
5 2.2976 2.4590 1.9304 4.8035
6 2:.3056 2.4506 1.9758 4.7870
7 2.2896 2.3327 2.1910 1.0442
8 2.3086 2.3546 2.2039 3.9116
1 2.2777 2.4149 1.9654 4.5272
2 2.2512 2.4041 1.9036 4.9341
3 2.2792 . 2.4667 1.8527 5.6218
5 4 2.3140 2.5128 1.8617 4.6095

5 2.2770 2.4060 1.9975 . 4.8426
6 2.2419 2.3926, 1.8991 | 5.1912
7 2.2780 2.3043 2.2181 4.3720
8 2.3005 2.3747 2.1317

4.3085
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Appendix X (Cont'd.)

Run Number 5

Mass Concentration (gm/{¢)
Grad

Level Point . Comb@ned Veloc@ty
Number Number Transmlgted Transmitted- Scatte;ed (cm/min)
Intensity Scattgrgd Intensity .
Intensities

1 2.0992 . 2.2210 1.8222 6.3165

2 2.1710 2.2634 1.9607 6.4641

3 2.22234 2.3643 1.9028 6.3105

1 4 2.1134 2.2638 1.7714 5.2516
5 2.1877 2.3392 1.8430 5.7120

6 2.1840 2.3183 1.8786 6.4873

7 2.1830 2.2293 2.0779 5.4315

8 2.1644 ©2.1945 2.0958 6.0028

1 2.1681 2.2836 1.9054 5.1629

2 2.1688 2.3244 1.8149 5.5761

3 2.1326 2.2687 1.8229 5.2035

5 4 2.2081 2.3330 1.9239, 5.8552
: 5 2.1902. 2.3069 1.9248 5.9180

6 2.1881 2.2950 1.9449 6.3718

7 2.1828 2.2198 2.0984 5.5860

8 2.1866 2.2416 2.0614 5.9887

1 2.0903 - 2.2249 1.7833 6.2798

2 2.1240 2.2952 1.7343 5.9986

3 2.1094 - 2.2467 1.7971 6.1165

3 4 2.1233 . 2.2853 1.7551‘ 5.4868
5 2.1642 2.3092 1.8345 ; 4.5031,

6 2.1609 2.2916  1.8634  5.4669

7 2.115%3 2.1353 2.0698 5.4333.

8 2.0867 5.1458

©2,2237 - 2.2840
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Appendix X (Cont'd.)

Run Number S5 (Cont'd.)

Mass Concentration (gm/{) .

Grid

Level Point . Combined Velocity
Number o i ber Lransmitted Transmitted- Scattered (cm/min)
Intensity Scattered Intensity
Intensities

1 2.1941 2.3467 1.8468 5.2982

2 2.1052 2.2530 .1.7692 4.7545

3 , 2.1663 2.3303 1.7933 6.0527

4 4 2.1428 2.2909 1.8059 4.6574

5 2.1192 2.2601 1.7985 5.7084

6 2.1593 2.3148 1.8055 4,7828

7 2.0690 2.0955 2.0085 5.7689

8 2.1441 2.1899 2.0399 5.4663

1 2.0865 2.2351 1.7485 5.5836

2 2.0519 2.1882 1.7417 6.2230

" 3 *2.0450 2.2279 1.6517 6.1466

5 4 2.0993 2.26§6 1.7188 6.1105

5 2.1287 2.2702 1.8067 4.9611

6 2.0918 2.2409 1.7528 6.3508

7 2.1092 2.1441 2.0297 5.3427

8 2.1411 2.1788 2.0555 3.8602
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Appendix X (Cont'd.)

Run Number 6

Mass Concentration (gm/Z£)

Level ;2?§L ‘ Comb%ned Veloc@ty
Number Number Transmlpted Transmitted- Scatte;ed (cm/min)
Intensity Scattered Intensity
Intensities

1 2.6702 2.8238 2.3210 4.5768

2 2.6701 2.8061 2.3609 2.8606

3 2.7092 2.8387 2.4145 3.6277

1 4 2t6§79 2.8019 2.3630 4.4553

5 2?6858 2.7788 2.4415 4.1943

6 2.6744 2.7813 2.4313 4.3642

7 2.6677 4.4361 0.0000 3.8503

8 2.6305 2.6673 2.5469 3.9339

1 2.6177 2.7471 2.3233 4.6027

2 2.6128 2.7460 2.3097 3,9672

3 2.5846 2.7285 2.2573 4.5515

5 4 2.5880 2.7208 2.2858 4.6180

5 2.6755 2.7960 2.4015 4.0151

6 2.6388 2.7702 2.3398 3.8033

7 2.6508 2.7107 2.5146 2.8606

8' 2.6322 2.6701 2.5458 2.9579

1 2.5246 2.6560 2.2259 4,1681

2 . 2.4913 2.6077 2.2267 2.6298

3 2.5362 2.7080 2.1456 4.9308

3 4 2.5349 2:6811 2.2024 4.7482

5 2.5506 2.6747 2.2685 4.7924

6 2.5227 4.2480 0.0000 4.6075

, 7. 2.5878 ~ 216766 2.3860 4.1663
8 2.6400 2,6903 2.5254 2,0380
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Appendix X (Cont'd.)

Run Number 6 (Cont'd.)

\\\'g ‘ Mass Concentration (gm/?)
Level P;?ﬁl . Comb@ned Veloc;ty
Number Numbe r Transmitted Transmitted- Scatte;ed (cm/min)
Intensity Scattered Intensity
Intensities

1 2.5578 2.6993 2.2359 2.0503
2 2.5584 2.7086 2.2166 1.6630
3 2.5707 2.7157 2.2410 3.3859
4 4 2.5418 2.6908 2.2031 1.7855
4 5 2.5454 2.6359 2.3396 3.9119
6 2.5895 2.7344 2.2598 2.0181
7 2.6035 2.6734 2.4466 1.3273
8 2.6157 2.6703 2.4916 1.6480
1 2.5472 2.7016 2.1961 2.8955
2 2.4867 2.6099 2.2066 3.5071
3 2.5266 2.6702 2.2001 3.7444
5 4 2.5753 2.7431 2.1936 - 4.7356
5 2.5355 2.6416 2.2941 2.4146
6 2.5421 2.6474 2.3028 3.3267
7 2.5281 2.5841 2.4007 1.9317

8 2.5032 . 2 2 1

.5149 .4764 .6953






