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INTRODUCTION

The Purpose

Consumers who are faced with the same set of spatial alternatives, nevertheless make different spatial choices. The purpose of this study is to test the hypothesis that these differences are functionally related to personal characteristics of the consumer. Called in question, therefore is the basic premise of several previous studies1, which have postulated that consumer spatial choice behavior could be explained without reference to the consumer's personal traits. Deficiencies in the explanation of consumer spatial choice behavior found in these studies, together with statements in the literature regarding interpersonal variations in spatial choice behavior, lend weight to the purpose of this enquiry. It is hypothesized that models of spatial choice behavior will have greater predictive power, if they include measures of the personal characteristics of the consumer.

The Study and Behaviorism

It is to be noted that "behavior" is central to the study's hypothesis. In particular, the emphasis is placed upon how people actually do or can behave. This point is made in a study by Siegel, Siegel and Andrews who stress that,

"analyses are directed to the ways in which people actually behave, not to how they say they behave or would behave nor to how they might expect others to behave. In our judgement, the hypothesis of maximization of expected utility can be given a fair test only by research in the behaviorist tradition".

The argument for behavioristic rather than motivational research has been the concern of psychologists in particular, who, in seeking to develop their discipline as an objective science, have had to question the validity of motivational research. Miller suggests that,

"...behaviorism, in America, gradually replaced mentalism. Standing opposed to this trend is the stubborn fact of consciousness; everyone feels that he has direct, immediate evidence concerning his own mind. However, a growing body of psychiatric and psychoanalytic experience argued that consciousness is too narrow a window to provide an unobstructed view of all that should be classed as mental. Consciousness may register the outcomes of thought, but the processes

Consumer spatial choice behavior is assumed to reflect the attempt to maximize the utility of a given choice amongst alternative spatial opportunities for retail expenditure.

2 Consumer spatial choice behavior is assumed to reflect the attempt to maximize the utility of a given choice amongst alternative spatial opportunities for retail expenditure.

themselves remain hidden from our inner vision. Psychologists who tried to use scientific criteria and methods were forced more and more into the admission that they were studying behavior, not consciousness. Thus, it is unreasonable to assume that consumers are aware of the motivation of an act. Indeed, the consumer's awareness of a conscious motivation does not, of necessity, reduce the likelihood of the existence of a regular behavior pattern reflecting responses to consumer needs. For these reasons, it is argued that behavior is a more valid basis for research into consumer spatial behavior, than is an enquiry into motivation behind behavior.

The Study and Central Place Theory 5

Central place studies are essentially concerned to explain the relationship between urban places and the dispersed population which they serve. This study focusses on that population's spatial choices of central places as places providing required goods and services. Central Place theory, however, is based upon certain assumptions about spatial choice behavior, one of which is that the consumer goes to the nearest place offering a desired good. Implicit in this assumption is the inference that all


consumers have the same regularity in their spatial choice behavior. That inference is questioned in this study, which tests for the existence of a pattern in consumer spatial behavior, which is functionally related to consumer, as well as spatial, variables.

Since central places exist in response to the needs of consumers, whose spatial choices affect their distribution and functional diversity, an understanding of consumer spatial choice behavior is particularly important in explaining the spatial distribution and functional diversity of central places. Hence, an understanding of the underlying factors influencing spatial choice behavior would contribute to the explanation of the size and spacing of centers.
CHAPTER 1

The Problem of Consumer Rankings of Places of Purchase

1.1 The Problem

The basic premise tested in this study is that there are significant inter-personal differences in consumers' rankings of alternative spatial opportunities for the allocation of retail expenditures. These rankings, regarded as representing consumers' preferences, are assumed to be revealed in the observed spatial choice behavior of consumers. It would be possible to distinguish from spatial behavior at least four possible alternative types of preference rankings. These are:

a) that each consumer has a unique preference ranking, which may or may not be predictable in terms of certain intrinsic characteristics of the consumer,

b) that there is a uniform regularity in consumer preference rankings, such that if this regularity could be discerned and adequately described, it would always be possible to predict consumer spatial behavior,

c) that there are various sets of preference rankings, which either differ from one another randomly, or reveal a degree of regularity between one another, with some random inconsistencies between them; or there are
various preference rankings unrelated to any observable physical, social or psychological characteristic of the consumer, and of his environment, and
d) that there are various sets of preference rankings, which have an observable regularity functionally related to some measurable characteristic of the individual and of his environment.

The testing of the fourth alternative forms the nexus of this work for several reasons. The first alternative can be discounted in view of the partial success of existing models of consumer spatial behavior, which implies some degree of consistency amongst consumer preference rankings. The second alternative suggests the existence of a causal law which can be rigorously applied to every example of consumer spatial choice. Such a high degree of regularity in human behavior is considered unlikely. The third alternative is threefold. Firstly, wholly random preference rankings of spatial opportunities are not indicated in existing studies. Secondly, no immediate means are apparent to elucidate preference rankings which are unrelated to any observable consumer traits. Thirdly, it could be reasonably hypothesized that there exists a regularity in consumer preference rankings, which is not, however, a complete regularity, but rather has random inconsistencies within it. This idea would appear to have
most scope for development, once the fourth alternative has been tested.

The above reasons, together with the weight of previous speculations and related literature, constitute the justification for selecting the fourth alternative as the most deserving of study. That is, there are hypothesized to be various sets of preference rankings, which are functionally related to some measurable characteristics of the consumer and his environment.

1.2 Space Preferences as Discussed in the Literature

In the literature, the term "space preferences" has been used to describe the propensity of individuals for differing amounts of, or forms of, spatial interaction. Abstractly expressed, if spatial interaction is defined to have either positive or negative utility, then, in any individual's spatial behavior, it is hypothesized that there is demonstrated a certain need, or desire, for spatial interaction, be it positive or negative. Isard best exemplifies the notion when he says,

"Psychologists and sociologists, whether speaking of a gregarious instinct or of acquired behavior patterns or of both, have emphasized the social nature of man and his propensity to associate with groups of various sorts. One can reason that such a propensity... is a manifestation of a positive space preference........It should be stressed that not all individuals
need have a positive space preference. There are hermits. They exhibit negative space preference.  

In this study, space preferences are defined as the propensity of individuals for differing forms of, rather than differing amounts of, spatial interaction, even though similarly located with respect to alternative spatial opportunities. The emphasis, unlike Isard's example, is upon interactions between consumers of retail services and central places, rather than upon inter-personal interactions. Used in the singular, space preference refers to the propensity for a given form of spatial interaction. In terms more specific to this study, this propensity can be re-stated as a consumer's mental ranking of all conceivable spatial locations where interaction is possible. Such a ranking is revealed, partially at least, in the consumer's spatial choice behavior. Inevitably, any ranking observed can only be a ranking of actual alternative spatial locations, and not of all conceivable spatial locations.

The necessity for this kind of study is emphasized, again by Isard, when he says,

"We especially need to probe deeply  

1 Isard, W., "Location and Space-Economy", Regional Science Studies Series, Number 1, Cambridge, Mass., 1962, p. 34.  

2 In the present context, spatial locations relevant to retail consumer expenditure are urban places with retailing facilities.
into space preferences, i.e., into man's propensity for intricate forms and patterns of herd existence and into the socio-psychological and biological forces which together with economic and other forces govern the spatial patterns of population settlement".3

Such a need, it is argued, is equally strong with respect to the dynamic patterns of human movements in space, be they day-to-day, or over any longer time span.

More specific references to space preferences, in which patterns of spatial behavior are thought of as being related to socioeconomic variables, are to be found in the works of Michelson4, Getis5, Marble6, Huff7, and Malm, Olsson and Warneryd8. Getis suggests that,

"In general, the studies show that locational variables do not seem to

3 Isard, W., op. cit., p. 237.
be any more important than socioeconomic characteristics in influencing consumer behavior."9.

Marble says of general location theory that,

"...while devoting little attention to the behavior of the individual decision-making unit, [it] does recognize the importance of spatial location as well as certain social and psychological factors (space preference) in determining individual behavior in space."10.

Malm, Olsson and Wärneryd go so far as to say that,

"It is well verified that the distance decay function [in a model of spatial interaction] "varies both with the hierarchical order of the interacting places, and with the demographical and socioeconomic characteristics of the interactors. Further, contacts tend to follow traditional, well-established channels... Generally, such deviations from symmetrical patterns are termed 'space preferences'"11.

Such a variety of sources pointing to the existence of space preferences in several fields of spatial behavior, would seem to argue strongly for the present study's hypothesis. However, from examples of empirical works to be discussed later, it will be shown that this work is not a repetition of any previous one, but seeks to examine spatial behavior in a significantly different and, hopefully, more meaningful fashion.

10 Marble, D. F., op. cit., p. 32.
1.2 The Basis of the Space Preference Hypothesis and Others

The actual analysis entails testing this hypothesis against the predictive results of a normative spatial allocation model developed by Rushton. "The purpose of this model is to predict the particular town which any given farm household in Iowa will select as its maximum grocery purchase town." On the premise that the critical variables influencing this selection are the population of, and distance to alternative central places from each household, the model correctly predicts actual behavior for 65% of the sample households examined (see Appendix 1). Given this statistic, it is hypothesized that a significant part of the incorrect prediction is a consequence of not including any variables which might take account of space preferences. Space preferences, by definition, would account for similarly located households nevertheless behaving differently in space.

There are, however, alternative possible explanations of the model's partially incorrect prediction (figure 1.1), only some of which will be pursued, for reasons to be given. The first to be


FIGURE 1.1
Possible Sources of Error in an Indifference Surface Model of Consumer Spatial Behavior.

<table>
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<tr>
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tested, as already described, is that inaccurate prediction is a function of the absence of certain "personal" variables in the model, i.e. that behavior varies in an orderly fashion as a function both of varying spatial situations and of varying intrinsic consumer characteristics.

It is also hypothesized that, in addition to or as an alternative to the above possible explanation, inaccurate prediction is a function of the model's inability to "realistically"¹⁴ discriminate between spatial alternatives in complex choice situations. This itself may be the result of the inadequacy of the present technique for deriving the indifference surface from revealed spatial behavior.

¹⁴ By "realistic" is meant "in the manner in which people actually do something".
The reason for restricting the problem to the testing of the above hypotheses is that these seemed on intuitive grounds to hold most of success. With respect to the other possible sources of error in Figure 1.1, it is arguable that their contribution to error is minimal. The existing variables of town size and distance have been widely employed in geographic studies as surrogates of town attractiveness and the friction of space. Distance is commonly regarded as being monotonically related to the friction of space. For example, in the literature pertaining to spatial aspects of marketing and retailing and studies using gravity models, a distance measure is invariably used as a surrogate for spatial friction. Similarly, studies have shown that the attractiveness of a central place for retail purchases is closely linked to the variety and amount of goods and services offered at the place\textsuperscript{15}, and that this in turn is highly correlated with town size\textsuperscript{16}.

\textsuperscript{15} Christaller, W., op. cit.

\textsuperscript{16} Christaller, W., op. cit.
With reference to the suggestion that incorrect functional relationships may have been assumed, it seems from the model's correct prediction of 65% of spatial choices, that a reasonably accurate functional relationship has been demonstrated between spatial choice behavior and town attractiveness as measured by town size, together with the friction of space measured by distance.

The validity of the technique used to calculate the indifference surface (described in appendix 1) is discussed later.

The rationale behind these hypotheses is the quest to make more lawful statements about consumer spatial choice behavior, so enabling an improvement upon the predictive power of Rushton's indifference surface model. An understanding of the form of consumer space preferences would also be a useful key to the better comprehension of the form of the spatial economic system, developed in response to consumer needs and behavioral patterns.
CHAPTER 2

Models of Consumer Spatial Behavior—
A Review

The development and testing of models of consumer spatial behavior is a relatively recent phenomenon in the history of geographical and marketing literature. Perhaps as a result of existing models being pioneers, the notion of space preference has never been incorporated in any of them, nor have adequate tests been made to assess its hypothesized significance. Certainly, it is not an uncommon hope amongst model-makers, that behavior can be explained with reference to a minimum of variables. However, the lack of power of existing models in explaining spatial behavior points up a clear need to examine other variables as possible additional explainers of behavior. Inevitably, too, such weaknesses call in question the basic methodology of the models. Therefore, it would be fruitful to consider the qualities and limitations of previous models of consumer spatial behavior, in the hope that directions of possible improvement might be highlighted, and that the present work might be viewed within the framework of earlier efforts.

2.1 The Regression Model

Essentially, regression analysis seeks to describe
a mathematical relationship between one dependent variable and a given number of independent variables, as expressed in the equation,

\[ y = a + bx_1 + cx_2 + \ldots + px_n \]  \hspace{1cm} (2.1)

where

- \( y \) = the dependent variable,
- \( a \) = a constant term,
- \( x_1, x_2, \ldots x_n \) = \( n \) independent variables, and
- \( b, c, \ldots p \) = empirically derived multipliers of the relevant independent variables.

For each observation of the dependent variable there is an observation for each of the independent variables in the data. The functional relationship between the dependent and independent variables is shown when values of \( a, b, c, \ldots p \) are obtained, such that the sum of terms on the right-hand side of equation 2.1 equals the observed value of the dependent variable, for every set of observations.

The relevance of such a technique to the prediction of consumer spatial choice behavior was investigated by Mitchell\(^1\). Using as data the dollar retail expenditures of a sample of farm and non-farm households in Iowa, he attempted to predict, through a multiple regression model, the expenditure of each household (the dependent variable) in every town it patronised. In his initial argument he,

"... hypothesized that the spatial allocations or transactions of a dispersed population can be explained by three broad categories of variables, i.e., $T = f(x_1, x_2, \ldots, x_m, y_1, y_2, \ldots, y_p, z_1, z_2, \ldots, z_n)$, where $T$ is the amount of expenditures executed in a given town by an individual farm household; the $x$ variables represent spatial or distance factors; the $y$ variables relate to the characteristics of the farm and household; and the $z$ variables represent characteristics of the town."

In the initial multiple regression model, there are four independent variables, one each for measures of distance and town centrality, and two to describe household characteristics, namely household size and income. The latter two, however, are used as consumption functions, since the dependent variable is expressed in dollars. In fact it can be argued that Mitchell is adding an unnecessary dimension to the problem of explaining spatial allocation of expenditures. For the critical purpose of such a study is to explain consumer rankings of alternative central places and, if possible, to ascribe some cardinal measure to this ranking. With such knowledge, it is then possible to predict both the towns with which a household interacts and the relative proportion of expenditure in each. Information on absolute dollar expenditures adds nothing to the model's explanatory power, and indeed carries over to the economist's problem of consumption functions.

Furthermore, a test of space preferences by using the two household variables proves to be impossible. Were it not for the "absolute dollar expenditure" nature of the dependent variable, the two household variables could be dropped from the initial model and the proportion of explained behavior, before and after their inclusion, compared. However, the need to know household income and size in order to predict absolute dollar expenditures eliminates the possibility of a space preference investigation. Thus, the model must be criticized for combining two independent problems and so denying the possibility of examining the relationship of household variables to space preferences.

The initial model explains only 35% of observed variation. The subsequent addition of an "intervening opportunity" variable and three dichotomous variables ("place of work", "county seat town", and "nearest place of purchase") increases explanation by only 4%.

As an explanation of the low predictive power of the model, he employs the argument of "irrational" behavior in consumer spatial behavior. Such behavior is defined as "an expenditure made in a town when there is a town of equal or greater size that is closer." Out of 633 expenditures, 211 are "irrational" by this definition. The exclusion of these "irrational" households from the data, allows the
proportion of explained variation to be increased to 47%. However, it seems unlikely that such an a priori definition of rationality can be empirically verified. Indeed there may be grounds for arguing that such spatial behavior may be entirely consistent with rational behavior. However, as a statistical model has no purpose to explain the reasoning behind behavior, but simply describes the "how" of behavior, the argument over "rational" behavior is largely irrelevant.

A more reasonable explanation proferred to account for the model's limitations, though not developed, is that,

"...the different spatial positions of the various households with respect to the matrix of places of purchase around them, represents a rather complicated spatial pattern that regression-correlation is unable to hold statistically constant effectively".

In light of such a remark, it seems unprofitable to pursue the idea that different explanatory regression equations could be developed for the spatial behavior of consumers with different space preferences. Furthermore, regression models only consider actual interactions, thus neglecting the significance of foregone opportunities for interaction. If an adequate descriptive model of consumer space preferences is sought, the model must be able to describe how consumers make trade-offs between alternatives. Such is

impossible in a model where only actual interactions are observed. An example of this weakness is provided by comparing the spatial behavior of two groups, one of which travels further for a given commodity than the other. Regression models describing these patterns would tell us nothing about the "willingness" of households in these groups to travel, nor about the way people rank alternative centers available to them. Thus, if one group is favorably located with respect to a large retail outlet or city, the regression model's (albeit accurate) description of differing spatial behavior patterns for the two groups might convey a conclusion about their respective space preferences at variance with reality.

2.2 The Gravity Model

The concept of a gravity model of human interaction was first related to retailing by Reilly in 1931[4]. He postulated that for any two cities competing for retail trade, the point of equilibrium on the line between them, where drawing power is equal, will be described by the equation,

\[
\frac{P_i}{d_{xi}^2} = \frac{P_j}{d_{xj}^2},
\]

(2.2)

where \( P_i, P_j \) = the population of cities \( i \) and \( j \), respectively, and

\[ d_{x,i} = \text{the distance from city } i \text{ to point } x, \]

where \( x \) has that empirically determined value such that the expression is true.

The gravity model with the general form,

\[
I_{ij} = \frac{f(P_i, P_j)}{f(D_{ij})},
\]

where \( I_{ij} = \text{the interaction between center } i \text{ and center } j \)

\( P_i, P_j = \text{the population of centers } i \text{ and } j \) respectively, and

\( D_{ij} = \text{the distance between centers } i \text{ and } j \),

has since been applied in several fields of human geography, but its direct application in a more complex model of consumer spatial behavior than Reilly's, did not appear until 1962\(^5\). In this paper Huff tests the postulate, implicit in the gravity model, that consumer spatial behavior can be lawfully described in terms of two environmental parameters, namely, the size of the shopping center in square feet of selling area and travel time to it. The gravity equation developed is as follows:

\[
P_{ij} = \frac{\sum_{j=1}^{n} u_{ij}}{\sum_{j=1}^{n} S_{j}} = \frac{\sum_{j=1}^{n} S_{j}}{\sum_{j=1}^{n} T_{ij}}
\]

where

\[ P_{ij} = \text{the probability of a consumer at a given point of origin } i \text{ traveling to a given shopping center } j; \]

\[ S_j = \text{the size of a shopping center } j; \]

\[ T_{ij} = \text{the travel time involved in getting from a consumer's travel base } i \text{ to shopping center } j; \]

\[ \lambda = \text{a parameter which is to be estimated empirically to reflect the effect of travel time on various kinds of shopping trips}^6; \text{ and,} \]

\[ u_{ij} = \text{the utility of an interaction by consumer at travel base } i \text{ with } j^\text{th} \text{ shopping center.} \]

This says, in effect, that the probability \((P)\) of a consumer at point \(i\) interacting with shopping center \(j\), equals the ratio of \(j\)'s utility to the sum of the utilities of all shopping centers being considered. Huff defines utility as being a direct function of the size of a shopping center, and inversely related to some power of its distance from the consumer.

Furthermore, implicit in the model is a definition of cardinal utility, as one center's utility to the consumer, expressed as a ratio of the sum of the utilities of all centers (see equation 2.4). From this ratio is derived a measure of the shopping center's cardinal utility to the consumer in the form of a probability statement of interaction with that center, i.e.,

Thus the model not only attempts to reveal consumer ordinal preference rankings of spatial opportunities, but also tries to predict the degree to which one center is preferred to another, i.e. it predicts preference rankings on a cardinal scale.

The model is not designed, however, to take into account the possible existence of space preferences, i.e. it postulates a uniform preference ranking of spatial situations for all consumers. Huff specifically indicates\(^7\) that a consumer, given a sufficient number of choice situations, will not choose one center exclusively, but will choose centers with a frequency related to the calculated probability of an interaction between neighborhood \(i\) and center \(j\) \((P_{ij})\). Each consumer, therefore, is predicted to behave according to the same "rule", i.e. the frequency of interactions of all consumers with a given center is made equal.

However, despite Huff's constraint about similar patterns of behavior for all consumers, it can be logically argued that the probabilities can be regarded as statements of differing space preferences. Each probability of inter-

\(^7\) Huff, D. L., op. cit., p. 446.
action can be regarded as a statement of the proportion of consumers who will always choose that particular center. In that case, there would be as many sets of space preferences predicted as there were probabilities. It is questionable whether this line of reasoning is defensible, but nevertheless the ambiguity of the model's relation to space preferences exists.

In addition, the gravity model, per se, as well as Huff's method of testing it, has certain demonstrable limitations, when applied to consumer spatial behavior. The spatial arrangement of the array of shopping centers and the three neighborhoods for which Huff attempts to explain spatial behavior are depicted in figure 2.1. For each neighborhood, Huff calculates the probability (P_ij, for j=1, n) of a consumer located in it, interacting with each shopping center. Given the number of consumers living in neighborhood i (C_i), it is a simple matter to calculate the number of consumers predicted to patronize each center (P_ij.C_i, where j=1, 2,...n). P_ij is derived using equation 2.4, and is calculated for every neighborhood-shopping center combination. In practice, the value of \( \lambda \) is varied systematically until that value of P_ij for each shopping center is reached, such that the expected frequency of interaction between neighborhood and center most closely approximates the observed frequency of interaction (see table 2.1 for \( \lambda \) values and table 2.2 for comparison of
FIGURE 2.1

Geographical Relationship of the Shopping Centers to Sample Neighborhoods

Source: Huff, D. L., op. cit., p. 451
TABLE 2.1

Parameter Estimates for Each Neighborhood with Respect to Clothing and Furniture Purchases

<table>
<thead>
<tr>
<th>Commodity</th>
<th>Neighborhood</th>
<th>Estimate of λ</th>
<th>Correlation Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clothing</td>
<td>1</td>
<td>2.812</td>
<td>.99</td>
</tr>
<tr>
<td>Clothing</td>
<td>2</td>
<td>2.664</td>
<td>.98</td>
</tr>
<tr>
<td>Clothing</td>
<td>3</td>
<td>3.779</td>
<td>.96</td>
</tr>
<tr>
<td>Furniture</td>
<td>1</td>
<td>2.523</td>
<td>.99</td>
</tr>
<tr>
<td>Furniture</td>
<td>2</td>
<td>2.115</td>
<td>.97</td>
</tr>
<tr>
<td>Furniture</td>
<td>3</td>
<td>3.331</td>
<td>.95</td>
</tr>
</tbody>
</table>

Source: Huff, D.L., op. cit., p. 455

TABLE 2.2

Comparison of Observed and Expected Number of Consumers from Each of the Three Neighborhoods Who Last Made a Clothing Purchase at One of the Specified Shopping Centers

<table>
<thead>
<tr>
<th>Shopping Center</th>
<th>Neighborhood 1 Observed</th>
<th>Neighborhood 1 Expected</th>
<th>Neighborhood 2 Observed</th>
<th>Neighborhood 2 Expected</th>
<th>Neighborhood 3 Observed</th>
<th>Neighborhood 3 Expected</th>
</tr>
</thead>
<tbody>
<tr>
<td>J1</td>
<td>71</td>
<td>.70.76</td>
<td>143</td>
<td>144.23</td>
<td>143</td>
<td>141.40</td>
</tr>
<tr>
<td>J2</td>
<td>12</td>
<td>1.27</td>
<td>19</td>
<td>23.99</td>
<td>6</td>
<td>2.75</td>
</tr>
<tr>
<td>J3</td>
<td>0</td>
<td>1.04</td>
<td>4</td>
<td>3.10</td>
<td>2</td>
<td>2.05</td>
</tr>
<tr>
<td>J4</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>1.36</td>
<td>2</td>
<td>4.03</td>
</tr>
<tr>
<td>J5</td>
<td>13</td>
<td>2.20</td>
<td>36</td>
<td>13.73</td>
<td>21</td>
<td>2.07</td>
</tr>
<tr>
<td>J6</td>
<td>17</td>
<td>0.77</td>
<td>0</td>
<td>2.36</td>
<td>7</td>
<td>1.41</td>
</tr>
<tr>
<td>J7</td>
<td>0</td>
<td>0.00</td>
<td>2</td>
<td>2.03</td>
<td>6</td>
<td>3.22</td>
</tr>
<tr>
<td>J8</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>1.67</td>
<td>2</td>
<td>1.52</td>
</tr>
<tr>
<td>J9</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0.89</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>J10</td>
<td>0</td>
<td>0.00</td>
<td>4</td>
<td>1.87</td>
<td>3</td>
<td>0.00</td>
</tr>
<tr>
<td>J11</td>
<td>1</td>
<td>0.99</td>
<td>2</td>
<td>3.44</td>
<td>3</td>
<td>1.52</td>
</tr>
<tr>
<td>J12</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>1.09</td>
<td>2</td>
<td>0.00</td>
</tr>
<tr>
<td>J13</td>
<td>1</td>
<td>0.78</td>
<td>0</td>
<td>10.53</td>
<td>6</td>
<td>35.92</td>
</tr>
<tr>
<td>J14</td>
<td>0</td>
<td>0.79</td>
<td>1</td>
<td>5.61</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>Total</td>
<td>79</td>
<td>79.00</td>
<td>218</td>
<td>218.00</td>
<td>203</td>
<td>203.00</td>
</tr>
</tbody>
</table>

Source: Huff, D.L., op. cit., p. 454
observed and expected frequencies).

In fact the technique used to obtain this closest possible fit of observed and expected frequencies is remarkably analogous to the "sum of least squares fit" method in regression analysis. This analogy is also a clue to the limitations of a gravity model of consumer spatial behavior. Insofar as \( \frac{\sum_{j=1}^{n} S^j}{T_{ij} \lambda} \)

\( P_{ij} \) for every shopping center, the equation 2.4 can be expressed as,

\[
P_{ij} = \frac{S^j}{T_{ij} \lambda},
\]

(2.6)

where \( m \) is a constant, equal to the sum of the utilities of all shopping centers with respect to neighborhood \( i \).

Therefore,

\[
mP_{ij} = \frac{S^j}{T_{ij} \lambda}.
\]

(2.7)

Logarithmic transformation of equation 2.7 produces the following:

\[
\log m + \log P_{ij} = \log S^j - \lambda \log T_{ij},
\]

(2.8)

or,

\[
\log P_{ij} = - \log m + \log S^j - \lambda \log T_{ij}.
\]

(2.9)

Equation 2.9 has the form of a multiple regression equation with two independent variables. Using this transformation of the gravity model, and making \( \lambda \) equal to unity, the model would take the form shown in figure 2.2, and probably would have limited power of prediction. If, as in Huff's work, \( \lambda \)
The plane described by the equation,

$$\log P_{ij} = -\log m + \log S_j - \lambda \log T_{ij},$$

where $$-\log m = 0$$ and $$\lambda = 1$$.

Angle of plane = 45°.

---

The plane described by the equation,

$$\log P_{ij} = -\log m + \log S_j - \lambda \log T_{ij},$$

where $$-\log m = 0$$ and $$\lambda = 2$$.

Angle of plane always exceeds 45°, if $$\lambda$$ greater than 1.
is greater than unity, the plane takes on a shape similar to that in figure 2.3, where its slope always exceeds 45°. If \( \lambda \) is less than unity, the slope of the plane never exceeds 45°. Clearly, if \( \lambda \) can be successively varied until that plane is found (by the "sum of least squares fit" method) which most closely fits the plotted observed behavior (see figure 2.4), the "predictive" ability of the model is inevitably increased.

The apparent accuracy of the model's predictions is, however, in doubt, especially in view of the few actual interactions and the extreme values related to each (see table 2.2). As has been demonstrated, the value of \( \lambda \) determines the angle of slope of the plane along the log \( T_{ij} \) axis. The reason for the accuracy in predicting the number of \( T_{ij} \) interactions (see table 2.2) is that an isolated large value such as \( T_{ij} \) exerts a strong influence on the path of the plane being fitted to the data. The existence of four very small frequencies results in the plane passing close to, but not through, these values by the "sum of least squares fit" method. Inevitably, the close proximity on the graph between several of the patronized and non-patronized J's (see figure 2.4) results in some predictions of interaction with centers which had not been visited.

To fit a plane surface, by varying the value of \( \lambda \), to a set of interaction frequencies with such remarkably
extreme values and with so few places actually patronized (see figure 2.4), and thereby obtain accurate results, is hardly surprising. Given any set of data having only very high and very low values, the fitting of an accurate line or plane to the data, by simple or multiple regression analysis, is assured. If Huff had tested the model in a situation with a much more complex choice of alternatives and for many neighborhoods, rather than for one, the results would have more significance. The larger the number of frequencies lying between the extreme ranges of Huff's data, the greater the probability of a decline in the model's predictive power. For, in order to retain its existing accuracy the intermediate frequencies would have to occur in a narrow zone on either side of the plane. In other words, the very simple consumer preference ranking, which Huff's model postulates, would have to be replicated in a much more complex set of spatial opportunities. Even then, the criticisms made above, regarding the difficulty of interpreting results from regression analysis and its inability to make meaningful statements about spatial behavior, irrespective of consumer spatial situation (see page 19), cast doubt on the technique's appropriateness to spatial behavior in complex spatial situations. Similarly, for the same reason that regression analysis was criticized, the usefulness of Huff's measures of cardinal utility is questioned. Certainly, in themselves, they can be argued to be possible measures of
cardinal utility. But, insofar as the value of regression analysis and analogous gravity models has been doubted, the value of a technique of measuring cardinal utilities, derived from a gravity model, is equally open to question.

In the original choice of neighborhoods, Huff selected each of the three sample neighborhoods on the basis of their homogeneity of population density and household income. "It was therefore expected that lambda would be approximately the same for each neighborhood with respect to a given type of shopping trip, i.e., clothing and furniture." For it can be postulated that the selection of homogeneous socio-economic areas reduces the likelihood of encountering different sets of space preferences. If each neighborhood has the same preference ranking (i.e. if space preferences are absent) then the equations describing these similar rankings are, by definition, the same. However, Huff, in fact, obtained three different values of \( \lambda \) in the gravity equation (see table 2.1). Whilst he demonstrated statistically that the three values could come from the same population, the limited number of degrees of freedom impose very wide confidence limits on the null hypothesis that the three observations could be drawn from the same population. Thus it is not wholly improbable that the \( \lambda \) value for neighborhood three is significantly different.

However, even if all three lambda values were shown to be significantly different, no inference could be made regarding the existence of space preferences. For it is impossible to impute differing lambdas to the existence of different sets of preference rankings, unless the consumers compared are similarly situated in space with respect to alternative retail outlets. If differently situated consumers do not behave similarly in space, these behavior patterns may as well be a function of the initial differences in situation, as of space preferences. For instance, it is very likely that the spatial behavior pattern of consumers located close to a large retail outlet will be different from that of consumers at some distance. Now, if the former are a low-income group, and the latter high-income, it is not possible to distinguish whether location or economic status, or both, are the variables correlated with different behavior patterns. In this respect, Mitchell’s criticism of regression models of spatial behavior, mentioned above, is appropriate. Huff’s model, therefore demonstrates the limitations and logical loopholes in this application of regression analysis. It is also demonstrably unable to test for the significance of

Alternatively, the concept of indifference curves can be employed in such a way, that differently situated groups can nevertheless be compared as if they were similarly located. This argument is explained in 2.3.
space preferences, and so would not serve as a useful basis for the present study.

2.2 The Indifference Curve Model

So far, it has not been possible to attribute predictive error in models specifically to spatial or non-spatial variables, as the method used in these models has been unable to cope properly with consumers differently located in space. Error in prediction, therefore, may be simply a function of this model inadequacy and not attributable to the existence of space preferences. Indifference curve analysis of consumer spatial behavior does permit testing of the hypothesis that different space preferences exist and are revealed in consumer spatial behavior.

The concept of indifference curves has been most fully discussed in the literature of micro-economics and consumer choice. If "utility" might be used interchangeably with the term "subjective value", then "an indifference curve is, in Edgeworth's formulation, a constant-utility curve". A consumer is hypothesized to be indifferent between any combination of two commodities (which can be quantified) on that curve. In conventional economics, a greater quantity of both of the commodities will lie on a

higher indifference curve (see figure 2.5). In terms of Rushton's model, the two "commodities" are town size and distance from household to town. The latter "commodity", however, has negative utility and so a larger quantity of the town size commodity and a smaller quantity of the distance commodity will lie on a higher curve; hence the different shape of a town size/distance indifference surface (see figure 2.6).

If an indifference curve is an expression of constant utility, then an indifference map or surface, represents a ranking of utilities, defined in this study as a ranking of alternative spatial opportunities for consumer expenditure, i.e. a space preference structure. In order to avoid unsatisfactory preference structures (rankings), it is necessary to assume both, that the consumer has complete information and that he has "a complete......weak ordering for all commodity combinations, or points in commodity space". The ranking described by an indifference surface, however, can only be measured on an ordinal scale in the present study, although it has been argued that "very little extra effort is needed to reach a

12 A weak ordering exists when, although there is a complete ordering of all commodity combinations, a consumer is nevertheless indifferent between certain combinations.

13 Edwards, W., op. cit., p. 385
FIGURE 2.5

A Hypothetical Indifference Map

FIGURE 2.6

A Hypothetical Town Size/Distance Indifference Map
numerical [or cardinal] utility. In other words, the surface can only predict whether a consumer prefers combination A to combination B, but not the amount by which A is preferred to B. Pareto has argued that this accords with reality, in that people can tell whether they prefer to be in state A or state B, but cannot tell how much more they prefer one state to another. Similarly, it can be argued that a consumer's revealed preference ranking of alternative retail outlets is purely ordinal, unless relative dollar expenditure in each outlet is regarded as an index of cardinal utility.

In fact, Rushton makes no use of cardinal measures, since the model is concerned to predict only the maximum purchase town or first ranked town for each household. Thus, the difference between cardinal and ordinal ranking is irrelevant. In contrast, both Mitchell and Huff make use of the cardinal utilities predicted by their models. In Mitchell's, a complete cardinal ordering of towns is developed for each household, insofar as the model predicts each household's dollar expenditure in every town it is predicted to patronize. Similarly, Huff's model implies that each neighborhood has a set of cardinal utilities ascribed to


the fourteen shopping centers. This is revealed in the prediction of the relative proportion of a consumer's interaction with every center \((P_{ij})\).

In one other respect, the indifference model differs significantly from the regression and gravity models; namely, it is more competent to compare the spatial behavior of groups differently located with respect to spatial opportunities. It will be argued that, for this reason, the present technique used to derive an indifference surface permits tests to assess the relevance of space preferences in consumer spatial behavior patterns.

As was demonstrated in Huff's model, it is impossible to determine whether the different values of lambda derived for each of the three neighborhoods is a function of different spatial situations or of non-spatial variables. Using the present technique for deriving indifference curves, in which each group's actual interactions in every spatial situation is expressed as a ratio of possible interactions, the dissimilar location of groups becomes irrelevant. Figure 2.7 tries to illustrate more clearly, why the inclusion of a ratio of actual to possible interactions, rather than a simple observation of actual behavior, overcomes the problem of dissimilar locations. In this situation, although high and low income groups are differently located with respect to each town, the fact that the number of
FIGURE 2.7

Households actually choosing town of 15,000, who are included in potential interaction field of other two towns in 8 to 10 miles distance category.

FIGURE 2.8

Goods and Services for which the Space Preferences of "Modern" Canadians and Old Order Mennonites were Compared

Good or Service

- Doctor
- Dentist
- Bank
- Appliances
- Auto Repair - Harness Repair
- Food
- Clothing (and yard goods)
- Shoes

* Significant difference between the spatial patronage patterns of the two groups.
actual interactions of each sub-group (H and L) is expressed as a ratio of that group's possible interactions with a town of given size at a particular distance, cancels out the effect of dissimilar spatial situations. Furthermore, each household, which actually interacts with a town in one spatial situation, is also included in the calculation of possible interactions with all other alternative spatial situations open to that household. Therefore, it is possible to hypothesize that any significant differences in the indifference surfaces of groups and hence, in their space preferences are not attributable to possible dissimilar locations, but to some other variable(s). In consequence, it is possible to make use of such a model in a test to assess the significance of space preferences.

The fact that the indifference surface derived in the study, explains over 65% of spatial choices, suggests that it is a close approximation to the mental rankings of the spatial alternatives of over 65% of the sample. Conversely, the incorrect explanation of the choices of the other 35% indicates that the surface is an insufficient approximation of their space preferences, to predict their spatial choices. One possible interpretation, pursued in this study, is that there is more than one space preference structure for all households in the sample.

2.4 Trade Area Studies

One other group of works concerned with consumer
spatial behavior, are trade area studies. Although not specifically structured to elucidate hypothesized regularities of spatial behavior, they commonly assume, and sometimes claim to have proven, the Central Place Theory hypothesis of interaction with the nearest place offering the good desired. A trade area study conducted by Barry, Barnum and Tennant in southwestern Iowa demonstrates, according to Berry, that,

"...the farmers make the same clear choice [in patronizing central places for goods and services]. There is only a little interdigitation along the boundaries [of "trade areas"], and right along the edge farmers said they visited both centers, indicating that market area boundaries trace out real lines of indifference in choice."

No exact quantities are provided to reinforce the argument, although desire-line maps are produced. The study implicitly maintains that consumer spatial behavior is a function of distance alone, and so discounts the possibility of space preferences. A test of the accuracy of such a study is to be found in a study of a sample of the dispersed Iowa population. The hypothesis tested is that a consumer


18 Bushton, C., op. cit., p. 16.
will make his maximum expenditure on groceries in the nearest town to him. The definition of "nearest town" is successively varied to include only towns above a given population.

Table 2.3

Results of Test of Nearest Town Hypothesis with Various Town Groups

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Nearest town when only towns existing have population greater than:</th>
<th>Percentage of farm households correctly predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>55</td>
<td>35</td>
</tr>
<tr>
<td>2</td>
<td>120</td>
<td>40</td>
</tr>
<tr>
<td>3</td>
<td>240</td>
<td>45</td>
</tr>
<tr>
<td>4</td>
<td>500</td>
<td>49</td>
</tr>
<tr>
<td>5</td>
<td>800</td>
<td>51</td>
</tr>
<tr>
<td>6</td>
<td>1200</td>
<td>52</td>
</tr>
<tr>
<td>7</td>
<td>2000</td>
<td>47</td>
</tr>
<tr>
<td>8</td>
<td>4000</td>
<td>37</td>
</tr>
<tr>
<td>9</td>
<td>7000</td>
<td>23</td>
</tr>
<tr>
<td>10</td>
<td>16000</td>
<td>11</td>
</tr>
</tbody>
</table>

Source: Rushton, G., op. cit., p. 16.

The trade area study is similarly "based upon responses as to where consumers purchased most of a given commodity"\(^{19}\). However, the lack of quantitative evidence to support the conclusions of the study, together with discrepancies

\(^{19}\) Berry, B. J. L., op. cit., p. 23.
between the evidence of some desire-line maps and stated findings, cast doubt on the validity of the conclusions reached.

2.5 Space Preference Studies

The models discussed so far can be classified as attempting to explain spatial behavior as a function of variables related to consumer spatial situation. All have limited predictive ability and, despite methodological weaknesses in some, they lend weight to the notion that the addition of non-spatial consumer variables would improve their powers of prediction.

The writer knows of only two studies which make specific tests for the existence of space preferences\(^20\). In Murdie's work the spatial expenditure patterns of Old Order Mennonites and "modern" Canadians in Waterloo County, Ontario were compared. The specific behavioral characteristic measured was "distance traveled to the first choice center" where "first choice center is the place where a good is most frequently obtained"\(^21\). The findings showed a similarity in spatial behavior with reference to some goods and services, but marked differences in others (see figure 2.8). "Differences in space preference are an expression of


between-group variations in the nature of transport technology (the Mennonites travel by horse and buggy) and consumer needs. These differences are also analogous to variations in space preference between most of North America today and the North America of the pre-automobile era.22. However, the knowledge of such space preferences was not used to improve the explanatory power of any model. The work is of value in demonstrating a relationship between spatial behavior and a consciously held set of beliefs. Thus space preferences are revealed where a conscious effort is made to behave spatially in a pattern markedly different from the norm.

Rushton analyzed several indices of consumer spatial behavior by comparing the behavior patterns of different groups, defined in terms of social and economic characteristics. Having sub-divided the sample population according to some given socioeconomic variable, the null hypothesis tested was that there was no significant difference in a given aspect of the spatial behavior of the groups (e.g. distance traveled to the maximum grocery purchase town). The t-test was used to determine if the group means were significantly different, and the F test to detect whether between-group variance was significantly greater than within-group variance. Whilst the study provides interesting information regarding group differences in behavior, the

usefulness of the findings in improving the original model is in doubt. It is arguable that the primary concern of the geographer in analyzing consumer spatial choice behavior is to elucidate consumer preference rankings of alternative spatial opportunities. Such knowledge in the form of a statistical law, for instance, would enable further meaningful generalizations to be made and would be a manifestly important advancement of knowledge. A critical feature of human spatial behavior would be understood, and on intuitive grounds, it is reasoned that the scientific ramifications of such knowledge would be considerable. However, several of the indices in Rushton's study (e.g. "largest dollar amount spent in the farthest grocery purchase town") would seem not to be able to contribute to an understanding of how space preferences affect consumer preference rankings. Thus the knowledge gained from the tests made, though not inconsequential, is somewhat peripheral to the main focus of concern, namely consumer preference rankings.

Furthermore, the space preference tests made cannot be related to the main concern of the study centered around the development of an indifference surface or surfaces adequately explaining spatial behavior. It is impossible to evaluate, whether the preferences revealed in the latter

23 Rushton, G., op. cit., p. 66.
part of his study are significantly related to the model's incorrect explanation of 35% of behavior. If they are related, then it should be possible to show a significant concentration of a given type of consumer with a certain space preference in either the correctly or incorrectly predicted group of households.

Finally, no analysis was performed on each social and economic grouping of households to ascertain whether they were similarly located in space. Thus, without evidence to the contrary, it is impossible to determine whether the significant between-group differences in behavior which were established in the F tests and t tests, are a function of spatial situation, or of space preferences, or of both.

Thus, the task remains of establishing whether consumer space preferences can significantly affect the explanatory power of a model incorporating only variables related to the consumer's spatial situation. Significantly, however, both of the above studies do conclude that space preference is in fact a relevant dimension influencing consumer spatial behavior.

2.6 Huff's Topographical Model

In this work, Huff develops a sui generis model

incorporating several groups of spatial and non-spatial variables, intuitively deduced to be related to revealed consumer spatial behavior (see figure 2.9). Those variables described under the headings "behavior-space perception" and "movement imagery" can be defined as "spatial", whilst those related to the consumer's "value system" are essentially non-spatial in character. Although Huff attempts to deduce the connectivity between all variables in the model, the study cannot utilize similar intuitive deductive methods to evaluate the connectivity between each variable and overt behavior, and more fundamentally, the relative degree of connectivity between $P_4$, $P_{15}$, $P_{21}$ and overt behavior. The aforementioned "spatial" studies have demonstrated the relationship between variables, which could be subsumed under the $P_{15}$ and $P_{21}$ headings, and overt behavior. The present study concentrates on the relationship between factors thought to be related to the consumer's value system, and his overt behavior.

2.7 Trip Frequency Studies

There does exist a body of geographical literature in which the relationship between consumer spatial behavior and socioeconomic variables is studied. Marble, in a comprehensive review of this literature\(^{25}\), finds that several authors have been able to relate one aspect of

\(^{25}\) Marble, D. F., op. cit.
FIGURE 2.9

Basic Interactions of the Model

spatial behavior to the socioeconomic characteristics of individuals and households. In every case, however, this pattern of spatial behavior is defined as "trip frequency". The regularity observed, therefore, is not so much spatial as temporal; the dimension being emphasized, more related to time than space. Amongst the variables found to be significant explainers of variations in trip frequency are, age of respondent, occupational structure of household, wealth (in relation to non-work trips), family size, and automobile ownership. Findings are not consistent with each other in some cases, although this may be a result


Bureau of Population and Economic Research, University of Virginia, "The Impact of a New Manufacturing Plant upon the Socioeconomic Characteristics and Travel Habits of the People in Charlotte County, Virginia", preliminary edition, University of Virginia, Charlottesville, 1951.

Jonassen, C. T., "The Shopping Center Versus Downtown", Bureau of Business Research, Ohio State University, Columbus, 1955.

27 Gardner, J., op. cit.

28 Hamburg, J. R., op. cit.

29 Mertz, W. L., and Hamner, L. B., op. cit.
of differences in research design or purpose. Nevertheless, these studies do not seek to say anything meaningful about spatial interactions, per se, but rather about a temporal facet of such interactions.

2.6 Conclusion

A gap remains, therefore, in the body of geographical literature relating to consumer spatial behavior; namely, the hypothesized existence of space preferences has never been rigorously tested, despite frequent mention in the literature. The above review of relevant literature has sought to point up the various methods used to analyze consumer spatial behavior, as well as their methodological differences and where applicable, their methodological limitations. It has also been concerned to suggest that part of their weakness is attributable to the absence of non-spatial consumer variables in the models. The only works including such variables in their analyses are not directed to a study of consumer spatial behavior, per se, and so do not provide an answer to the existing problem. This study endeavors to provide a partial answer, at least, to the question of the significance of space preference in consumer spatial behavior.
CHAPTER 3

The Test of the Space Preference Hypothesis

3.1 The Hypothesis and Method of Testing

In previous discussion, space preference was defined as a consumer's mental ranking of all conceivable spatial locations (1.2). In addition, an indifference surface has been explained as an expression of the consumer's space preference structure (2.3). On the basis of this definition of the indifference surface, it was suggested that the 35% incorrect prediction of consumer spatial choice in Rushton's model (2.3), could be interpreted to mean that more than one space preference structure is present in the sample population. This line of reasoning led to the goal of the present analysis which is to test for the existence of space preferences in this population, in relation to specific social and economic variables.1

However, it is feasible that there is, in fact, only one space preference structure and that the indifference surface is not able to fully replicate that ranking, on account of some undetermined factor other than space preferences. If this factor were to account completely for the model's inaccuracy, it is

1 Psychological consumer characteristics are not discussed in this study.
axiomatic that no significant difference in space preferences could be established in the following analysis. If however, the other factor were to account for only part of the error, it is possible that some indication of space preferences would be given by the analysis. The question as to how much the results of the model's predictions reveal about differences in consumer space preferences and how much about the suitability of the model as an index of these preferences, is tackled in this and the following chapter.

If indeed the apparent difference in space preferences of the correctly and incorrectly predicted groups, indicated by the model's partial inaccuracy, is related to socioeconomic traits of consumers, then it is reasonable to suppose that the two groups will have different socioeconomic compositions. The goal of the following analysis is to establish which social or economic variables these may be, and the form of their relationship to differing space preferences. For each of fifteen variables studied, the null hypothesis tested is that the statistical distribution of the variable in the explained and unexplained groups of households is not significantly different. In other words, the null hypothesis is that the two groups could be regarded as being randomly drawn samples from the same population, with regard to that variable. If, in fact, the statistical distribution of values of a variable is
significantly different between the two groups, a relationship can be inferred between the difference in values of the variable, and the apparent difference in the space preferences of the two groups.

To ensure that the above inference is not a false one, as well as to determine the form of the relationship between the variable and consumer space preferences, a further analysis is required. For, if the relationship is a significant one, there should be some differences in the space preferences of consumers with different "scores" on that variable. Assuming that households characterized by higher values of a given variable have a different space preference structure from households with lower values, the sample population is arbitrarily divided into two groups, the one with high values and the other with low values of the variable. Indifference surfaces can be derived for each group, using only its own actual spatial choices and possible interactions to obtain the surface. As each surface represents a group's space preference structure, the rankings can be compared to establish what form, if any, the difference in space preferences takes.

The following are generalized examples of how

2 For the purposes of the analysis to be described, the problems of sampling error and of an insufficient sample size would be greatly increased, if the population was further sub-divided.
inferences can be made about consumer space preferences, by visual comparison of the indifference curves of more than one group (see also page 55).

**Diagram 3.1**

1) Group 1: B is more attractive than A  
   Group 2: A is more attractive than B, i.e. larger town at greater distance is preferred to smaller town at lesser distance

2) Group 1: B is preferred to A, is preferred to C  
   Group 2: C is preferred to A, is preferred to B

3) Group 1: B is preferred to A and C  
   Group 2: A and C are preferred to B

4) Where the curves take the same shape there is no difference in the preference rankings of the two groups, i.e. both prefer A to B and B to C.

### 2.2 The Test for Space Preferences

Whereas an indifference surface derived from the behavior of a population with only one space preference structure can be expected to accurately predict their spatial choices (see Appendix 2), it is probable that a surface derived from the behavior of a population with more than one space preference structure will have more limited predictive power. The surface derived in the latter case would be an approximation to the mean of the several space preferences and would therefore be less able to predict the spatial choice of an individual having any one of the space preferences. Assuming, therefore, that the incorrect explanation of the spatial choices of 35% of the population is in part a function of differing space-preference structures.
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being incorporated in the original model's indifference surface, it is reasonable to expect that a surface separately derived from the spatial choices and possible interactions of only the incorrectly explained group would more closely approximate the space preference structure of this group.

In fact, this is borne out in the 30% correct prediction of the "unexplained" group's behavior from its own indifference surface (figure 3.1). The inference to be drawn here is that the indifference surface in figure 3.1 is a closer approximation to the "unexplained" group's space preference structure(s) than the indifference surface derived for the total sample (figure 3.2), which predicted the spatial choice of none of that group. The town attractiveness indices from which these surfaces were constructed are shown in table A 3.1.

A possible explanation of the fact that only 30% of the "unexplained" group's spatial choices were correctly predicted, is that this group is in fact characterized by two or more space preference structures - the same hypothesis as is presently being tested for the total population. Clearly, one could argue for the derivation of a further

\[ \text{3 The terms "explained" and "unexplained" are used throughout the study to refer to the predictions of consumer spatial choice in the original model. This indifference surface was derived from the spatial choices and possible interactions of the total sample population.} \]
FIGURE 3.1

Indifference Surface for Choice of Maximum Grocery Purchase Town by Indirectly Predicted Households
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FIGURE 3.2

Indifference Surface for Choice of Maximum Grocery Purchase Town by All Households
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indifference surface for that part of the group, whose behavior is not explained by the new surface. The reason for not pursuing this line of enquiry is essentially that the sample size from which one further indifference surface would be derived, is too small (110 households). With this size of sample, sampling error becomes large in the calculation of town attractiveness indices from the ratio of actual to possible interactions. The resultant surface could not, therefore, be regarded as representative of the mean of the space preference structures of that group. Its utility in explaining spatial choices would, as a consequence, be greatly diminished. Furthermore, in view of the fact that there is an alternative explanation of the model's inaccuracy (discussed in Chapter 4), it is felt that to pursue the above line of enquiry with such a small sample would be unwarranted.

Although the 30% correct prediction of the behavior of the "unexplained" households, suggests the existence of differing space preferences within the population, it gives no clue as to whether these differences are randomly distributed or related to some consumer characteristic(s). Hence the analysis described in 3.1 is employed. The hypothesis tested is that there is a statistically significant difference in the distribution of certain consumer characteristics in the explained and unexplained groups, and that those characteristics found to differ are related
to the hypothesized difference in the space preference structures of the two groups. The fifteen social and economic characteristics of households, whose statistical distribution within each group was compared, are described in Table 3.1.

### Table 3.1

Social and economic characteristics of households

1. The number of persons in the household.
2. The number of persons in the household, ten years of age or less.
3. The number of persons in the household, between eleven and twenty years old.
4. The composition of the household categorized under the following headings:
   i) family consists only of adults under the age of 40,
   ii) family consists only of adults, 40 years of age or more,
   iii) family consists of adults, and children under 11 years of age,
   iv) family consists of adults, and children in the 11 to 20 age group,
   v) family consists of adults, and children of both the above age groups.
5. The age of the homemaker.
6. Years of education of the homemaker.
7. The age of the farm operator.
8. Years of education of the farm operator.
9. The number of members of the household working off the farm.
10. Number of years the household has lived in this house.
11. Number of years the household has operated this farm.
TABLE 3.1 (Cont'd.)

12. The total household income.
13. The net farm income.
14. Farm acreage.
15. The household's total grocery bill.

For all, except variable 4, parametric tests could be used, specifically the $F$ test which provides a means of determining whether the two groups, described in terms of a particular variable, could be regarded as being randomly drawn from the same population; and the $t$ test which enables statements to be made regarding the differences between the mean of a variable in the two groups. Parametric tests can be used where the numerical value ascribed to a variable, such as income or years of education, has significance in terms of a numerical relationship between different observations of the same variable. Thus, a numerically significant relationship is expressed in the statement that household A earns $10,000 per annum and household B earns $5,000 per annum. However, where the "composition of a household" is denoted by a numeral with only nominal meaning, a

---

4 The $t$-tests and $F$-tests were performed using a Fortran II computer program developed by Drs. Snider and Norton at the University of Iowa. For a description of the computational proceedings in both of these tests, the reader is referred to any standard text of statistical analysis, such as, Walker, H. M. and Lev, J., "Statistical Inference", New York, 1953.
parametric test is inappropriate, and in this case the $\chi^2$ test for two independent samples was used. This provides a means of determining whether the two groups differ significantly with respect to the relative frequency with which group members fall into several categories.

The $\chi^2$ test, together with the t-test and F-test, have confidence limits placed on them, so that if the computed value of t, F or $\chi^2$ falls within the limits, the null hypothesis of no significant difference in a variable's statistical distribution in the two groups is accepted. If a 90% confidence level ($\chi = 0.1$) is placed on the hypothesis, this implies a 90% certainty of not rejecting a true null hypothesis. As increasing certainty of not rejecting a true null hypothesis is sought, so the confidence limits must be extended, and hence the probability of accepting a false

5 Siegel makes this point clearly in "Nonparametric Statistics for the Behavioral Sciences", McGraw-Hill, New York, 1956, on page 3 where he says,

"In the computation of parametric statistics, we add, divide, and multiply the scores from the samples. When these arithmetic processes are used on scores which are not truly numerical, they naturally introduce distortions in those data and thus throw in doubt any conclusions from the test. Thus it is permissible to use the parametric techniques only with scores which are truly numerical. Many nonparametric tests, on the other hand, focus on the order or ranking of the scores, not on their "numerical" values, and other non-parametric techniques are useful with data for which even ordering is impossible (i.e. with classificatory data)."
null hypothesis necessarily increases. The 90% confidence level is the lowest of three used in this analysis, since the next lowest level in common use, the 80% level, implies a one in five chance of accepting a false hypothesis. The results of the tests are shown in table 3.2. The only variable found to be significantly different between the explained and unexplained groups is "the number of years the household has lived in this house". The mean for the explained group is 15.8 years, in contrast to 20.1 years for the unexplained group. This difference was significant at the 90%, 95% and 99% confidence levels. Thus it is established that two groups with apparently dissimilar space preferences, also have significantly different statistical distributions of a given variable.

The space preference hypothesis is that the difference between the explained and unexplained groups in scores on the significant variable and their apparent dissimilarity in space preferences are functionally related. Inevitably, a linear relationship is assumed - the product both of limited knowledge of human spatial behavior, and of the absence of more complex mathematical functions. On such an assumption, it is hypothesized that households characterized by a shorter period of residence in their present house will reveal different space preferences from those of longer residence. If this were true, the indifference surfaces, derived separately from the spatial choices and possible
Table 3.2
Results of t and F Tests on Socioeconomic Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>t Value</th>
<th>Degrees of Freedom</th>
<th>Confidence Limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Number of persons in household</td>
<td>1.597</td>
<td>449</td>
<td>+1.655 +1.970 +2.600 -1.655 -1.970 -2.600</td>
</tr>
<tr>
<td>2. Number of persons in household, 10 years of age or less</td>
<td>0.599</td>
<td>449</td>
<td>+1.655 +1.970 +2.600 -1.655 -1.970 -2.600</td>
</tr>
<tr>
<td>3. Number of persons in household, between 11 and 20 yrs. of age</td>
<td>1.879</td>
<td>449</td>
<td>+1.655 +1.970 +2.600 -1.655 -1.970 -2.600</td>
</tr>
<tr>
<td>4. Composition of household ($X^2$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Age of the homemaker</td>
<td>0.537</td>
<td>438</td>
<td>+1.655 +1.970 +2.600 -1.655 -1.970 -2.600</td>
</tr>
<tr>
<td>6. Years of education of the homemaker</td>
<td>0.577</td>
<td>449</td>
<td>+1.655 +1.970 +2.600 -1.655 -1.970 -2.600</td>
</tr>
<tr>
<td>7. Age of the farm operator</td>
<td>0.051</td>
<td>449</td>
<td>+1.655 +1.970 +2.600 -1.655 -1.970 -2.600</td>
</tr>
<tr>
<td>8. Years of education of the farm operator</td>
<td>0.900</td>
<td>449</td>
<td>+1.655 +1.970 +2.600 -1.655 -1.970 -2.600</td>
</tr>
<tr>
<td>9. Number of members of household working off the farm</td>
<td>0.782</td>
<td>449</td>
<td>+1.655 +1.970 +2.600 -1.655 -1.970 -2.600</td>
</tr>
<tr>
<td>Variable</td>
<td>t Value</td>
<td>Degrees of Freedom</td>
<td>Confidence Limits</td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>---------</td>
<td>--------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>10. Years living in this house</td>
<td>2.865</td>
<td>438</td>
<td>+1.655, +1.970, +2.600</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-1.655, -1.970, -2.600</td>
</tr>
<tr>
<td>11. Years operating this farm</td>
<td>0.264</td>
<td>412</td>
<td>+1.654, +1.969, +2.598</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-1.654, -1.969, -2.598</td>
</tr>
<tr>
<td>12. Total household income</td>
<td>1.497</td>
<td>438</td>
<td>+1.655, +1.970, +2.600</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-1.655, -1.970, -2.600</td>
</tr>
<tr>
<td>13. Net farm income</td>
<td>0.832</td>
<td>393</td>
<td>+1.654, +1.969, +2.598</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-1.654, -1.969, -2.598</td>
</tr>
<tr>
<td>14. Farm acreage</td>
<td>0.142</td>
<td>449</td>
<td>+1.655, +1.970, +2.600</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-1.655, -1.970, -2.600</td>
</tr>
<tr>
<td>15. Household's total grocery bill</td>
<td>0.035</td>
<td>438</td>
<td>+1.655, +1.970, +2.600</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-1.655, -1.970, -2.600</td>
</tr>
</tbody>
</table>
TABLE 3.2 (Cont'd.)

Results of t and F Tests on Socioeconomic Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>F Value</th>
<th>Degrees of Freedom</th>
<th>α=0.1</th>
<th>α=0.05</th>
<th>α=0.01</th>
<th>Null Hypothesis Accepted</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>2.550</td>
<td>1;449</td>
<td>2.73</td>
<td>3.88</td>
<td>6.73</td>
<td>YES</td>
</tr>
<tr>
<td>2.</td>
<td>0.359</td>
<td>1;449</td>
<td>2.73</td>
<td>3.88</td>
<td>6.73</td>
<td>YES</td>
</tr>
<tr>
<td>3.</td>
<td>2.189</td>
<td>1;449</td>
<td>2.73</td>
<td>3.88</td>
<td>6.73</td>
<td>YES</td>
</tr>
<tr>
<td>4. (\chi^2)</td>
<td>2.34</td>
<td>4</td>
<td>7.78</td>
<td>9.49</td>
<td>13.28</td>
<td>YES</td>
</tr>
<tr>
<td>5.</td>
<td>0.289</td>
<td>1;438</td>
<td>2.73</td>
<td>3.88</td>
<td>6.73</td>
<td>YES</td>
</tr>
<tr>
<td>6.</td>
<td>0.332</td>
<td>1;449</td>
<td>2.73</td>
<td>3.88</td>
<td>6.73</td>
<td>YES</td>
</tr>
<tr>
<td>7.</td>
<td>0.003</td>
<td>1;449</td>
<td>2.73</td>
<td>3.88</td>
<td>6.73</td>
<td>YES</td>
</tr>
<tr>
<td>8.</td>
<td>0.809</td>
<td>1;449</td>
<td>2.73</td>
<td>3.88</td>
<td>6.73</td>
<td>YES</td>
</tr>
<tr>
<td>9.</td>
<td>0.611</td>
<td>1;449</td>
<td>2.73</td>
<td>3.88</td>
<td>6.73</td>
<td>YES</td>
</tr>
</tbody>
</table>
### TABLE 3.2 (Cont'd.)

<table>
<thead>
<tr>
<th>Variable</th>
<th>F Value</th>
<th>Degrees of Freedom</th>
<th>Upper Confidence Limits</th>
<th>Null Hypothesis Accepted</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.</td>
<td>3.157</td>
<td>1.438</td>
<td>2.73  3.88  6.73</td>
<td>NO - for ( \alpha = 0.1 ), ( \alpha = 0.05 ), ( \alpha = 0.01 )</td>
</tr>
<tr>
<td>11.</td>
<td>0.070</td>
<td>1.412</td>
<td>2.73  3.88  6.72</td>
<td>YES</td>
</tr>
<tr>
<td>12.</td>
<td>2.241</td>
<td>1.438</td>
<td>2.73  3.88  6.73</td>
<td>YES</td>
</tr>
<tr>
<td>13.</td>
<td>0.693</td>
<td>1.393</td>
<td>2.73  3.88  6.72</td>
<td>YES</td>
</tr>
<tr>
<td>14.</td>
<td>0.020</td>
<td>1.449</td>
<td>2.73  3.88  6.73</td>
<td>YES</td>
</tr>
<tr>
<td>15.</td>
<td>0.001</td>
<td>1.438</td>
<td>2.73  3.88  6.73</td>
<td>YES</td>
</tr>
</tbody>
</table>
interactions of each group, would be closer fits to each group's ranking of the actual alternative situations open to them, than one surface for the entire population. As a result, it could be expected that each surface would be a more accurate explainer of the households' spatial choices, than the original indifference surface for the total sample.

On the assumption that households with a longer residence in their present house have a different space preference structure from those with shorter residence, the total sample of 458 farm households was ranked from high to low in terms of the number of years a household had lived in its present house. The sample was arbitrarily divided into two approximately equal groups of 238 and 220 households. The former had occupied their existing house from 0 to 13 years, and the latter from 14 to 75 years. With data on the actual choices and possible alternatives of the households in each group, two indifference surfaces were derived, one for each group (figures 3.3 and 3.4). The town attractiveness indices from which these surfaces were constructed, are shown in tables A 3.2.

In fact the predictive abilities of the two surfaces were not significantly different from the original indifference surface's proportion of accurate explanation of spatial choices. The original model correctly accounted for 33.6% of spatial choices, whereas the two surfaces accounted for
FIGURE 3.3

Indifference Surface for Choice of Maximum Grocery Purchase Town by Households with less than Fourteen Years Residence in Existing House.
FIGURE 3.4

Indifference Surface for Choice of Maximum Grocery Purchase Town by Households with Fourteen Years Residence or More in Existing House
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65.9% and 60.0% of behavior. Further analysis showed that in 83.3% of cases, the new indifference surfaces predicted the household to interact with the same town as the original model had done. Bearing in mind the distorting effect of sample size in the upper parts of each surface, where the number of actual and possible interactions is frequently very small, the surfaces are not dissimilar (see figures 3.3 and 3.4). This is particularly evident if the town attractiveness indices for towns with a population below 6,000 are compared between all three surfaces (see figures 3.2, 3.3 and 3.4).

The conclusion to be drawn from the above analysis is that the indifference surfaces derived for the two groups are not significantly different from that derived for the total population. The implication from this and the predictive similarities of the two sets of indifference surfaces, is that the new surfaces are no closer approximations to the space preference structure(s) of the population than the one surface for the total population. This in turn leads to the conclusion that households with a shorter period of residence in their existing house do not have significantly different space preferences than households with a longer residency. It is not possible to conclude, however, that a more complex division of households in terms of period of residence, also would
not reveal space preferences to be significantly related to this characteristic. Perhaps future research might iterate the above test repeatedly, each time categorizing the population differently in terms of the same variable.

The fact that only one out of fifteen socioeconomic variables had a significantly different composition in the correctly and incorrectly explained groups suggests one of two things. Either none of the other fourteen variables is related to consumer space preferences, or their possible relationship to space preferences cannot be determined by the present analysis. As was suggested above (3.1) some factor(s) other than space preferences may account for part or all of the predictive error of the original indifference curve model. If all of the error is accounted for in this way, no space preferences can be shown to exist. If, however, only part of the model's error is attributable to factors other than space preferences, an approach different from the present one may prove more useful, since the present analysis leans heavily on the socioeconomic composition of the unexplained households to indicate the socioeconomic variables possibly related to space preferences. If some members of the unexplained group are accounted for by factors other than space preferences, it becomes difficult, if not impossible, to infer which are the possibly significant variables by comparing the socioeconomic composition of the explained
and unexplained households. In this respect, it has already been shown experimentally that part of the error occurs even when predicting the spatial choices of households with one known space preference structure (appendix 2).

The following chapter seeks to determine the type of spatial choice situations under which error is more likely to occur and whether, in the light of these findings, any other factor(s) may contribute to error. If households in certain spatial situations are more likely to be wrongly predicted than in others, then a household's incorrect prediction can be related not only to the already known error factors but to its spatial choice situation. Thus, of two households each with space preferences different from that defined by the aggregate indifference surface, the household in the complex choice situation might be incorrectly predicted, whilst the choice made by the household in a simple choice situation may be correctly predicted. In other words the closeness of fit between a households actual preference ranking and that defined in the aggregate indifference surface is put to the test more in complex choice situations than in simple ones. The consequences of there being households with significantly different space preferences within the correctly predicted groups are pursued in 4.5.
CHAPTER 4

Test of the Model's Efficiency in Complex Spatial Choice Situations

4.1 The Hypothesis Tested

The alternative hypothesis to that on space preferences states that the model is unable to discriminate "realistically\(^1\) between alternative urban places in a complex choice situation\(^2\). Invariably, the indifference curve model chooses as the predicted maximum expenditure town, that one open to the consumer, with the highest town attractiveness index, no matter how small the difference between the highest and next highest index. It is argued here that the consumer's choice mechanism is not characterized by the same high degree of quantitative precision. For instance, where there is a choice between a town of 8,000 at 7 miles from the consumer and one of 9,000 at 7 miles, the model will "choose" that one with the highest town attractiveness index, assuming the index is not similar for the two towns. In reality, it seems unlikely that consumers

\(^1\) "Realistic" is used to describe the manner in which consumers actually behave.

\(^2\) A complex choice situation is one in which the "town attractiveness indices" ascribed to alternative spatial opportunities differ only slightly, or are similar.
perceive a noticeable difference between the two, and actual consumer behavior may be less regular in such a choice situation, than the model predicts.

The type of spatial situation in which this weakness of the model is most likely to be apparent, is where the largest town attractiveness index of any town in a given choice situation is small. It is reasoned, that the lower a household's maximum town attractiveness index, the greater the probability that the next largest will not be markedly smaller. As a corollary, the larger a household's maximum town attractiveness index, the greater the probability that its next highest index will be considerably less. In the latter situation, the model's choice is likely to reflect consumer choice, because a significant difference in town attractiveness indices indicates a significant difference between the number of actual choices in proportion to the number possible in each spatial situation. In the situation where there is only a small difference between the town attractiveness indices of two or more towns, the number of actual choices as a proportion of possible selections is not significantly different between the spatial locations. Individuals faced with a choice between these locations are unlikely to make the same invariable choice as the model.

Specifically, the hypothesis tested is that there is a significant relationship between the proportion of
interactions incorrectly attributed by a model to a given spatial situation and the value of the town attractiveness index for that situation\(^3\). The method of testing the hypothesis expresses the number of incorrect predictions in each spatial situation as a proportion of total predictions for that situation. Each of these proportions is then compared with the relevant town attractiveness index, to establish whether a relationship exists between the proportion of error in predicting interactions with a given spatial situation and that spatial situation's town attractiveness index (figure 4.1). It is clear from figure 4.1 that the smaller the town attractiveness index of a given spatial situation, the greater is the probability of an incorrect prediction. It appears, therefore, that whilst the model, as presently devised is able to explain consumer spatial choices in the higher ranges of the surface, the ability is weakened where the maximum purchase town predicted has a relatively low town attractiveness index. This finding is in agreement with results arrived at independently by Rushton\(^4\).

By definition, the unexplained households do not have the opportunity to interact with a town higher on the

\(^3\) It must be borne in mind that a household is predicted to make its maximum expenditure in that spatial situation which, amongst alternatives open to it, has the highest town attractiveness index.

\(^4\) Rushton, C., op. cit., pp. 41 - 44.
FIGURE 5.1
Zones with the Proportion of Incorrect Predictions Greater or Less Than Average

75\textsuperscript{th} Average ratio of incorrect to total predicted interactions = 0.34

--- --- divides spatial situations with ratio greater than average ratio (+) from those with less (-)

\begin{tabular}{l}
\textbf{Population of town} \hline
\textbf{(\texttimes 000)}
\hline
35
25
15
10
5
3.5
\end{tabular}

Distance to town (miles)

* In figures 4.1 through 4.7, the indifference curves are those calculated for all households.

+ This symbol has the same definition for figures 4.1 through 4.7.
surface, so that it can be deduced that these households have a more limited range of towns at various distances from which to choose. This is borne out by a comparison of each group's possible interactions (figure 4.2). There is noticeable tendency for the incorrectly predicted group's possible interactions to be more restricted to smaller and more distant towns than the correctly predicted group's. Sampling error largely accounts for the graph's form in the town size range above 8,000 (see table A 3.3 for possible interactions of each group).

Thus it can be stated that the spatial choices of households with appreciable differences in the spatial opportunities available to them are more often correctly predicted by the model, than choices where differences in alternatives are slight. The definition of differences between spatial opportunities rests on the technique of calculating the town attractiveness index. It denotes a just noticeable difference, not only between a town of 9,000 at 8 miles and one of 8,000 at 8 miles, but between any spatial situations with slightly differing attractiveness indices. Thus in the table A 3.1a) showing town attractiveness indices derived from the total population's behavior and possible interactions, there is very little difference between a town of 20,000 at 18 miles and one of 400 at 5 miles, since their town attractiveness indices are respectively 7.7 and 7.2. Invariably, where there is a choice between the
FIGURE 4.2
Zones with the Proportion of Possible Interactions of the Incorrectly Predicted Group Greater or Less Than Average

Average ratio of possible interactions of incorrectly predicted group to correctly predicted group's = 0.57.
two as maximum purchase town, the model will select the
former spatial situation, although, in fact that index is
derived from only one actual interaction and thirteen
possible. Thus the error is a function of the deterministic
nature of the model, whereby that spatial situation with the
highest "attractiveness," no matter how slightly different
from the next highest, is invariably predicted to be the
household's rank one purchase town. It would appear that
the deterministic model works well in less complex spatial
choice contexts, but that some form of probabilistic
explanation might more closely approximate reality in the
complex choice situations. For instance, if there were
three alternative spatial situations with town attractiveness
indices of 15, 10 and 5, each could be assigned a set of
random numbers, proportionate to the size of the index; thus
1 to 15 for the first, 16 to 25 for the second and 26 to 30
for the third. The generation of a random number, say 22,
would mean the model predicted the second spatial situation
as the household's rank one town. The point to note is
that the prediction would not invariably choose the first of
the three spatial situations, and that each situation would
have a probability of prediction related to its attractiveness
index.

In principle, this suggestion is identical to
Huff's probabilistic model (2.2) where the probability of a
consumer at point i, interacting with spatial situation j,
equals the ratio of j's utility to the sum of the utilities
of all spatial situations. In the present study, utility
would be assumed to be indicated by the town attractiveness
index.
A further explanation of the higher proportion of incorrect predictions for smaller and/or more distant towns was tested. On the assumption that a unique ranking of spatial situations exists, it is possible that the ranking derived from the town attractiveness indices deviates from the actual ranking. Now a small difference between a computed and an actual consumer's ranking is not critical to a particular prediction of spatial choice where a person's actual alternatives are ranked far apart on his individual indifference surface. However, if the maximum purchase town and one or more alternatives were ranked close together by a consumer, a calculated indifference surface, which varied slightly from the consumer's ranking of these alternatives, might well wrongly predict his rank one town (see, for example, the differences in indifference surface in diagram 3.1). The probability of spatial alternatives being closely ranked is greatest in those spatial situations where incorrect predictions are above average. As 48% of households have their rank one purchase town in one of these spatial situations, those are the spatial situations where a small deviation of the computed from a consumer's actual indifference surface would result in the greatest number of

6 In those spatial situations where the proportion of incorrect predictions is above average (see figure 4.1) there are 6295 spatial opportunities, in contrast to 360 in all other situations. Inevitably with so many more possible interactions in the former spatial situations, the probability of closely ranked alternatives is much greater, than in the latter spatial situations with only 360 possible interactions for 449 households.
incorrect predictions by the model. Thus, if the model's computed indifference surface differed from an actual unique indifference surface, the model's higher proportion of error in these spatial situations could be attributed to the method of calculating these indices, rather than to the deterministic nature of the model in complex choice situations. To satisfy the above assumption of a unique ranking, experimental data was used, in which a known constraint is placed on the spatial behavior of the households. Every household is defined to have the same set of space preferences, such that each interacts with that town having the highest \( \frac{T_j}{d_{ij}} \) index,

\[
\text{where } T_j = \text{the population of the } j^{\text{th}} \text{ town,} \\
\text{and } d_{ij} = \text{the distance from household } i \text{ to town } j.
\]

Thus every spatial situation (i.e. "town population, and distance from consumer to town" combination) has a place in the one scale of consumer preference rankings, which can be exactly described (table 4.1).

Given that the households behave in accordance with this rule, the actual and possible interactions with each spatial situation are calculated as in the original study.

7 The existing sample households and the same set of Iowa towns are used in this test. Only the behavior of the households is altered to comply with a known "rule" of spatial behavior.
TABLE 4.1
Consumers’ Preference Ranking of Spatial Situations, under Constraint that Consumer Interacts with Town Having Highest $\frac{T_i}{d_{ik}}$.

<table>
<thead>
<tr>
<th>Town Population</th>
<th>Miles from Household to Town</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0</td>
<td>2 4 6 8 12 15 20</td>
</tr>
<tr>
<td>500</td>
<td>33e 49e 59e 62e 67 69 70</td>
</tr>
<tr>
<td>1,000</td>
<td>24e 41e 52e 56e 64 57 58</td>
</tr>
<tr>
<td>2,000</td>
<td>18e 33e 45e 49e 59e 62e 65</td>
</tr>
<tr>
<td>4,000</td>
<td>12 24e 36 41e 52e 56e 61</td>
</tr>
<tr>
<td>6,000</td>
<td>10 22 31 39 47 54 53</td>
</tr>
<tr>
<td>8,000</td>
<td>8 13e 28 33e 45e 49e 55</td>
</tr>
<tr>
<td>10,000</td>
<td>5 14 20 27 37 44 43</td>
</tr>
<tr>
<td>12,000</td>
<td>3 9 15 21 29 38 41e</td>
</tr>
<tr>
<td>14,000</td>
<td>2 6 13 15 25 32 40</td>
</tr>
<tr>
<td>16,000</td>
<td>1 4 7 11 17 23 29</td>
</tr>
</tbody>
</table>

Note: ‘e’ means ‘of equal rank’. 
(see Appendix 1). Similarly, a town attractiveness index is calculated for each spatial situation. Again, a preference ranking of spatial situations is derived from the town attractiveness indices (table 4.2), and this ranking compared with the above known space preference structure. Since each ordinal ranking can be expressed in matrix form, the second matrix is subtracted from the first, to distinguish how much the predicted ranking deviates from the known in each spatial situation (table 4.3).

It is clear that the calculated indifference surface does not replicate the known ranking. The inference, as argued above, is that those rank differences account for the model's predictive error where the consumer's rank one town and alternative spatial opportunities are closely ranked. As closely ranked alternatives are found most often in the spatial situations where possible interactions are most (see footnote 6), this accounts for the above average proportion of incorrect predictions in those spatial situations (compare figure 4.1 and table A 4.3).

Finally, the fact that there is evidence for more than one space preference structure is a further factor explaining the higher proportion of error in those spatial situations delineated in figure 4.1. The computed indifference surface does not replicate actual space preference structures both on account of the technique of
<table>
<thead>
<tr>
<th>Town Population</th>
<th>Miles from Household to Town</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>500</td>
<td>59</td>
</tr>
<tr>
<td>1,000</td>
<td>30</td>
</tr>
<tr>
<td>2,000</td>
<td>1e</td>
</tr>
<tr>
<td>3,000</td>
<td>1e</td>
</tr>
<tr>
<td>6,000</td>
<td>-</td>
</tr>
<tr>
<td>8,000</td>
<td>-</td>
</tr>
<tr>
<td>15,000</td>
<td>-</td>
</tr>
<tr>
<td>25,000</td>
<td>-</td>
</tr>
<tr>
<td>35,000</td>
<td>-</td>
</tr>
<tr>
<td>75,000</td>
<td>-</td>
</tr>
</tbody>
</table>

Note: Rank 1 situations are those in which there are as many actual interactions as possible. Rank 60 situations are those in which there are possible interactions, but no actual ones.
TABLE 4.3

Rank Differences of $T_i^-$ Ranking and
\[ \frac{d_{ij}^2}{d_{ij}} \]
Town Attractiveness Index Ranking$^a$.

\[ \left( \frac{T_i^+ \text{- Rank} - \text{Attractiveness Index Rank}}{d_{ij}^2} \right) \]

<table>
<thead>
<tr>
<th>Town Population</th>
<th>Miles from Household to Town</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>500</td>
<td>-16</td>
</tr>
<tr>
<td>1,000</td>
<td>-6</td>
</tr>
<tr>
<td>2,000</td>
<td>+17</td>
</tr>
<tr>
<td>5,000</td>
<td>+11</td>
</tr>
<tr>
<td>6,000</td>
<td>-</td>
</tr>
<tr>
<td>8,000</td>
<td>-</td>
</tr>
<tr>
<td>15,000</td>
<td>-</td>
</tr>
<tr>
<td>25,000</td>
<td>-</td>
</tr>
<tr>
<td>35,000</td>
<td>-</td>
</tr>
<tr>
<td>75,000</td>
<td>-</td>
</tr>
</tbody>
</table>

* No rank difference is given for those spatial situations in which there were no actual interactions, as the computed attractiveness index is zero. By definition, the model cannot predict an interaction with such a situation, as every individual clearly had a higher ranked alternative. Thus in the search for a source of the model's inability to predict behavior correctly in certain spatial situations, it is not fruitful to include in the analysis those situations in which there were neither actual nor predicted interactions. It is axiomatic that the model could not err in these spatial situations.
calculating the expected indifference surface, and of the existence of more than one space preference structure. Thus the likelihood is greater than if a unique space preference structure existed, that the single expected indifference surface will differ from each consumer's indifference surface. In terms of the model's predictions of spatial choice, the result is that error is greatest in those cases where a consumer's rank one spatial situation is not ranked much above alternative spatial opportunities.

The conclusions to be drawn from the analyses in this section are threefold. Firstly, it is confirmed that the model's predictive error is greatest in complex choice situations. Secondly, it is argued that this circumstance is explained by the fact that whenever there is a maximum purchase town in one of these spatial situations, the probability is greater than in any other spatial situations, that there will be a closely ranked alternative. In addition, the computed indifference surface does not replicate actual consumer rankings, for the two reasons given. As a result, predictive error, due to this deviation of expected from actual rankings, is most likely where a maximum purchase town has a closely ranked alternative. The third conclusion is that some part of the model's predictive error, particularly in complex choice situations, is due to the deterministic nature of the model's predictions.
4.2 The Test Repeated in a Different Location

The finding that the model's degree of error is greatest in complex spatial choice situations prompted the re-testing of this in another location. A sample of 122 households in Grey County, Ontario was used, for which grocery purchase data was collected in 1966. The limited sample size, together with the absence of any town of over 25,000 people within 20 miles of any respondent are the major differences to be noted between this and the Iowa sample. Nevertheless, a comparison of the ratio of incorrect to total predictions of the model, with the indifference surface derived for the total population reveals a marked similarity to previous findings (compare figures 4.1 and 4.3). Despite the overall possibility of sampling error, the consistent pattern revealed by the ratios suggests the same model weakness as already described. Likewise, the range of possible interactions for the incorrectly predicted group (51% of the sample) is more restricted to spatial situations with lower town attractiveness indices (figure 4.4). In this case, the pattern is not so clear-cut as in the Iowa example, but the same generality holds true. Significantly, only 49% of behavior is correctly explained as opposed to 66% in Iowa. Part of the explanation may be in the larger proportion of complex spatial choice situations in Grey County.

Thus the analysis replicated in a different location,
FIGURE 4.3

Zones with Proportion of Incorrect Predictions Greater or Less Than Average. [Grey County, Ontario].

---

Average ratio of incorrect to total predicted interactions = 0.49

---
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FIGURE 4.4

Zones with the Proportion of Possible Interactions of the Incorrectly Predicted Group Greater or Less Than Average (Grey County, Ontario)

Average ratio of possible interactions of incorrectly predicted group to correctly predicted group's = 1.2
confirms the hypothesis relating model weakness to complex spatial choice situations.

4.3. The Test Repeated with a Different Commodity

A logical extension of the above analyses is to study the performance of the model in explaining spatial allocations of expenditure on a higher order commodity than groceries. Whereas all towns, no matter how small, offer food items for sale, fewer have women's clothing retail outlets. However, it is postulated that, since a consumer's travel-willingness increases for goods available at fewer centers, the probability of complex spatial choice situations is no less than for a more ubiquitously available good. If such is the case the same weakness of the model should appear in a similar analysis to the above.

Employing the indifference surface generated from the households' spatial behavior in relation to maximum women's clothing purchase towns (figure 4.5) a 50% explanation of individual household spatial behavior was obtained. The explained and unexplained groups were compared after the manner employed in 4.1 and 4.2. The relevant graphs (figures 4.6 and 4.7) show much the same relationships between a spatial situation's proportion of incorrect predictions by the model and the related value of the town attractiveness index.
FIGURE 1.5
Indifference Surface for Choice of Maximum Women's Clothing Purchase Town by All Households
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FIGURE 4.6

Zones with the Proportion of Incorrect Predictions Greater or Less Than Average (Women's Clothing Purchases - Iowa)

Average ratio of incorrect to total predicted interactions = 0.39
FIGURE 4.7

Zones with the Proportion of Possible Interactions of the Incorrectly Predicted Group Greater or Less Than Average

Average ratio of possible interactions of incorrectly predicted group to correctly predicted group's = 0.75
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4.4 The Hypothesis Viewed as Confirmed

The weight of evidence in the above three comparable analyses indicates a similar pattern in the model's inability to explain spatial choice behavior in certain kinds of spatial situations. Where several spatial situations, each with a relatively low proportion of actual to possible interactions, are open to a household, the probability of the model selecting the actual one patronized, is less than in a situation where it is known that a large proportion of possible opportunities was accepted. Three factors which would appear to contribute most to this situation are the inability of a computed indifference surface to replicate an actual surface, the existence of differing space preferences and the deterministic nature of the model. It is in situations of complex spatial choice that the effect of the three error factors is greatest.

4.5 Conclusion

It has been shown that households in complex choice situations are more likely to be wrongly predicted than others and that space preferences and the other two error factors account for these wrong predictions. However, it is very probable that there are cases of households correctly explained which also have dissimilar space preferences, but are capable of being equally well predicted in relatively simple spatial choice situations (i.e. where the most attractive town's index far exceeds
the next most attractive) by any one of several dissimilar indifference surfaces. Thus there is reason to believe that the space preferences of households differ not only between the correctly and incorrectly predicted groups but also within the groups, and that the inaccuracy of the model's indifference surface is only revealed by the more complex choice situations. For this reason and the fact that error can be attributed to factors other than space preferences a replacement is required in future research for the method of analysis which uses the socioeconomic composition of the incorrectly explained group as an indicator of variables possibly related to space preferences. Presently, the only apparent alternative is to categorize the population in terms of high and low "scores" on each variable in turn, and compare the predictive results obtained from each pair of indifference surfaces with the original 65% correct prediction. The contribution to error by factors other than space preferences would be a constant error term in all computations, and thus any significantly increased prediction could be attributed to subdivision of the population on the basis of the variable in question.
CONCLUSION

The primary concern of this study has been to test the hypothesis that differences in the personal characteristics of consumers help explain differences in the spatial choices of urban places for retail expenditure made by consumers similarly located with respect to these centers. A critical examination of previous studies in consumer spatial choice behavior revealed a common weakness. Each assumes that the evaluation by a consumer of alternative spatial opportunities is solely a function of the relative attractiveness or drawing power of urban places, as measured by certain objective indices. Thus the studies reviewed assume a uniform evaluation (ranking) of all conceivable spatial situations by consumers. In all cases, the predictive power of the models in these studies is limited.

It was hypothesized in chapter three, that different consumer rankings of the same spatial opportunities (different space preferences) account for error in existing models of consumer spatial choice behavior. The space preference hypothesis was tested by analyzing the correct and incorrect spatial choice predictions of an indifference curve model, which assumes no differences in consumer space preferences. Those households whose
Spatial choices were incorrectly predicted, were hypothesized to have different space preferences from the correctly predicted group. An indifference surface of the "incorrect" households was able to predict 30% of their choice behavior. On this basis, it was inferred that this latter surface represents a set of space preferences different from the original indifference curve model. It was further hypothesized that differences in space preferences are related to differences in the socio-economic characteristics of consumers. This hypothesis was rejected for all fifteen variables considered. Thus the essential conclusion is that, although the existence of space preferences seems to be indicated, they have not been meaningfully related to any measures of personal characteristics.

In chapter four, it was found that the model is in error more often where choices have to be made between relatively similar alternatives. The concentration of error in such situations was explained by the fact that wherever there is a maximum purchase town in combination with a closely ranked alternative, a slight discrepancy between the consumer's expected and actual ranking of spatial alternatives is sufficient to produce an incorrect prediction. It was reasoned that in those spatial situations where spatial opportunities were many, the probability of a maximum purchase town having a closely ranked
alternative was higher than in the spatial situations where spatial opportunities were few. Discrepancies between expected and actual rankings were attributed to the deterministic nature of the model, differing space preferences, and the weakness of the present technique for obtaining an expected indifference surface. Only the contribution of the latter factor to model error has been evaluated with experimental data. The relative contribution to error of each of the other two factors awaits further research. Finally, it was concluded that the technique of comparing the socioeconomic composition of the unexplained group to that of the explained group in order to determine which were the socioeconomic variables most likely related to space preferences was inadequate in view of three factors - the inadequacy of the deterministic model in complex spatial choice situations; its inability to exactly replicate the preference structure of a population characterized by the same space preference structure; and the probability that households with different space preferences are to be found in the correctly predicted group. All three factors tend to negate the assumption used earlier that the sole distinguishing feature between the correctly and incorrectly explained groups is their differing space preferences. Although the existence of space preferences was established, the contrast between the correctly and
incorrectly predicted groups, both in terms of space preferences and their hypothesized socioeconomic correlates, is somewhat weakened by the 'noise' caused by these other error factors.

One direction of future research has been indicated. In addition, a technique for decomposing an aggregate indifference surface into its component surfaces would permit closer study of the differing space preferences represented by these surfaces and provide an alternative approach in the search for consumer characteristics hypothesized to be related to space preferences. The establishment of any such relationship(s) would in turn enable more lawful statements to be made about consumer spatial choice behavior. It would also seem worthwhile to test the effect of using the indifference surface as a probabilistic rather than a deterministic framework for behavioral prediction.

Finally, just as the methodology of the economist's indifference curve has proven a useful tool, there is reason to think that psychological scaling theory and techniques can provide useful theoretical approaches and analytical tools respectively for the study of a dispersed population's scaling of urban places.
APPENDIX 1

Method of Deriving an Indifference Surface from Spatial Choices and Possible Opportunities of All Households

The model postulates that in a household's choice of maximum grocery purchase town from a set of alternative possible towns, the two most significant variables are, town population and distance from household to town. The former variable, as has been empirically proven1, is strongly correlated with a town's retail functional diversity and its breadth of merchandise, whilst the friction of distance has been frequently demonstrated to be a powerful agent in the spatial dimension of economic systems. The consumer's choice is reasoned as being a function of his evaluation of the different alternative spatial interactions open to him. The model, by definition, implies that this consumer evaluation has a regular pattern.

which can be lawfully described in terms of the two above mentioned variables.

The necessary data to test the model and its reasoning are as follows:

1. The locational co-ordinates of the 456 rural households in the sample survey.

2. The locational co-ordinates of all towns of over 55 persons in the state of Iowa, together with their populations.

3. The actual town which each household chose as its maximum grocery purchase town.

"A consumer's spatial situation is defined as all distance and town-size combinations which surround him", the calculation of which is facilitated by the data under headings 1 and 2. Each consumer's spatial situation, therefore, is made up of a set of alternative central places. The model attempts to predict for each household, the highest ranked town in terms of grocery dollar expenditure.

The method used by the model entails knowing, for each arbitrarily defined town-size and distance combination, the sum of all actual interactions with each combination, as well as the sum of all possible interactions with each combination (see diagram A 1.1).

2 Rushton, G., op. cit., p. 28.
**DIAGRAM A.1.1**

**Actual and Possible Interactions of Every Household**

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Household</td>
<td>Actual Maximum</td>
<td>Grocery Purchase Town</td>
<td>Possible Household/Town Interactions</td>
<td>Distance</td>
</tr>
<tr>
<td></td>
<td>Population</td>
<td>Distance</td>
<td>Population</td>
<td>Distance</td>
</tr>
<tr>
<td>1</td>
<td>( P_3 )</td>
<td>( D_{1,3} )</td>
<td>( P_1 )</td>
<td>( D_{1,1} )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( P_2 )</td>
<td>( D_{1,2} )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( \cdots )</td>
<td>( \cdots )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( P_j )</td>
<td>( D_{1,j} )</td>
</tr>
<tr>
<td>2</td>
<td>( P_{58} )</td>
<td>( D_{2,58} )</td>
<td>( P_1 )</td>
<td>( D_{2,1} )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( P_2 )</td>
<td>( D_{2,2} )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( \cdots )</td>
<td>( \cdots )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( P_j )</td>
<td>( D_{2,j} )</td>
</tr>
<tr>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
</tr>
<tr>
<td>( n )</td>
<td>( P_{92} )</td>
<td>( D_{n,92} )</td>
<td>( P_1 )</td>
<td>( D_{n,1} )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( P_2 )</td>
<td>( D_{n,2} )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( \cdots )</td>
<td>( \cdots )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( P_j )</td>
<td>( D_{n,j} )</td>
</tr>
</tbody>
</table>

where

\[ P_j = \text{population of } j^{th} \text{ town} \]

\[ D_{n,j} = \text{distance from } n^{th} \text{ household to } j^{th} \text{ town} \]

If

\[ P_k D_k = \text{1}^{th} \text{ town population category}/k^{th} \text{ distance category combination}, \]
then for each of the $1 \times k$ town population/distance combinations, the appropriate values, within the population and distance limits of that combination, in columns 2, 3, 4 and 5 are summed. Hence a matrix of actual and possible interactions is obtained (see diagram A 1.2).

**DIAGRAM A 1.2**

Matrix of Actual and Possible Interactions

```
<table>
<thead>
<tr>
<th>Distance</th>
<th>( A_{1,1} )</th>
<th>( P_{1,1} )</th>
<th>( A_{1,2} )</th>
<th>( P_{1,2} )</th>
<th>( A_{1,k} )</th>
<th>( P_{1,k} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Town Population</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( A_{1,1} )</td>
<td>( P_{1,1} )</td>
<td>( A_{1,2} )</td>
<td>( P_{1,2} )</td>
<td>( A_{1,k} )</td>
<td>( P_{1,k} )</td>
<td></td>
</tr>
<tr>
<td>( A_{2,1} )</td>
<td>( P_{2,1} )</td>
<td>( A_{2,2} )</td>
<td>( P_{2,2} )</td>
<td>( A_{2,k} )</td>
<td>( P_{2,k} )</td>
<td></td>
</tr>
<tr>
<td>( A_{i,1} )</td>
<td>( P_{i,1} )</td>
<td>( A_{i,2} )</td>
<td>( P_{i,2} )</td>
<td>( A_{i,k} )</td>
<td>( P_{i,k} )</td>
<td></td>
</tr>
<tr>
<td>( A_{n,1} )</td>
<td>( P_{n,1} )</td>
<td>( A_{n,2} )</td>
<td>( P_{n,2} )</td>
<td>( A_{n,k} )</td>
<td>( P_{n,k} )</td>
<td></td>
</tr>
</tbody>
</table>
```

where \( A_{1,k} = \) number of actual interactions in \( 1^{th} \) town population and \( k^{th} \) distance category,
\[ PI_{ik} = \text{number of possible interactions in } i^{th}\text{ town population and } k^{th}\text{ distance category, and} \]

\[ AI_{ik}/PI_{ik} = \text{ordinal value describing hypothesized attractiveness of that spatial situation in relation to others.} \]

It is reasoned that where a large number of possible interaction opportunities are accepted by households, i.e., where the AI/PI ratio is high, that towns in such spatial situations are more attractive than those towns in situations where few of the possible interaction opportunities are accepted. Deduced from this initial proposition is the hypothesis that a household will be indifferent between two or more towns in spatial situations where the AI/PI ratio (known as the "town attractiveness index") has the same value. On this basis a set of indifference curves were drawn (see diagram A 1.3) over the AI/PI matrix, joining points of equal value.

**DIAGRAM A 1.3**

**Indifference Surface Fitted To Actual/Possible Interactions Matrix**

<table>
<thead>
<tr>
<th>100</th>
<th>90</th>
<th>80</th>
<th>60</th>
<th>50</th>
<th>40</th>
<th>20</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>74</td>
<td>69</td>
<td>59</td>
<td>45</td>
<td>35</td>
<td>25</td>
<td>5</td>
</tr>
<tr>
<td>84</td>
<td>76</td>
<td>65</td>
<td>55</td>
<td>43</td>
<td>32</td>
<td>20</td>
<td>12</td>
</tr>
<tr>
<td>80</td>
<td>70</td>
<td>60</td>
<td>50</td>
<td>40</td>
<td>25</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>72</td>
<td>65</td>
<td>55</td>
<td>45</td>
<td>35</td>
<td>20</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>70</td>
<td>60</td>
<td>48</td>
<td>32</td>
<td>22</td>
<td>16</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>63</td>
<td>42</td>
<td>32</td>
<td>22</td>
<td>14</td>
<td>6</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>50</td>
<td>34</td>
<td>17</td>
<td>10</td>
<td>7</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Indifference curve value = \[ \frac{AI}{PI} \times 100 \]

Values in each cell is arbitrarily regarded as value for midpoint of cell.
On the basis of this surface, it is argued that a household will choose as its maximum purchase town, that alternative available to it, lying at the highest point on the indifference surface, and that it will be indifferent between two or more towns satisfying this condition. In fact, the original ratios, which stated the frequency of interactions in each spatial situation, can be regarded as statements of the relative attractiveness of a possible interaction. Being a deterministic model, however, the most "attractive" town, i.e. the predicted town, automatically assumes the probability 1.0 of being the maximum purchase town. The prediction for each household is then compared with actual behavior and the households classed by correct (66%) and incorrect (34%) prediction. Diagram 3 illustrates the entire program sequence for testing the model.

3 Rushton, C., op. cit., p. 40.
Test of the Model - The Program Sequence

Source: Rushton, G., op. cit., p. 40
APPENDIX 2

A Test of the Efficiency of the
Indifference-Surface in Replicating
Known Space Preference Structures

Rushton performed a series of tests of the hypothesis that a ranking of spatial situations by the values of town attractiveness indices for an indifference surface will be identical to the ordering of the same spatial situations by decision makers. It is this ordering which leads to their observed behavior. In the test, using experimental data, all consumers were assigned the same consistent behavior patterns, the rules of which were predetermined. Therefore, knowing the spatial choice each consumer would make in accordance with the given rules, an indifference surface was generated from this behavior. To test that this surface was identical to the space preference structure of the population, the surface was used to predict each consumer's behavior and this expected behavior was then compared with the observed hypothetical behavior. A one hundred percent accurate prediction would indicate that the surface did, in fact, correspond to the space preference structure of the group for the same spatial situations. The results of the test, which was repeated using three different "rules of spatial behavior" are shown in table A 2.1.
TABLE A 2.1

Test of the Efficiency of the
Computed Indifference Surface

Hypothesized Spatial Behavior Patterns

<table>
<thead>
<tr>
<th>Nearest Town Patronized</th>
<th>Town Patronized, Having Largest Value of $T_{ij}$</th>
<th>Town Patronized, Having Largest Value of $T_{ij}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$d_{ij}$</td>
<td>$d_{ij}$</td>
</tr>
</tbody>
</table>

Percent of 480 sample households sent to same town by both rankings of spatial situations

|                         | 91.2    | 90.0    | 84.6    |


* where $T_j$ = population of $j^{th}$ town,

and $d_{ij}$ = distance between household $i$, and town $j$. 
APPENDIX 3

Tables of Town Attractiveness Indices from which Indifference Surfaces are Derived and Tables of Possible Interactions

TABLE A 3.1

a) Town Attractiveness Indices for Total Sample Population

<table>
<thead>
<tr>
<th>Town Population</th>
<th>Miles from Household to Town</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>500</td>
<td>37.5</td>
</tr>
<tr>
<td>1,000</td>
<td>12.5</td>
</tr>
<tr>
<td>2,000</td>
<td>60.0</td>
</tr>
<tr>
<td>4,000</td>
<td>100.0</td>
</tr>
<tr>
<td>6,000</td>
<td>-</td>
</tr>
<tr>
<td>8,000</td>
<td>-</td>
</tr>
<tr>
<td>15,000</td>
<td>-</td>
</tr>
<tr>
<td>25,000</td>
<td>-</td>
</tr>
<tr>
<td>35,000</td>
<td>-</td>
</tr>
<tr>
<td>75,000</td>
<td>-</td>
</tr>
</tbody>
</table>

Note: Dash denotes no possible interactions were recorded for given spatial situation.
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### b) Town Attractiveness Indices for Unexplained Group

<table>
<thead>
<tr>
<th>Town Population</th>
<th>Miles from Household to Town</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>500</td>
<td>55.6</td>
</tr>
<tr>
<td>1,000</td>
<td>0.0</td>
</tr>
<tr>
<td>2,000</td>
<td>0.0</td>
</tr>
<tr>
<td>4,000</td>
<td>-</td>
</tr>
<tr>
<td>6,000</td>
<td>-</td>
</tr>
<tr>
<td>8,000</td>
<td>-</td>
</tr>
<tr>
<td>15,000</td>
<td>-</td>
</tr>
<tr>
<td>25,000</td>
<td>-</td>
</tr>
<tr>
<td>35,000</td>
<td>-</td>
</tr>
<tr>
<td>75,000</td>
<td>-</td>
</tr>
</tbody>
</table>
TABLE A 3.2
a) Town Attractiveness Indices for Households with 0 to 13 Years Residence in Present House

<table>
<thead>
<tr>
<th>Town Population</th>
<th>Miles from Household to Town</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>500</td>
<td>0</td>
</tr>
<tr>
<td>1,000</td>
<td>0</td>
</tr>
<tr>
<td>2,000</td>
<td>50.0</td>
</tr>
<tr>
<td>4,000</td>
<td>100.0</td>
</tr>
<tr>
<td>6,000</td>
<td>100.0</td>
</tr>
<tr>
<td>8,000</td>
<td>100.0</td>
</tr>
<tr>
<td>15,000</td>
<td>100.0</td>
</tr>
<tr>
<td>25,000</td>
<td>-</td>
</tr>
<tr>
<td>35,000</td>
<td>-</td>
</tr>
<tr>
<td>75,000</td>
<td>-</td>
</tr>
</tbody>
</table>
b) Town Attractiveness Indices for Households with 14 to 25 Years Residence in Present House

<table>
<thead>
<tr>
<th>Town Population</th>
<th>Miles from Household to Town</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>500</td>
<td>40.0</td>
</tr>
<tr>
<td>1,000</td>
<td>50.0</td>
</tr>
<tr>
<td>2,000</td>
<td>66.7</td>
</tr>
<tr>
<td>4,000</td>
<td>100.0</td>
</tr>
<tr>
<td>6,000</td>
<td>-</td>
</tr>
<tr>
<td>8,000</td>
<td>-</td>
</tr>
<tr>
<td>15,000</td>
<td>-</td>
</tr>
<tr>
<td>25,000</td>
<td>-</td>
</tr>
<tr>
<td>35,000</td>
<td>-</td>
</tr>
<tr>
<td>75,000</td>
<td>-</td>
</tr>
</tbody>
</table>
### TABLE A 3.3

a) Possible Interactions of Explained Group

<table>
<thead>
<tr>
<th>Town Population</th>
<th>Miles from Household to Town</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>500</td>
<td>15</td>
</tr>
<tr>
<td>1,000</td>
<td>5</td>
</tr>
<tr>
<td>2,000</td>
<td>3</td>
</tr>
<tr>
<td>4,000</td>
<td>2</td>
</tr>
<tr>
<td>6,000</td>
<td>0</td>
</tr>
<tr>
<td>8,000</td>
<td>0</td>
</tr>
<tr>
<td>15,000</td>
<td>0</td>
</tr>
<tr>
<td>25,000</td>
<td>0</td>
</tr>
<tr>
<td>35,000</td>
<td>0</td>
</tr>
<tr>
<td>75,000</td>
<td>0</td>
</tr>
</tbody>
</table>
### Possible Interactions of Unexplained Group

<table>
<thead>
<tr>
<th>Town Population</th>
<th>Miles from Household to Town</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>500</td>
<td></td>
</tr>
<tr>
<td>1,000</td>
<td>3</td>
</tr>
<tr>
<td>2,000</td>
<td>2</td>
</tr>
<tr>
<td>4,000</td>
<td>0</td>
</tr>
<tr>
<td>6,000</td>
<td>0</td>
</tr>
<tr>
<td>8,000</td>
<td>0</td>
</tr>
<tr>
<td>15,000</td>
<td>0</td>
</tr>
<tr>
<td>25,000</td>
<td>0</td>
</tr>
<tr>
<td>35,000</td>
<td>0</td>
</tr>
<tr>
<td>75,000</td>
<td>0</td>
</tr>
</tbody>
</table>
APPENDIX 4

Description of the Sample

INTRODUCTION

In the spring of 1961, a survey of households and farm expenditures and sales by persons living in rural Iowa was conducted by the Iowa State University Statistical Laboratory for the Iowa College-Community Research Center. The purpose of the study was to measure the economic impact of the expenditure patterns of these people on towns of various sizes and at various distances and to gain some insight into the probable effects of continued decrease in the rural population of the state on these types of communities.

THE UNIVERSE

Two units of observation, households and farms, were recognized in this study. The universe sampled included all households located in the open-country zone of Iowa and all farms operated by persons living in these households. The open-country zone, as defined by the Master Sample of Agriculture, consists of all land area outside the boundaries of incorporated towns and cities, unincorporated name places, and built-up areas near cities having a population density of 100 or more persons per square mile. The boundaries and, in the latter case, the population density, are defined as of 1940.

THE SAMPLE DESIGN

In order to make the territorial distribution of the farms in the sample as broadly representative as possible, the sample was allocated to the counties in Iowa in proportion to the total number of farms in each county according to the 1959 Census of Agriculture. Although the sample size per county (4 to 13 segments) is too small for making individual county estimates, estimates for aggregations of counties (e.g., types of farming areas, census economic areas) can be made.

Because it was assumed that closely grouped farms would tend to have

---

* This appendix, a preliminary description of the sample methods, was written by Professor Strand and his staff at the Statistical Service Division, Iowa State University, Ames.

* The Iowa College-Community Research Center is composed of Iowa businessmen and selected research personnel of Iowa State University and The University of Iowa.

* These terms are defined elsewhere.
similar shopping patterns leading to sizable intra-segment correlations, a cluster (area segment) of size one (i.e., one dot on the Master Sample map) was designated as the sampling unit. The reason for this becomes intuitively obvious when one considers that under this assumption, additional farms in the same area would tend only to duplicate the information obtained from a single farm.

In order to achieve the desired number of farm households (600), some adjustment of the Master Sample material was necessary in order to compensate for the decrease in the number of farms since the construction of the sample. In this study, the adjustment consisted of increasing the number of segments to be taken in a given county by the factor:

\[
\frac{\text{number of Master Sample farms in the county}}{\text{number of farms in county according to the 1959 Census of Agriculture}}
\]

For example, as a result of proportional allocation, six farms were to be taken from Allamakee County. The Master Sample indicated 2,362 farms (dots) in the open country zone, while the 1959 Census of Agriculture reported 1,717 farms. Thus, 1.375 Master Sample dots were equivalent to one farm in 1959. Consequently, the sample in Allamakee County consisted of eight segments (1.375 x 6) which were expected to yield six farms. Over the entire state, 743 such segments were drawn with the expectation that they would yield 600\(^3\) farms. Within each county, segments were drawn with replacement. The sample was self-weighting, with a uniform sampling rate of approximately 1 in 291.\(^4\) Although technically the counties corresponded to strata, the small sample size per county necessitated that counties be grouped for purposes of analysis; therefore, the six census economic areas were designated as strata.

**TRAINING OF INTERVIEWERS**

A two-day training school was conducted to instruct the interviewers in all phases of their work. A manual describing the procedures to be followed, including detailed instructions on the questionnaires, was prepared for their use as a guide during the training school and as a reference during the subsequent field work. Practice interviews were conducted during the training school. In addition, every interviewer was observed by a supervisor in at least one actual interviewing situation at the beginning.

---

\(^3\) For reasons discussed elsewhere, the number of farms actually found was considerably short of the desired 600.

\(^4\) Slight fluctuations occur from county to county because of rounding the number of segments to integers. Also, this basic sampling rate does not include any adjustment for nonresponse, subsampling, etc.
of his assignment. Periodic supervision in the field was carried on throughout the field work phase of the study.

GENERAL FIELD PROCEDURE

As was stated previously, the sampling unit was an area segment. All households in the segments which were outlined on county maps were to be included regardless of whether or not they were represented by a dot on the map. The interviewer was to sketch each segment as he canvassed it, marking the location of each household with a household identification number. Vacant dwellings and segments containing no dwellings were identified by appropriate notation rather than merely by the absence of any household identification.

A questionnaire pertaining to the household was to be completed for each household in the sample. If the household contained a farm operator, an additional questionnaire pertaining to the farm business was completed. If the household contained more than one farm operator or if an operator had more than one distinct operation, separate farm questionnaires were completed for each.

SPECIAL SITUATIONS IN FIELD PROCEDURES

Although the survey was conducted in the spring of 1961, information was sought for all of 1960. Since the population was not static, special procedures were adopted for situations in which changes had occurred between January 1, 1960, and the interview date. For example, persons living in a house in the segment at the time of enumeration who had moved there after March 1, 1960, were included in the sample only if they had lived somewhere else in the open country zone previous to the change of residence. The data were collected for the entire year just as if these people had been in the same location. Persons moving into the open country zone from a town or city after March 1 (hereafter referred to as ineligible households) were not included in the sample, since the nature of the information sought precluded any interest in persons who had been living in a town or city for any substantial part of 1960. On the other hand, persons who in 1960 had lived in a dwelling included in the present sample but had moved away prior to the interviewer’s visit were not, in general, traced down and interviewed. Those moving elsewhere in the open country still had a chance to be included in the sample (see above); those moving into a town or city were essentially lost from the universe.8

---

8 This term is defined elsewhere.

* Actually, as will be discussed later, some of these persons were traced down. In general, however, the cost of such an operation is prohibitive relative to the gain.
Since the Master Sample materials were prepared, many areas in the open-country zone around urban centers have been transformed into housing developments and thus contain far more households than are indicated on the Master Sample maps. In this study, three of the sample segments fell into areas of this type. In order to avoid the considerable expense of interviewing all the households in these segments, a subsampling procedure was employed by which a known fraction of the households was interviewed.

After completion of most of the field work, 40 segments were found to contain households for which questionnaires were not completed because of various reasons. Substitute segments were drawn to replace these households. Out of the 40 substitute segments, 2 contained no households and 6 contained households for which, again, questionnaires were not obtainable. Thus the apparent nonresponse rate was substantially reduced.

One hundred seventy segments were found to be vacant in the initial canvass. As a check on the quality of the field work, a sample of approximately one-half these segments was selected for revisit. Five additional farm households were found in this check.

Twenty-one segments were found to contain only ineligible nonfarm households (i.e., households whose occupants had moved into the open-country zone after March 1, 1960). Fourteen of these segments were revisited in order to determine whether or not the previous occupant had been a farm operator at this place in 1960 and had moved out of the open-country zone (thus having no chance of being enumerated in 1961). If this were the case, the interviewer located this person and completed the necessary questionnaires. Three additional farms were added to the sample by this procedure.

DEFINITIONS

Dwelling unit (1950 Census definitions)

In general, a dwelling unit is a group of rooms or a single room occupied (or intended for occupancy) as separate living quarters by a family or other group of persons living together or by a person living alone. Specifically, the above constitutes a dwelling unit if it has either 1) separate cooking equipment, or 2) two or more rooms and a separate entrance.

Household

A household consists of those persons residing in a dwelling unit. Thus,

---

1 Thirty questionnaires were not completed because of refusals, 5 in which the household was an ineligible farm household, and 5 for miscellaneous reasons.
there is a one-to-one correspondence between dwelling units and households, and the terms are often used synonymously.

**Farm (general definition)**

A farm consists of all the tracts of land, contiguous or noncontiguous, under the operation of a single individual or a group of individuals. An operator usually owns at least part of the assets but, as in the case of a hired manager, he need not. The farm acreage includes woodland, pasture, wasteland, etc., as well as cultivated land. In addition to the type of operation usually thought of as a farm, special operations such as apiaries, greenhouses and nurseries, feed lots, etc., are considered to be farms.

**Farm (1959 Census definition)**

In order to qualify as a census farm, places such as those just described must meet the following conditions:

1. If the place is less than ten acres in size, at least $250 worth of agricultural products must have been sold from the place in 1960 (of which at least $125 must have come from something other than forest products).

2. If the place is ten or more acres in size, at least $50 worth of agricultural products must have been sold from the place in 1960 (of which at least $25 must have come from something other than forest products).

**Farm operator**

A farm operator is a person actively engaged in running a farm. He must participate in the decision-making function and supply at least part of the labor.

**Partnership**

A partnership is a joint operation of a farm by two or more persons. These persons need not have a written agreement nor need they be related. In this study, a person in order to be considered a partner had to 1) work on the place at least 90 days in 1960, 2) share in the decision-making, and 3) receive a share of the profits (or absorb a share of the loss).

**Principal partner**

In this study, the junior partner (i.e., the younger or youngest) was considered the principal partner. The partnership operation entered the sample only with the principal partner. Consequently, if a junior partner lived in the segment, both household and farm questionnaires were completed; if a senior partner lived in the segment, only a household questionnaire was completed.
Hired manager

A hired manager does not usually own any land or capital in the farm he operates. He is considered to be an operator because he is hired to make the decisions and is in direct control of the operation.

Homemaker

The homemaker is the person who manages the home. Ordinarily the homemaker will be the wife of the operator, but this need not be the case. The homemaker may be a daughter, a sister, or a mother of the operator or she may be a hired housekeeper. In some cases, the operator himself may also be the homemaker.

COMPARISON OF NUMBER OF FARMS IN SAMPLE WITH NUMBER EXPECTED

As was stated earlier, the original expectation was 600 farms. However, this expectation was based on the total number of farms in the state in 1959 and was erroneously high. When the census figures are adjusted to the universe sampled (the open country zone) and are reduced to reflect one year's losses in number of farms, the expectation is reduced to 556 farms. The sample yielded a total of 530 farms. Of this total, 497 were interviewed and 21 were contacted but not interviewed (refusals, etc.). An additional 12 farms were added as adjustments resulting from the subsampling in built-up segments (5 farms), the check of a subsample of segments originally classed as vacant (5 farms), and the check of a subsample of segments containing only nonfarm, ineligible households (2 farms). In the latter operation, when it was discovered that the previous occupant had operated the place during the 1960 crop season and had since moved out of the open country zone, he (rather than the present occupant) was considered to be in the sample (cf. footnote 6, Chapter VI).

An approximate 95 per cent confidence interval placed around the sample number has an upper limit of 551, indicating that the discrepancy is slightly outside the sampling error. However, it must be remembered that the presample expectation is based on approximations, the accuracy of which cannot be verified. The adjustment to the open country zone is based on work by the late Margaret Haygood of the United States Department of Agriculture. Since this work was done over 15 years ago, the degree to which her findings reflect the present situation cannot be determined. At that time, she found that approximately 94 per cent of the farms in Iowa had their headquarters (residence of operator) in the Master Sample open country zone. The adjustment for losses in number of farms from 1959 to 1960 (1½ per cent) is based on the results of another survey conducted by
the Iowa State University Statistical Laboratory and is, of course, subject to sampling error. The purpose of these presample adjustments is to obtain some idea of the sampling rate necessary to yield a predetermined number of farms. Ordinarily, differences between the presample estimates and estimates based on the sample data are ascribed to inaccuracies in the former.

ESTIMATION OF POPULATION MEANS AND VARIANCES

Since an approximately uniform sampling fraction was used, population means were easily estimated by the simple sample mean. Furthermore, since the segments were so small, the clustering that did occur can be ignored and estimates of the variance computed using the formula for stratified random sampling.

Let

\[
y_{hij} = \text{observation on } j^{th} \text{ unit, } i^{th} \text{ segment, } h^{th} \text{ stratum where strata are defined as census economic areas}
\]

\[
n_{het} = \text{number of units, } i^{th} \text{ segment, } h^{th} \text{ stratum.}
\]

Estimates of population means are obtained by

\[
\bar{Y} = \bar{y} = \frac{\sum_{h} \sum_{i} y_{hij}}{\sum_{h} n_{het}} = \frac{1}{\bar{y}} \sum_{h} \sum_{i} y_{hij}
\]

Ignoring the finite population correction, variances can be estimated by

\[
v(\bar{Y}) = \frac{1}{n^2} \sum_{h} \frac{n_{het}}{n_{het} - 1} \sum_{i} \sum_{j} (y_{hij} - \bar{y}_h)^2
\]

where \(\bar{y}_h = \frac{\sum_{i} \sum_{j} y_{hij}}{n_{het}}\)

Use of the random sampling formula will tend to underestimate the variance. On the other hand, using the census economic areas rather than the individual counties as strata inflates the variance.

If estimates of state totals for farms are desired, they can be obtained by

\[
\bar{Y} = 161,711 \frac{\bar{Y}}{\bar{Y}}
\]

where 161,711 is the estimated total number of farms in the open country zone of Iowa in 1960 and \(\bar{Y}\) is defined as above. The variance can be estimated by

\[
v(\bar{Y}) = (161,711)^2 \frac{v(\bar{Y})}{\bar{Y}}
\]
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