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Abstract

This investigation is motivated by the problem of optimal design of cooling elements in modern battery systems used in hybrid/electric vehicles. We consider a simple model of two-dimensional steady-state heat conduction generated by a prescribed distribution of heat sources and involving a one-dimensional cooling element represented by a closed contour. The problem consists in finding an optimal shape of the cooling element which will ensure that the temperature in a given region is close (in the least squares sense) to some prescribed distribution. We formulate this problem as PDE-constrained optimization and use methods of the shape-differential calculus to obtain the first-order optimality conditions characterizing the locally optimal shapes of the contour. These optimal shapes are then found numerically using the conjugate gradient method where the shape gradients are conveniently computed based on adjoint equations. A number of computational aspects of the proposed approach is discussed and optimization results obtained in several test problems are presented.
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Chapter 1

Introduction

1.1 Motivation

A hybrid electric vehicle (HEV) is an automobile propelled by both a combustion engine and an electric engine using the energy stored in battery packs. Compared with conventional combustion automobiles, HEVs can reduce green gas emissions, leading to a decrease in urban air pollution and global warming. Rising oil prices is another factor that makes HEVs more favourable over the conventional combustion vehicles which rely on oil consumption. Moreover, government subsidies and market demands also drive the development of HEVs.

The electric energy for HEVs is provided by vehicle batteries. Figure 1.1 shows the battery pack used in today’s HEVs. Due to the low energy density, a certain number of battery cells are lined up in a space-efficient way to construct the battery pack. Between the cells there are cooling plates, usually consisting of coils with coolant liquid, to maintain the temperature of the batteries in a satisfactory range.

It is important to enhance the performance of vehicle batteries since it plays a vital role in the performance of HEV. There are several factors that will affect the
battery’s performance, such as state of charge, age and condition. One of the most important factors is the temperature, which will increase due to heat accumulation when the battery is in operation. High temperatures will cause unreliable performance, functional failure, decreasing reliability and corrosion which will reduce the battery’s life. In addition, temperature variation will lead to inhomogeneous discharge and degradation, so that optimal use is prevented. Since the battery pack consists of batteries, coolant and cooling plate, it can result in high weight and large volume. Moreover, due to the complexity of the entire battery system, its efficiency can depend on several factors. Thus optimization is absolutely needed to finalize each component of battery pack in order to improve its efficiency, reduce wastes and decrease both volume and weight.

In this work we will focus on how to design the cooling element to maintain the battery pack at a suitable temperature with low variation. We start with the cooling element. Figure 1.2 shows a concept for a liquid coolant element design in today’s HEV’s battery system. The liquid enters one end with low temperature and exits the other end with high temperature; thus a certain amount of heat is absorbed. The question is: how can we design the circuit so that for some fixed length we can have a
desirable heat extraction? As we know, the shape of the circuit can depend on many factors, like the distribution of heat source, the material of cooling pipe line, etc. In this dissertation we focus on the fundamental effect of the geometry of the cooling units on the efficiency of the heat transfer processes in the battery. This investigation is part of a broader research initiative related to optimization of battery systems [1].

1.2 Mathematical Modelling of Heat Transfer

What we are dealing with now is a typical heat transfer problem, so it would be helpful for us to first get an idea of how we model the heat transfer processes mathematically. Heat is one form of energy transferred from a region with high temperature to that of low temperature. The driving force of this energy transfer is the temperature difference. Given constant material properties, the distribution of internal energy can be mapped to temperature.

There are 3 forms of heat transfer: conduction, convection and radiation. On
the microscopic scale, heat conduction is the transformation of kinetic energy from molecules to their neighbours, due to collisions in molecules. Heat convection is the heat transfer due to the movement of molecules. Radiation refers to the energy transformation as electromagnetic waves. Examples include sunlight.

Conduction can be modelled mathematically by the so-called heat equation. For example we have a two-dimensional (2D) domain $\Omega \in \mathbb{R}^2$ with a prescribed heat sources $q(\mathbf{x})$ defined on $\Omega$. On the boundary $\partial \Omega$ we have a heat flow $f(\mathbf{x})$ per unit time per unit surface area. The heat conduction process can be modelled as a parabolic PDE system with boundary conditions:

$$\frac{\partial u}{\partial t} - k \Delta u = q \quad \text{in } \Omega, \quad (1.1a)$$

$$\frac{\partial u}{\partial n} = f \quad \text{on } \partial \Omega, \quad (1.1b)$$

where $u$ is a function of $\mathbf{x}$ and $t$ and $t$ is the time variable, $k$ is the heat conduction coefficient and usually it is sufficient to assume $k = 1$. The derivation of (1.1a), which is called the heat equation, can be done using *Fourier law of heat conduction* with a detailed description in [2]. The term $\frac{\partial u}{\partial n}$ can be viewed as the heat flux defined as the amount of thermal energy flowing across some surface per unit time per unit surface area [2].

If $f = 0$, in the other words $\frac{\partial u}{\partial n} = 0$, then we have no heat flux across the boundary which means physically: $\Omega$ is isolated. As time goes we will arrive at some stationary state when $u$ does not depend on time: $\frac{\partial u}{\partial t} = 0$. Then, we have for (1.1a):

$$-k \Delta u = q$$

which is called the steady heat equation and its solution $u$ is the stationary solution.
1.3 Earlier Works on Shape Optimization in Heat Transfer

It is common to solve a heat transfer problem with some prescribed geometry of boundary and measurement in the domain. For example, in (1.1) the heat sources \( q \), shape of boundary \( \partial \Omega \) and Neumann data \( f \) are given and the temperature \( u \) is left to be determined. These kind of problems are usually called analysis problems [3] or direct problems. It would be of great interest to reverse the formulation of the problem: specify the desired performance and compute the configuration of the boundary or conditions on the boundary such that the desired performance can be achieved or the resulting performance is as close as possible to the desired one [3]. These are called "inverse problems".

If the undetermined property is the shape, we call these kind of inverse problems surface shape design (SSD) problems [3] which are also treated in this dissertation as shape optimization, since the inverse problem and the optimization problems share a lot in common. In [4] the basic concepts and techniques of inverse and optimization problems in heat transfer was discussed. Several works which dealt with the shape optimization problem are as follows: in [5] Lan, Cheng and Wu treat the shape design for heat conduction problems by combining curvilinear grid generation, conjugate gradient and redistribution method, in [3] an extension of element-based finite volume method was applied to surface shape design of thermo fluids problems, Huang and Chao [6] compared two boundary element method (BEM)–based inverse algorithms: Levenberg-Marquardt method and conjugate gradient method (CGM) in solving an inverse geometry heat conduction problem to determine the irregular boundary configurations, also Huang and Hsiung [7] solved the inverse geometry problem using CGM and BEM-based inverse algorithm. The same strategy is applied in both [8] which deals with an inverse heat problem in three dimensions for two interfacial con-
figurations and [9] which dealt with a shape identification problem for two interfacial configurations in multiple domains.

1.4 Outline of the Thesis

In Chapter 2 we propose a simplified mathematical model of two dimensional steady heat conduction, its assumptions and statement of the optimization problem. Next a brief introduction to shape calculus is discussed, based on which we could set up our optimality conditions and the mathematical derivation of shape gradient in Chapter 3. Then, in Chapter 4 a detailed numerical implementation combining spectral methods and boundary integral techniques is discussed and a validation of our numerical scheme was also conducted. Optimization results are presented in Chapter 5 and, finally, conclusions are given in Chapter 6.
Chapter 2

Formulation of the Problem

2.1 Mathematical Model

In order to get a basic understanding of our problem we propose a simplified 2D model with only conduction involved at present, see Figure 2.1.

Figure 2.1: Sketch of domain
We make the following assumptions:

- We treat the battery pack as a 2D square region $\Omega \in \mathbb{R}^2$ with boundary $\partial \Omega$ and prescribed heat sources $q$ inside $\Omega$, and denote the temperature on $\Omega$ as a time-independent function $u : \Omega \rightarrow \mathbb{R}$ which means we are only interested in the steady state solution.

- The cooling element is simplified to a smooth closed curve $C$ whose total length is $L$ and has a constant temperature $u_0$. By "simplified" we mean $C$ here only models the channel without coolant liquid, thus, no heat convection will be considered. Moreover, we denote our optimal shape as $\tilde{C}$.

- The battery is isolated from surroundings, in other words, no heat flux across $\partial \Omega$.

- $A$ is the domain where we want to maintain a prescribed temperature $\bar{u}$.

The question is how we can design the shape of $C$ with a length $L$ so that we can minimize the difference in the least square sense between $u$ and $\bar{u}$ in $A$. Denoting $\Omega_1$ as the domain inside $C$ and $\Omega_2$ as $\Omega \setminus \Omega_1$, we obtain the following mathematical model of the problem:

\begin{align*}
-k \Delta u_1 &= q \quad \text{in } \Omega_1, \\
-k \Delta u_2 &= q \quad \text{in } \Omega_2, \\
u_2 &= u_1 \quad \text{on } C, \\
k \left( \frac{\partial u_2}{\partial n} - \frac{\partial u_1}{\partial n} \right) &= \gamma (u_1 - u_0) \quad \text{on } C, \\
k \frac{\partial u_2}{\partial n} &= 0 \quad \text{on } \partial \Omega
\end{align*}
where

\begin{align}
  u_1 &= u \chi_{\Omega_1}, \\
  u_2 &= u \chi_{\Omega_2}.
\end{align}

Here are some comments: (\(D\,1\)) and (\(D\,2\)) are heat equations in steady-state for \(u_1\) and \(u_2\). Relation (\(D\,3\)) represents the continuity of temperature \(u\) across \(C\). Relation (\(D\,4\)) is based on Newton’s law of cooling which states that the net heat flux across the cooling channel is proportional to the temperature difference between the ambient temperature \(u|_C\) and the reference temperature \(u_0\) which can be thought of as representing the temperature of cooling liquid. Relation (\(D\,5\)) states that the heat flux over \(\partial \Omega\) is zero which means \(\Omega\) is isolated. \(n\) is the unit outer normal, whereas \(k\) is the heat conduction coefficient and \(\gamma\) is some known constant.

\section*{2.2 Optimization Problem}

Mathematically speaking, optimization is a process of maximizing or minimizing a function subject to some constraint on its variables [10]. The optimization model usually contains three parts: control variables, constraint on variables and objective function. Here our control variable is the shape of smooth closed curve \(C\). Mathematically let us denote our control set as:

\[ \Gamma \triangleq \{ C \mid C \text{ is sufficiently smooth closed curve} \} \]  

Our constraints are the PDE system (\(D\)) together with length constraint:

\[ \int_C ds = L \]
the objective function here can be formulated as a cost functional $J$ depending on $C$ which minimize the overall difference between $u$, the temperature corresponding to the given curve $C$, and $\bar{u}$, the prescribed temperature in a least square sense in domain $A$:

$$J(C, u) \triangleq \frac{1}{2} \int_{A} (u - \bar{u})^2 \, d\mathbf{x}. \quad (2.5)$$

Notice that $u$ in $\mathcal{D}$ depends on $C$ and thus our $J$ ultimately is a function of $C$. Now we can state our optimization problem as:

$$\min_{C} J(C) \triangleq \frac{1}{2} \int_{A} (u - \bar{u})^2 \, dx$$  \text{subject to: System (D)} $$\int_{C} ds = L,$$  \quad (2.6)$$

Here are the general steps to solve the optimization problem (2.6):

1. Formulate the optimality condition which characterizes the optimal shape $\tilde{C}$ by differentiating (2.5) with respect to (w. r. t.) the control variable $C$. This can be done using the tools of shape calculus.

2. Derive an expression for the shape gradient $\nabla J$ in a suitable control space by the help of adjoint PDE system ($\mathcal{A}$). The adjoint system is obtained by shape differentiation of (D) w. r. t. $C$ and some manipulations of the adjoint boundary conditions in order to express the shape derivative of (2.5) in Riesz form. Preconditioning for $\nabla J$ will be performed.

3. Setup a numerical approach to solve PDE system (D) together with the adjoint PDE system ($\mathcal{A}$). In our paper the numerical approach to the two PDE system is accomplished by spectral method and Boundary Integral Equations techniques.

4. Implement a conjugate gradient approach to find the optimal shape $\tilde{C}$. The
outline of algorithm is as follows:

*Setup* $C^{(0)}$ as the initial cooling coil; $m \leftarrow 0$

while the optimality condition on $C^{(m)}$ is not satisfied

do

obtain $\nabla J^{(m)}$ by solving direct PDE system (D) and adjoint system (A)

find the conjugate gradient $\nabla_c J^{(m)}$ based on $\nabla J^{(m)}$

determine step length $\sigma_m$ via line minimization

update the shape of the contour $C^{(m+1)} = C^{(m)} - \sigma_m \nabla_c J^{(m)}$

$m \leftarrow m + 1$

As it is, an important task is to find an expression for $\nabla J$ since it give us the optimal direction for changing $C$. We will address this topic with the idea of shape differentiation in the next chapter.
Chapter 3

Shape Optimization Approach

Our shape gradient $\nabla J$ can be obtained by the help of a suitably defined adjoint problem. The formulation of the adjoint PDE system ($A$) corresponding to the direct one ($D$) relies on the shape calculus. In this chapter, we will provide the basic information about shape differentiation including all the necessary mathematical background required in this thesis. Then the optimality condition is set up. Finally, a detailed derivation of the adjoint system is presented together with the expression of $\nabla J$. Let us first start with the idea of shape optimization.

3.1 Sensitivity Analysis in Shape Optimization

In order to perform optimization, the derivative of $J(C)$ w. r. t. shape of $C$ is clearly needed to be studied. Thus the theoretical results of sensitivity analysis are introduced in this section. For practical purpose, we assume that all the data below including functions, curves, etc, are smooth enough.

Suppose we have a simply connected domain $\Lambda \subset \mathbb{R}^d$, for some $d \in \mathbb{Z}^+$ (we can take $d = 2$ in this work). The shape of $\Lambda$ is changing over time. For instance, at time
0 we will have $\Lambda_0$ and at time $\tau$ we will have a new domain $\Lambda_\tau$. There are lots of
real world examples with the shape changing over time, such as the deformation of the
clouds, water waves, falling droplets, etc. One common question might be: how can we
describe these shape changes mathematically? We introduce a function $F_\tau$ mapping
$\Lambda$ to a new domain $\Lambda_\tau \in \mathbb{R}^d$.

$$F_\tau : \Lambda \rightarrow \mathbb{R}.$$ 

More specifically, for some value of $\tau$, $\forall x \in \Lambda$, $x_\tau = F_\tau(x)$ is the new position under
the mapping $F_\tau$ in $\Lambda_\tau$. Thus we can represent $\Lambda_\tau$ by $F_\tau(\Lambda)$. Can we find an explicit
expression for $F_\tau$? The answer is “yes”. By introducing a velocity field $\mathbf{V}$ defined as

$$\mathbf{V} : \mathbb{R}^d \rightarrow \mathbb{R}^d$$ (3.1)

the explicit expression of $F_\tau$ can be given as:

$$F_\tau(x) = I \cdot x + \tau \mathbf{V}; \quad \forall x \in \Lambda$$ (3.2)

where $I$ is a $d \times d$ identity matrix.

Based on this setting we can introduce the idea of shape derivative.

### 3.1.1 Material and Shape Derivative

Consider the following model PDE problem:

$$\begin{cases}
L(\psi) = f_\tau & x \in \Lambda_\tau, \\
L_b(\psi) = g_\tau & x \in \partial \Lambda_\tau
\end{cases}$$ (K)
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where $L$ and $L_b$ are operators. For example, $L$ can be a Laplacian operator $\Delta$ and $L_b$ can be $\frac{\partial}{\partial n}$ representing the Neumann boundary condition. Model system ($\mathcal{K}$) can be also regarded as an abstract version of our governing system ($\mathcal{D}$). We have $\Lambda_\tau = F_\tau(\Lambda)$ in which $F_\tau$ is given by (3.2), $\partial \Lambda_\tau$ is the boundary of $\Lambda$ (noticing that the boundary changes along with the deformation of $\Lambda$). $f_\tau$ and $g_\tau$ are applied here in order to indicate their dependence on the shape of $\Lambda_\tau$. The consequence of the deformation of $\Lambda_\tau$ is that our solution $\psi$ now is a function depending on $\Lambda_\tau$, or on $\tau$ ultimately. We can denote this $\tau$-dependent solution by $\psi : \mathbb{R}^+ \times \mathbb{R}^d \longrightarrow \mathbb{R}$.

\[
\psi \triangleq \psi(\tau, x_\tau); \quad x_\tau = x + \tau \mathbf{V}.
\]  

(3.3)

The material derivative of $\psi$ is defined as its total derivative $\frac{d\psi}{d\tau} \bigg|_{\tau=0}$ given by:

\[
\dot{\psi} = \frac{\partial \psi}{\partial \tau} \bigg|_{\tau=0} + \nabla x \psi \cdot \mathbf{V}
\]  

(3.4)

which can be obtained via chain rule and the fact:

\[
x_\tau = x + \tau \mathbf{V}.
\]  

(3.5)

The term $\frac{\partial \psi}{\partial \tau} \bigg|_{\tau=0}$ is called shape derivative of $\psi$ which will be denoted by $\psi'$ in the following and under some smoothness condition the shape derivative and spatial derivative commute with each other:

\[
(\nabla x \psi)' = \nabla x \psi'.
\]  

(3.6)
### 3.1.2 Some Useful Formulas

In the following section we will be constantly dealing with the differentiation of shape-dependent functions in integral form, thus we provide here some fundamental results of shape calculus.

We want to find the material derivative of $F$ and $G$ defined as:

$$F = \int_{\Lambda_\tau} \psi(\tau, x_\tau) \, d\mathbf{x}_\tau,$$
$$G = \int_{\partial\Lambda_\tau} \psi(\tau, x_\tau) \, ds_\tau,$$  \hspace{1cm} (3.7)

where $\Lambda_\tau$, $\partial\Lambda_\tau$, $\psi$ and $x_\tau$ are defined in Section 3.1.1.

**Lemma 1.** The material derivative of $F$ and $G$ can be expressed as follows:

$$\dot{F} = \int_{\Lambda} \psi' \, d\mathbf{x} + \int_{\Lambda} \psi \text{div} \mathbf{V} \, d\mathbf{x},$$  \hspace{1cm} (3.8a)
$$\dot{F} = \int_{\Lambda} \psi' \, d\mathbf{x} + \int_{\partial\Lambda} \psi \mathbf{V} \cdot \mathbf{n} \, ds,$$  \hspace{1cm} (3.8b)
$$\dot{G} = \int_{\partial\Lambda} \psi' \, ds + \int_{\partial\Lambda} \left( \frac{\partial \psi}{\partial n} + \kappa \psi \right) \mathbf{V} \cdot \mathbf{n} \, ds,$$  \hspace{1cm} (3.8c)

where $\kappa$ is the signed curvature of $\partial\Lambda$; $\dot{\psi} := \dot{\psi}(0, \mathbf{x})$ and $\psi' := \psi'(0, \mathbf{x})$ are the material and shape derivative respectively.

The detailed proof can be found in [11] and [12]. With the definition of $f$ above we can differentiate a functional on a changing volume [11]:

**Lemma 2.** Suppose a smooth function $F$:

$$F : \mathbb{R}^+ \times \mathbb{R} \rightarrow \mathbb{R}$$
is given and consider the functional:
\[ E := \int_{\Lambda} F(\tau, \psi(\tau, x_\tau)) \, dx_\tau, \]
where \( \Lambda, x_\tau \) and \( \psi \) are defined as above. Its material derivative can be given by
\[ \dot{\mathcal{E}}(\Lambda, \mathbf{V}) = \left. \frac{d\mathcal{E}}{d\tau} \right|_{\tau=0} = \int_\Lambda \left[ \frac{\partial F(0, \psi)}{\partial \tau} + \frac{\partial F(0, \psi)}{\partial \psi} \cdot \psi' \right] \, dx + \int_{\partial \Lambda} F(0, \psi) \mathbf{V} \cdot \mathbf{n} \, ds \]  
(3.9)
(\( \psi' \) is defined to be the same as the above Lemma 1).

If \( F \) does not depend on \( \tau \) explicitly, we have:
\[ \dot{\mathcal{E}}(\Lambda, \mathbf{V}) = \int_\Lambda \frac{dF}{df} f' \, dx + \int_{\partial \Lambda} F \mathbf{V} \cdot \mathbf{n} \, ds. \]  
(3.10)

The proof can be obtained by applying chain rule and Lemma 1.

Till now the basic idea of shape optimization including all the Lemmas, properties and concepts is sufficient for us to proceed to the formulation of optimal conditions.

3.2 Optimality Conditions

3.2.1 Optimality Conditions without Length Constraint

Consider first the optimization problem without any length constraint on \( \mathcal{C} \). For completeness purpose we restate our optimization goal: we want to find the shape of \( \tilde{\mathcal{C}} \) such that \( \mathcal{J}(\mathcal{C}) \) is minimized:
\[ \min_{\tilde{\mathcal{C}}} \mathcal{J}(\mathcal{C}) \triangleq \frac{1}{2} \int_A (u - \overline{u})^2 \, dx. \]
The optimality condition states:

\[ \forall \zeta, \dot{J}(\tilde{C}, \zeta) = 0 \]  

(3.11)

\( \zeta \) can be viewed as an arbitrary normal perturbation applied to the contour. The reason why we only focus on the perturbation in normal direction is that any tangential perturbation has no effect on the shape of \( C \), thus the functional \( J \) is only affected by the normal perturbation of \( C \). \( \dot{J}(C; \zeta) \) is the material derivative at \( \tau = 0 \) (see section (3.1.1)). This \( \zeta \) can also be treated as an arbitrary direction in the functional space \( \Gamma \) (section 2.2). In fact, by asserting our optimality condition in this way, we are looking for a local minimum. The global minimum is very hard to investigate due to the non-convexity of our functional \( J \) on \( C \). A equivalent statement of (3.11) is that the shape gradient \( \nabla J = 0 \) in some control space. The proof is straight forward.

Applying (3.10) in Lemma 2 we have:

\[ \dot{J}(C; \zeta) = \int_A (u - u_0) u' \, dx \]

where \( u' \) is the shape derivative of \( u \). Notice that we don’t have the boundary term because the domain of interest is \( A \) with a fixed boundary. By Riesz representation theorem [13], we can represent the right-hand side term of above equation as:

\[ \dot{J}(C; \zeta) = \langle \nabla J, \zeta \rangle_W \]

(3.12)

in which \( \langle \cdot, \cdot \rangle_W \) is the inner product in some control space \( W \). Considering that \( \zeta \) is arbitrary we have \( \dot{J}(C; \zeta) = 0 \) if and only if \( \nabla J = 0 \). In the later section, we will work in \( L^2 \) control space and derive an expression for \( \nabla^{L^2} J \) by the help of adjoint analysis.
3.2.2 Optimality Conditions in the Presence of Length Constraint

Following the idea of multi-objective optimization, we can incorporate our length constraint (2.4) in our optimization problem with a scalar weight. Consider a functional:

\[ J_L(C) := J(C) + \frac{\alpha}{2} \left( \int_C ds - L \right)^2, \]  

(3.13)

where \( \alpha \) is an arbitrary number controlling the weight of length constraint. By relation (3.8c) from Lemma 1 its shape derivative is given by:

\[ \dot{J}_L(C) = \dot{J}(C) + \alpha \left( \int_C ds - L \right) \int_C \kappa \zeta ds. \]

We notice that the second term in the right-hand side is already in \( L^2 \) Riesz form. If our control space is \( L^2 \) then we have:

\[ \dot{J}_L(C) = \left\langle \nabla^{L^2} J, \zeta \right\rangle_{L^2} + \left\langle \alpha \left( \int_C ds - L \right) \kappa, \zeta \right\rangle_{L^2}, \]  

(3.14)

combining with (3.12) we can extract the \( L^2 \) shape gradient of \( J_L \) as:

\[ \nabla J_L := \nabla J + \alpha \left( \int_C ds - L \right) \kappa \]  

(3.15)

and the optimality condition after adding the length constraint thus becomes

\[ \forall \zeta, \, \dot{J}_L(C, \zeta) = 0 \]  

(3.16)
3.3 Gradient Descent Method

In this section we will talk about how we conveniently compute the shape gradient $\nabla_{L^2} J$. As we known, different cooling elements $C$ will lead to different temperature distributions $u$, thus the solution of the governing PDE system $(\mathcal{D})$ depends on the shape of the cooling elements $C$. In the framework of shape calculus, the change of $C$ can be parametrized by a “velocity” field pushing $C$ in some direction. Thus we can formulate the change of $C$ and then the resulting change of our PDE system $(\mathcal{D})$ mathematically by the help of “velocity”. Actually, this leads to the so called Perturbation PDE System $(\mathcal{P})$ for the shape derivative $u'$. With $(\mathcal{P})$ we will be able to find the adjoint system $(\mathcal{A})$ for the adjoint variable $u^*$ which in turn will be used to obtain a convenient expression for the $L^2$ cost functional gradient.

3.3.1 PDEs Defined on Variable Domains

Suppose a “velocity” field $Z$ on $\Omega$ defined as:

$$Z : \mathbb{R}^2 \rightarrow \mathbb{R}^2; \ Z(\partial \Omega) = 0,$$

then we can define our deformation function $T_\tau : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ as:

$$T_\tau = I + \tau Z; \quad \tau \in \mathbb{R}^+, \quad (3.18)$$

where $I$ is the 2 by 2 identity matrix and $\tau$ now serves as a small parameter: $1 \gg \tau \geq 0$. The inverse of $T_\tau$ is

$$T_\tau^{-1} = I - \tau Z; \quad \tau \in \mathbb{R}^+. \quad (3.19)$$
We will use this property frequently in the following sections. The change of $\Omega_1$ and $\Omega_2$ can be expressed mathematically using this deformation function $T_\tau$. Let $\Omega_{1\tau}$ and $\Omega_{2\tau}$ be the domain of $\Omega_1$ and $\Omega_2$ at time $\tau$ respectively:

$$\Omega_{1\tau} := T_\tau(\Omega_1),$$
$$\Omega_{2\tau} := T_\tau(\Omega_2).$$

We also can apply this idea to the change of our contour $\mathcal{C}$:

$$\mathcal{C}_\tau := T_\tau(\mathcal{C}),$$

but considering the numerical implementation later on and the nature of our problem, we only take into account the normal perturbation of $\mathbf{Z}$. The reason is under the smoothness condition of $\mathcal{C}$, tangential perturbation will not change the shape of contour $\mathcal{C}$. Our $\mathcal{C}_\tau$ is defined as:

$$\mathbf{x}_\mathcal{C}(\tau) = \mathbf{x} + \tau \zeta, \quad \mathbf{x}_\mathcal{C}(\tau) \in \mathcal{C}_\tau \text{ and } \mathbf{x} \in \mathcal{C}$$

in which $\zeta := \mathbf{Z} \cdot \mathbf{n}$.

Given the change of our domain $\Omega$ parametrized by $\tau$, the solution $u$ of PDE system $(\mathcal{D})$ is a function of $\tau$ too. Thus we use $u_{\tau}$ describe the dependence of $u$ on $\tau$, and our
parameter-dependent PDE system is:

\[-k \Delta u_1 = q \chi_{\Omega_1} \quad \text{in } \Omega_1, \quad (3.22a)\]
\[-k \Delta u_2 = q \chi_{\Omega_2} \quad \text{in } \Omega_2, \quad (3.22b)\]

\[u_1 = u_2 \quad \text{on } C, \quad (3.22c)\]

\[k \left( \frac{\partial u_2}{\partial n} - \frac{\partial u_1}{\partial n} \right) = \gamma (u_1 - u_0) \quad \text{on } C, \quad (3.22d)\]

\[k \frac{\partial u_2}{\partial n} = 0 \quad \text{on } \partial \Omega. \quad (3.22e)\]

We note that the same idea for (D) applies here: namely we split our \( u_\tau \) in two parts: One is \( u_{1\tau} := u_\tau \chi_{\Omega_{1\tau}} \) and the other is \( u_{2\tau} := u_\tau \chi_{\Omega_{2\tau}} \), representing solution on \( \Omega_{1\tau} \) and \( \Omega_{2\tau} \) respectively.

### 3.3.2 Perturbation PDE System

The shape derivative \( u' \) of \( u \) plays an important part in the adjoint analysis. \( u' \) satisfies a so called perturbation PDE system \((P)\) which can be derived by apply the shape differentiation on governing PDE \((D)\). Details of the derivation of \((P)\) is provided in this section. All the proof is based on [12] and [11].

**Theorem 1.** The shape derivative \( u' \) of the solution \( u \) satisfies the following perturbation PDE system:

\[k \Delta u'_1 = 0 \quad \text{in } \Omega_1\]

\[k \Delta u'_2 = 0 \quad \text{in } \Omega_2\]

\[u'_2 - u'_1 = \left( \frac{\partial u_1}{\partial n} - \frac{\partial u_2}{\partial n} \right) \zeta \quad \text{on } C \quad (P)\]

\[k \left( \frac{\partial u'_2}{\partial n} - \frac{\partial u'_1}{\partial n} \right) - \gamma u'_1 = \gamma \left[ \frac{\partial u_1}{\partial n} + \kappa (u_1 - u_0) \right] \zeta \quad \text{on } C\]

\[k \frac{\partial u'_2}{\partial n} = 0 \quad \text{on } \partial \Omega\]
where $Z$ is some certain perturbation on $C$, $n$ is the outer normal direction on $C$ and $\zeta = Z \cdot n$.

Proof:

Step 1: $k \Delta u_1' = 0$ in $\Omega_1$

First we multiply (D 1) with some testing function $v \in H^1_0(\mathbb{R} \times \Omega)$, integrate the resulting equation and then shape differentiate it. Finally the relation can be obtained from a weak form.

For any $v \in H^1_0(\mathbb{R} \times \Omega_1)$ define $v_\tau(x) = v \circ T^{-1}_\tau(x)$, then $\dot{v} := \dot{v}(0, x) = 0$, since:

$$
\dot{v}(0, x) = \left. \frac{dv(\tau, x_\tau)}{d\tau} \right|_{\tau=0} = \left. \frac{dv(\tau, x + \tau Z)}{d\tau} \right|_{\tau=0} = \left. \frac{d}{d\tau} \left( v \circ T^{-1}_\tau(x + \tau Z) \right) \right|_{\tau=0} = \left. \frac{dv(x)}{d\tau} \right|_{\tau=0} = 0
$$

(3.23)

Thus we have

$$
v' = -\nabla v \cdot Z
$$

(3.24)

in which $v' := \frac{\partial v(0, x)}{\partial \tau}$, since $\dot{v} = v' + \nabla Z$. Multiply both sides of equation (3.22a) by $v_\tau$ and then do the integration over $\Omega_1 \tau$, applying the Green’s formula
we have:

\[ \text{LHS : } -k \int_{\Omega_1} \Delta u_{1\tau} v_{\tau} \, dx_{\tau} = -k \int_{\Gamma_1} \frac{\partial u_{1\tau}}{\partial n} v_{\tau} \, dx_{\tau} + k \int_{\Omega_1} \nabla u_{1\tau} \cdot \nabla v_{\tau} \, dx_{\tau} \]

\[ = k \int_{\Omega_1} \nabla u_{1\tau} \cdot \nabla v_{\tau} \, dx_{\tau} \quad \text{by } v_{\tau} \in H^1_0(\Omega_1) \]

(3.25a)

\[ \text{RHS : } \int_{\Omega_1} q v_{\tau} \, dx_{\tau} \]  

(3.25b)

Take the material derivative of LHS and RHS w. r. t. \( \tau \) at \( \tau = 0 \) and by Lemma 1 we have for the LHS:

\[-k \frac{d}{d\tau} \left( \int_{\Omega_1} \Delta u_{1\tau} v_{\tau} \, dx_{\tau} \right) \bigg|_{\tau=0} \]

\[= k \frac{d}{d\tau} \left( \int_{\Omega_1} \nabla u_{1\tau} \cdot \nabla v_{\tau} \, dx_{\tau} \right) \bigg|_{\tau=0} \]

\[= k \left[ \int_{\Omega_1} \nabla u'_1 \cdot \nabla v \, dx + \int_{\Omega_1} \nabla \cdot u_1 \nabla v' \, dx + \int_{\Gamma} \nabla u_1 \cdot (\nabla v) \zeta \, ds \right] \]

\[= k \left[ \int_{\Omega_1} \nabla u'_1 \cdot \nabla v \, dx - \int_{\Omega_1} \nabla u_1 \cdot (\nabla \cdot \zeta) \, dx + \int_{\Gamma} \nabla u_1 \cdot (\nabla v) \zeta \, ds \right] \]

(3.26)

which is obtained by applying (3.8b), (3.24) and the fact \( \zeta = Z \cdot n \). Now apply Green’s formula and (3.24) to the second term of the RHS of the above equation:

\[ \int_{\Omega_1} \nabla u_1 \cdot \nabla (\nabla v \cdot Z) \, dx = -\int_{\Omega_1} \Delta u_1 (\nabla v \cdot Z) \, dx + \int_{\Gamma} \frac{\partial u_1}{\partial n} (\nabla v \cdot Z) \, ds \]

\[= \int_{\Omega_1} \Delta u_1 v' \, dx + \int_{\Gamma} \frac{\partial u_1}{\partial n} (\nabla v \cdot Z) \, ds \]

(3.27)
On the contour $C$ we have:

\[ \nabla u_1 \cdot (\nabla v) \zeta = (\frac{\partial u_1}{\partial s}, \frac{\partial u_1}{\partial n}) \cdot (\frac{\partial v}{\partial s}, \frac{\partial v}{\partial n}) \zeta \]

\[ = \frac{\partial u_1}{\partial s} \frac{\partial v}{\partial s} \zeta + \frac{\partial v}{\partial n} \frac{\partial u_1}{\partial n} \zeta \]

\[ = \frac{\partial v}{\partial n} \frac{\partial u_1}{\partial n} \zeta \]

(3.28)

and

\[ \frac{\partial u_1}{\partial n} (\nabla \cdot Z) = \frac{\partial u_1}{\partial n} \left( \frac{\partial v}{\partial s}, \frac{\partial v}{\partial n} \right) \cdot (v, \zeta) \]

\[ = \frac{\partial u_1}{\partial n} \left( \frac{\partial v}{\partial s} v + \frac{\partial v}{\partial n} \zeta \right) \]

\[ = \frac{\partial u_1}{\partial n} \frac{\partial v}{\partial s} v + \frac{\partial u_1}{\partial n} \frac{\partial v}{\partial n} \zeta \]

\[ = \frac{\partial u_1}{\partial n} \frac{\partial v}{\partial n} \zeta \]

(3.29)

in which $s$ is the unit tangential vector on $C$, $\nu := Z \cdot s$ and $\zeta := Z \cdot n$. Also we notice that $v = 0$ on $C$, so that $\frac{\partial v}{\partial n} = 0$.

Combining (3.27), (3.28) and (3.29), we have:

\[ k \frac{d}{d\tau} \left( \int_{\Omega_1} \nabla u_1 \cdot \nabla v \, dx \right) \bigg|_{\tau=0} = k \left( \int_{\Omega_1} \nabla u_1' \cdot \nabla v \, dx - \int_{\Omega_1} \Delta u_1 v' \, dx \right) \]

(3.30)

For the material differentiation of RHS (3.25b) w. r. t. $\tau$ at $\tau = 0$, we apply (3.8b) and the fact that $g' = 0$ together with $v = 0$ on $C$:

\[ \frac{d}{d\tau} \left( \int_{\Omega_1} qv \, dx \right) \bigg|_{\tau=0} = \int_{\Omega_1} (qv)' \, dx + \int_C qv \zeta \, ds \]

\[ = \int_{\Omega_1} qv' \, dx. \]

(3.31)
We notice the fact that

$$- k \Delta u_1 = q \implies - \int_{\Omega_1} \Delta u_1 v' \, dx = \int_{\Omega_1} qv' \, dx$$

and also LHS (3.25a) equals RHS (3.25b), we have:

$$k \int_{\Omega_1} \nabla u_1' \cdot \nabla v \, dx = 0$$

which means:

$$k \Delta u_1' = 0 \quad \text{in} \Omega_1$$

(3.33)

Step 2: $k \Delta u_1' = 0 \quad \text{in} \Omega_2$

The proof follows the same idea as what we did in Step 1. For all $v \in H^1_0(\Omega_2)$ we define $v_\tau(x) := v \circ T^{-1}_\tau(x)$, then $v_\tau(x) \in H^1_0(\Omega_{2\tau})$ and we have $v' = -\nabla \cdot Z$.

First we multiply each side of (3.22b) by $v_\tau$ and then do the integration over $\Omega_{2\tau}$:

$$- k \int_{\Omega_{2\tau}} \Delta u_2 \tau v_\tau \, dx = \int_{\Omega_{2\tau}} qv_\tau \, dx.$$

(3.34)

We apply Green’s formula to the LHS of above equation:

$$- k \int_{\Omega_{2\tau}} \Delta u_2 \tau v_\tau \, dx = k \left[ \int_{\Omega_{2\tau}} \nabla u_2 \tau \cdot \nabla v_\tau \, dx + \int_{\partial \Omega_{2\tau}} \frac{\partial u_2 \tau}{\partial n} v_\tau \, ds - \int_{\partial \Omega} \frac{\partial u_2 \tau}{\partial n} v_\tau \, ds \right]$$

(3.35)

by $v_\tau = 0$ on $C_\tau$ and $\partial \Omega$. Next take the derivative of the LHS of (3.34) w. r. t.
\( \tau \) at \( \tau = 0 \):

\[
- k \frac{d}{d\tau} \left( \int_{\Omega_{2\tau}} \Delta u_{2\tau} v_{\tau} \, dx \right) \bigg|_{\tau=0} = k \frac{d}{d\tau} \left( \int_{\Omega_{2\tau}} \nabla u_{2\tau} \cdot \nabla v_{\tau} \, dx \right) \bigg|_{\tau=0}
\]

\[
= k \left[ \int_{\Omega_2} (\nabla u_2 \cdot \nabla v)' dx - \int_C \nabla u_2 \cdot (\nabla v) \zeta ds + \int_{\partial\Omega} \nabla u_2 \cdot \nabla v(Z \cdot v) ds \right]
\]

\[
= k \left[ \int_{\Omega_2} \nabla u'_2 \cdot \nabla v ds + \int_{\Omega_2} \nabla u_2 \cdot \nabla v' dx - \int_C \nabla u_2 \cdot \nabla v \zeta ds \right]
\]

(3.36)

when we also used \( \zeta = 0 \) on \( \partial \Omega \). We will rearrange the second term of RHS in the above equation by Green’s formula:

\[
\int_{\Omega_2} \nabla u_2 \cdot \nabla v' dx
\]

\[
= - \int_{\Omega_2} \Delta u_2 v' dx - \int_C \frac{\partial u_2}{\partial n} v' ds + \int_{\partial\Omega} \frac{\partial u_2}{\partial n} v' ds \quad (3.37)
\]

\[
= - \int_{\Omega_2} \Delta u_2 v' dx + \int_C \left[ \frac{\partial u_2}{\partial n} (\nabla v \cdot Z) \right] ds
\]

using \( v' = -\nabla \cdot Z \) and \( \frac{\partial u_2}{\partial n} = 0 \) on \( \partial \Omega \). Substituting (3.37) back in (3.36) and applying the fact:

\[
\nabla u_2 \cdot \nabla v \zeta = \frac{\partial u_2}{\partial n} (\nabla v \cdot Z) \quad \text{on} \ C \quad (3.38)
\]

which was already proved in (3.28) and (3.29), we have:

\[
- k \frac{d}{d\tau} \left( \int_{\Omega_{2\tau}} \Delta u_{2\tau} v_{\tau} \, dx \right) \bigg|_{\tau=0} = k \left[ \int_{\Omega_2} \nabla u'_2 \cdot \nabla v dx - \int_{\Omega_2} \Delta u_2 v' dx \right]. \quad (3.39)
\]
Take the derivative of RHS of (3.34) w. r. t. \( \tau \) at \( \tau = 0 \) and combine (3.8b):

\[
\frac{d}{d\tau} \left( \int_{\Omega_2} q v \cdot d\mathbf{x}_\tau \right) \bigg|_{\tau=0} = \int_{\Omega_2} q v' d\mathbf{x} + \int_{\partial \Omega} q v (\mathbf{Z} \cdot \mathbf{n}) ds - \int_{C} q v \zeta ds
\]

(3.40)

using \( q' = 0, v = 0 \) on \( C \) and \( \mathbf{Z} = 0 \) on \( \partial \Omega \). Remind that the derivative of RHS of (3.34) equals that of LHS, and \(-k\Delta u_2 = q\). We have in weak form:

\[
k \int_{\Omega_2} \nabla u'_2 \cdot \nabla v d\mathbf{x} = 0
\]

(3.41)

which means: \( k\Delta u'_2 = 0 \).

**Step 3:** \( u'_2 - u'_1 = \left( \frac{\partial u_1}{\partial n} - \frac{\partial u_2}{\partial n} \right) \zeta \) on \( C \)

This relation is proved by the material derivative of \( u \) in the local curvilinear coordinate. Recall our definition of material derivative \( \dot{u} := u' + \nabla \cdot \mathbf{Z} \). We can rearrange the term using the local curvilinear coordinate on \( C_\tau \) where \( \mathbf{s} \) and \( \mathbf{n} \) are unit tangential and normal vector respectively. Since we only take account of the normal perturbation of \( C_\tau \), we can set our \( \mathbf{Z} \) as \( \zeta \mathbf{n} \) and the \( \nabla u \) in curvilinear coordinates is

\[
\nabla u = \left( \frac{\partial}{\partial s}, \frac{\partial}{\partial n} \right) u.
\]

Also notice that \( \zeta \mathbf{n} = (0, \zeta) \) in the local curvilinear coordinates, so that:

\[
\dot{u} = u' + \left( \frac{\partial}{\partial s}, \frac{\partial}{\partial n} \right) u \cdot \zeta \mathbf{n}
\]

\[
= u' + \left( \frac{\partial}{\partial s}, \frac{\partial}{\partial n} \right) u \cdot (0, \zeta)
\]

(3.42)
This in fact reflects the material derivative of $u$ in curvilinear coordinate. Take the material derivative of $u_{1\tau}$ and $u_{2\tau}$ of equation (3.22c) at $\tau = 0$ and by (3.42):

\[ \dot{u}_{1\tau} \bigg|_{\tau=0} = \dot{u}_{2\tau} \bigg|_{\tau=0} \implies \]
\[ u_1' + \frac{\partial u_1}{\partial \tau} \zeta = u_2' + \frac{\partial u_2}{\partial \tau} \zeta \implies (3.43) \]
\[ u_2' - u_1' = \left( \frac{\partial u_1}{\partial \tau} - \frac{\partial u_2}{\partial \tau} \right) \zeta. \]

**Step 4:** $k \left( \frac{\partial u_2'}{\partial \tau} - \frac{\partial u_1'}{\partial \tau} \right) - \gamma u_1' = \gamma \left[ \frac{\partial u_1}{\partial \tau} + \kappa \left( u_1 - u_0 \right) \right] \zeta$ on $C$

As in the Step 3, we can apply the material derivative $u$ in local curvilinear coordinate and the Laplace-Beltrami operator to prove this relation. Taking the material derivative at $\tau = 0$ of both sides of (3.22d) gives:

\[ k \left[ \frac{\partial u_2'}{\partial \tau} + \frac{\partial}{\partial \tau} \left( \frac{\partial u_2}{\partial \tau} \zeta \right) - \frac{\partial u_1'}{\partial \tau} - \frac{\partial}{\partial \tau} \left( \frac{\partial u_1}{\partial \tau} \zeta \right) \right] = k \left[ \frac{\partial u_2'}{\partial \tau} - \frac{\partial u_1'}{\partial \tau} + \left( \frac{\partial^2 u_2}{\partial \tau^2} - \frac{\partial^2 u_1}{\partial \tau^2} \right) \zeta + \left( \frac{\partial u_2}{\partial \tau} - \frac{\partial u_1}{\partial \tau} \right) \frac{\partial \zeta}{\partial \tau} \right] \]
\[ = \gamma \left( u_1' + \frac{\partial u_1}{\partial \tau} \right). \]

The Laplace-Beltrami operator is defined as:

\[ \Delta_{n,s} := \Delta - \kappa \frac{\partial}{\partial n}, \]

where $\Delta_{n,s} := \frac{\partial^2}{\partial n^2} + \frac{\partial^2}{\partial s^2}$ and $\Delta$ is Laplacian in Cartesian coordinate system, so we have:

\[ \frac{\partial^2}{\partial n^2} = \Delta - \frac{\partial^2}{\partial s^2} - \kappa \frac{\partial}{\partial n}. \]
Thus:

\[
\left( \frac{\partial^2 u_2}{\partial n^2} - \frac{\partial^2 u_1}{\partial n^2} \right) = \\
\Delta u_2 - \Delta u_1 - \frac{\partial^2 u_2}{\partial s^2} + \frac{\partial^2 u_1}{\partial s^2} - \kappa \frac{\partial u_2}{\partial n} + \kappa \frac{\partial u_1}{\partial n},
\]  

(3.46)

noticing that since \( u_2 = u_1 \) on \( \mathcal{C} \) we have \( \frac{\partial^2 u_1}{\partial s^2} = \frac{\partial^2 u_2}{\partial s^2} \), and that \( \Delta u_2 = \Delta u_1 \) on \( \mathcal{C} \) if we smoothly extend the Laplacian of \( u_1 \) and \( u_2 \) to \( \mathcal{C} \).

We claim that \( \frac{\partial \zeta}{\partial n} = 0 \). The reason is that \( \zeta := Z \cdot n \) and in local curvilinear coordinate system it can be viewed as a function of \( s \) only: \( \zeta = \zeta(s) \), thus: \( \frac{\partial \zeta(s)}{\partial n} = 0 \). Also applying the fact:

\[
\frac{\partial u_2}{\partial n} - \frac{\partial u_1}{\partial n} = \gamma \left( u_1 - u_0 \right),
\]

then relation (3.44) can be simplified as:

\[
k \left[ \frac{\partial u_2'}{\partial n} - \frac{\partial u_1'}{\partial n} - \frac{\gamma}{k} (u_1 - u_0) \zeta \right] = \gamma \left( u_1' + \frac{\partial u_1}{\partial n} \zeta \right).
\]

which reads:

\[
u_2' - u_1' = \left( \frac{\partial u_1}{\partial n} - \frac{\partial u_2}{\partial n} \right) \zeta
\]

**Step 5:** \( k \frac{\partial u_2'}{\partial n} = 0 \) on \( \partial \Omega \)

Directly applying material derivative at \( \tau = 0 \) to (3.22d) gives:

\[
k \frac{\partial u_2'}{\partial n} + k \frac{\partial}{\partial n} [u_2 Z \cdot n] = 0
\]
and recalling that \( \mathbf{Z} \cdot \mathbf{n} = 0 \), we have

\[
\frac{k \partial u'_2}{\partial n} = 0.
\]

### 3.3.3 Adjoint System

We now need to find the adjoint system

\[
\begin{cases}
L^*(u^*) = f^* & \text{in } \Omega \\
B^*(u^*) = g^* & \text{on } \mathcal{C} \\
C^*(u^*) = l^* & \text{on } \partial \Omega
\end{cases}
\]

such that \( \int_A (u - \bar{u})u'd\mathbf{x} = \int_{\mathcal{C}} \nabla L^2 J \zeta d\mathbf{s} \), for some \( \nabla L^2 J \) as a function of \( u^* \) and \( u \).

First suppose two shape-independent functions

\[
u_1^* : \Omega_1 \longrightarrow \mathbb{R},
\]

\[
u_2^* : \Omega_2 \longrightarrow \mathbb{R}.
\]

By shape-independent we mean \((u_1^*)' = 0\) and \((u_2^*)' = 0\). We multiply (3.22a) by \( u_1^* \), integrate over \( \Omega \), and then apply Green’s formula:

\[
-k \int_{\Omega_{1r}} \Delta u_1^* u_1^* d\mathbf{x}
\]

\[
= -k \left[ \int_{\mathcal{C}_r} \frac{\partial u_1^*}{\partial n} u_1^* d\mathbf{x} - \int_{\Omega_{1r}} \nabla u_1^* \cdot \nabla u_1^* d\mathbf{x} \right]
\]

\[
= \int_{\Omega_{1r}} q u_1^* d\mathbf{x}
\]

(3.47)
Next we take the shape derivative of both sides at $\tau = 0$:

\[
-k \frac{d}{d\tau} \left[ \int_{C_\tau} \frac{\partial u_{1r}}{\partial n} u_1^* \, dx - \int_{\Omega_{1r}} \nabla u_{1r} \nabla u_1^* \, dx \right]_{\tau=0} = -k \left\{ \int_{C} \left( \frac{\partial u_1}{\partial n} u_1^* \right)' \, ds + \int_{C} \left[ \frac{\partial}{\partial n} \left( \frac{\partial u_1}{\partial n} u_1^* \right) + \kappa \frac{\partial u_1}{\partial n} u_1^* \right] \zeta \, ds \right. \\
- \int_{\Omega_1} \nabla u_1' \cdot \nabla u_1^* \, dx - \int_{C} \nabla u_1 \cdot (\nabla u_1^*) \zeta \, ds \\
= \int_{\Omega_1} (qu_1^*)' \, dx + \int_{C} qu_1^* \zeta \, ds
\]

then we apply the Green’s formula to the $\nabla u_1' \cdot \nabla u_1^*$ term:

\[
\int_{\Omega_1} \nabla u_1' \cdot \nabla u_1^* \, dx = - \int_{\Omega_1} \Delta u_1^* u_1' \, dx + \int_{C} \frac{\partial u_1^*}{\partial n} u_1' \, ds
\]

and consider the fact that $q' = 0$ and $(u_1^*)' = 0$:

\[
-k \left\{ \int_{\Omega_1} \Delta u_1^* u_1' \, dx + \int_{C} \frac{\partial u_1^*}{\partial n} u_1' - \frac{\partial u_1}{\partial n} u_1' \, ds \right. \\
+ \int_{C} \left[ \frac{\partial}{\partial n} \left( \frac{\partial u_1}{\partial n} u_1^* \right) + \kappa \frac{\partial u_1}{\partial n} u_1^* - \nabla u_1 \nabla u_1^* \right] \zeta \, ds \right\} = \int_{C} qu_1^* \zeta \, ds. \quad (3.48)
\]

Then multiply (3.22b) by $u_2^*$ and integrate over $\Omega_2$, also apply Green’s formula:

\[
-k \int_{\Omega_{2r}} \Delta u_{2r} u_2^* \, dx_r \\
= -k \left[ - \int_{\Omega_{2r}} \nabla u_{2r} \cdot \nabla u_2^* \, dx_r + \int_{\partial \Omega} \frac{\partial u_{2r}}{\partial n} u_2^* \, ds - \int_{C_r} \frac{\partial u_{2r}}{\partial n} u_2^* \, ds_r \right] \\
= k \left[ \int_{\Omega_{2r}} \nabla u_{2r} \cdot \nabla u_2^* \, dx_r + \int_{C_r} \frac{\partial u_{2r}}{\partial n} u_2^* \, ds_r \right] \\
= \int_{\Omega_{2r}} qu_2^* \, dx_r
\]

we notice that $\frac{\partial u_{2r}}{\partial n} = 0$. Apply shape differentiation to both sides of the above
equation:

\[
\begin{align*}
k & \left\{ \int_{\Omega_2} \nabla u' \cdot \nabla u^*_2 \, dx + \int_{\partial \Omega} \nabla u_2 \cdot \nabla u^*_2 (Z \cdot n) \, ds - \int_C \nabla u_2 \cdot \nabla (u^*_2 \zeta) \, ds \\
&+ \int_C \frac{\partial u'_2}{\partial n} u^*_2 \, ds + \int_C \left[ \frac{\partial}{\partial n} \left( \frac{\partial u_2}{\partial n} u^*_2 \right) + \kappa \frac{\partial u_2}{\partial n} u^*_2 \right] \zeta \, ds \right\} \\
&= \int_{\Omega_2} (q u^*_2)' \, dx + \int_{\partial \Omega} q u^*_2 Z \cdot n - \int_C q u^*_2 \zeta \, ds.
\end{align*}
\]

Combing with the \( g' = 0, (u^*_2)' = 0, \zeta = 0 \) on \( \partial \Omega \), and the Green’s formula:

\[
\int_{\Omega_2} \nabla u' \cdot \nabla u^*_2 \, dx
= - \int_{\Omega_2} \Delta u^*_2 u_2' \, dx + \int_{\partial \Omega} \frac{\partial u^*_2}{\partial n} u_2' \, ds - \int_C \frac{\partial u^*_2}{\partial n} u_2' \, ds.
\]

we have:

\[
\begin{align*}
k & \left\{ - \int_{\Omega_2} \Delta u^*_2 u_2' \, dx + \int_{\partial \Omega} \frac{\partial u^*_2}{\partial n} u_2' \, ds + \int_C \frac{\partial u'_2}{\partial n} u^*_2 - \frac{\partial u^*_2}{\partial n} u_2' \, ds \\
&+ \int_C \left[ \frac{\partial}{\partial n} \left( \frac{\partial u_2}{\partial n} u^*_2 \right) + \kappa \frac{\partial u_2}{\partial n} u^*_2 - \nabla u_2 \cdot \nabla u^*_2 \right] \zeta \, ds \right\} = - \int_C q u^*_2 \zeta \, ds.
\end{align*}
\]

Next we sum (3.48) and (3.49) then group the terms, we obtain:

\[
\begin{align*}
k & \left\{ - \int_{\Omega_1} \Delta u^*_1 u_1' \, dx - \int_{\Omega_2} \Delta u^*_2 u_2' \, dx + \int_C \frac{\partial u'_2}{\partial n} u^*_2 - \frac{\partial u^*_2}{\partial n} u_2' \, ds \\
&+ \int_C \left[ \frac{\partial}{\partial n} \left( \frac{\partial u_1}{\partial n} u^*_1 - \frac{\partial u_1}{\partial n} u^*_1 \right) + \kappa \left( \frac{\partial u_2}{\partial n} u^*_2 - \frac{\partial u_1}{\partial n} u^*_1 \right) \right] \zeta \, ds + \int_{\partial \Omega} \frac{\partial u^*_1}{\partial n} u_1' \, ds \right\} = \int_C (q u^*_1 - q u^*_2) \zeta \, ds.
\end{align*}
\]

Then next we choose

\[
\begin{align*}
- k \Delta u^*_1 &= (u - \bar{u}) \chi_{A_1}, \\
- k \Delta u^*_2 &= (u - \bar{u}) \chi_{A_2},
\end{align*}
\]
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where \( A_1 = A \cap \Omega_1 \) and \( A_2 = A \cap \Omega_2 \), we can recast the first integration of (3.50) as:

\[
- \int_{\Omega_1} \Delta u_1^*u_1' \, dx - \int_{\Omega_2} \Delta u_2^*u_2' \, dx = \int_{\Omega} (u - \bar{u}) \chi_{A_1} u_1' \, dx + \int_{\Omega} (u - \bar{u}) \chi_{A_2} u_2' \, dx = \int_{A} (u - \bar{u}) u' \, dx = \mathcal{J}'(C).
\]

Also choose the boundary condition:

\[
\frac{\partial u_2^*}{\partial n} = 0 \quad \text{on } \partial \Omega, \quad (3.52)
\]

then (3.50) can be rewrote as:

\[
\mathcal{J}'(C) = B,
\]

where

\[
B = - k \int_C \frac{\partial u_2^*}{\partial n} u_2' - \frac{\partial u_1^*}{\partial n} u_1' + \frac{\partial u_1^*}{\partial n} u_1' - \frac{\partial u_2^*}{\partial n} u_2' \, ds + \int_C (q u_1^* - q u_2^*) \zeta \, ds \\
- k \int_C \left[ \frac{\partial}{\partial n} \left( \frac{\partial u_2}{\partial n} u_2^* - \frac{\partial u_1}{\partial n} u_1^* \right) + \kappa \left( \frac{\partial u_2}{\partial n} u_2^* - \frac{\partial u_1}{\partial n} u_1^* \right) \right] \zeta \, ds \quad (3.53)
\]

First we can make some simplifications in \( B \). Suppose its integrand is \( b \), and let:

\[
e := \nabla u_1 \cdot \nabla u_1^* - \nabla u_2 \cdot \nabla u_2^* + \frac{\partial}{\partial n} \left( \frac{\partial u_2}{\partial n} u_2^* - \frac{\partial u_1}{\partial n} u_1^* \right) \quad (3.54)
\]

then if expressed in local curvilinear coordinate system on the contour \( C \), \( e \) can be
Recast as:

\[
\begin{align*}
e &= \left( \frac{\partial u_1}{\partial s}, \frac{\partial u_1}{\partial n} \right) \left( \frac{\partial u^*_1}{\partial s}, \frac{\partial u^*_1}{\partial n} \right) - \left( \frac{\partial u_2}{\partial s}, \frac{\partial u_2}{\partial n} \right) \left( \frac{\partial u^*_2}{\partial s}, \frac{\partial u^*_2}{\partial n} \right) \\
&\quad + \frac{\partial^2 u_2}{\partial n^2} u^*_2 + \frac{\partial u_2}{\partial n} \frac{\partial u^*_2}{\partial s} - \frac{\partial^2 u_1}{\partial n^2} u^*_1 - \frac{\partial u_1}{\partial n} \frac{\partial u^*_1}{\partial s} + \kappa \frac{\partial u_1}{\partial n} u^*_2 - \kappa \frac{\partial u_1}{\partial n} u^*_1 \\
&\quad = \frac{\partial u_1}{\partial s} \frac{\partial u^*_1}{\partial s} - \frac{\partial u_2}{\partial s} \frac{\partial u^*_2}{\partial s} + \frac{\partial^2 u_2}{\partial n^2} - \frac{\partial^2 u_1}{\partial n^2} u^*_1 + \kappa \frac{\partial u_2}{\partial n} u^*_2 - \kappa \frac{\partial u_1}{\partial n} u^*_1.
\end{align*}
\]

Recalling the Laplacian-Beltrami operator which gives us:

\[
\frac{\partial^2}{\partial n^2} + \kappa \frac{\partial}{\partial n} = \Delta - \frac{\partial^2}{\partial s^2},
\]

we have

\[
e = \frac{\partial u_1}{\partial s} \frac{\partial u^*_1}{\partial s} - \frac{\partial u_2}{\partial s} \frac{\partial u^*_2}{\partial s} + \left( \Delta u_2 - \frac{\partial^2 u_2}{\partial s^2} \right) u^*_2 - \left( \Delta u_1 - \frac{\partial^2 u_1}{\partial s^2} \right) u^*_1
\]

which is obtained by applying the fact that \(u_1 = u_2\) on \(C\) and by \(\Delta u_2 = \Delta u_1\) on \(C\) which implies: \(\frac{\partial u_2}{\partial s} = \frac{\partial u_1}{\partial s}\) for \(i = 1, 2\) on \(C\), then we have:

\[
e = \frac{\partial u_1}{\partial s} \frac{\partial u^*_1}{\partial s} \left( u^*_1 - u^*_2 \right) + \left( \Delta u_1 - \frac{\partial^2 u_1}{\partial s^2} \right) \left( u^*_2 - u^*_1 \right).
\]

\((3.55)\)

\(B\) is then simplified as:

\[
B = -k \int_C \frac{\partial u_2}{\partial n} u^*_2 - \frac{\partial u_1}{\partial n} u^*_1 + \frac{\partial u^*_1}{\partial n} u'_1 - \frac{\partial u^*_2}{\partial n} u'_2 \, ds \\
- k \int_C \left[ \frac{\partial u_1}{\partial s} \frac{\partial}{\partial s} (u^*_1 - u^*_2) + \left( \Delta u_1 - \frac{\partial^2 u_1}{\partial s^2} \right) (u^*_2 - u^*_1) \right] \zeta \, ds
\]

\((3.56)\)

Notice that the 2nd and 3rd term of \(B\) \((3.56)\) have already been put into Riesz form. Our focus will be converging the 1st term to Riesz form.

The following procedure intend to determine the boundary conditions of \((A)\) with
idea from [14]. Define two symbolic vectors:

\[
V' := \left[ u'_1, \frac{\partial u'_1}{\partial n}, u'_2, \frac{\partial u'_2}{\partial n} \right]^T,
\]

\[
V^* := \left[ u^*_1, \frac{\partial u^*_1}{\partial n}, u^*_2, \frac{\partial u^*_2}{\partial n} \right]^T,
\]

then the boundary condition on \( C \) of the perturbed system \((P)\) can be rewritten in matrix form:

\[
M \cdot V' = \begin{bmatrix}
\frac{\partial u_2}{\partial n} - \frac{\partial u_3}{\partial n} \\
\partial u_2 \frac{\partial u_1}{\partial n} + \kappa (u_1 - u_0)
\end{bmatrix} \zeta
\]

where

\[
M = \begin{bmatrix}
-1 & 0 & 1 & 0 \\
-\gamma & -k & 0 & k
\end{bmatrix}
\]

we treat \( V' \) as an unknown solution for linear equations (3.58) and solve it for \( V' \), noticing that we have 2 degrees of freedom, so we introduce 2 free variables \( v_1 \) and \( v_2 \):

\[
V' = \zeta \begin{bmatrix}
-\frac{2}{k} \left[ \frac{\partial u_2}{\partial n} + \kappa (u_1 - u_0) \right] \\
0 \\
0
\end{bmatrix} + v_1 \begin{bmatrix} 1 \\ -\frac{2}{k} \\ 1 \end{bmatrix} + v_2 \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix}
\]

\[
= \zeta m_0 + v_1 m_1 + v_2 m_2.
\]

Next, let us use \( b_1 \) to denote the first integrand of \( B \), and we can write \( b_1 \) in a matrix form:

\[
b_1 = \frac{\partial u'_2}{\partial n} u^*_2 - \frac{\partial u'_1}{\partial n} u^*_1 + \frac{\partial u^*_1}{\partial n} u'_1 - \frac{\partial u^*_2}{\partial n} u'_2
\]

\[
= V^* T A V'
\]
in which

\[ A = \begin{bmatrix} 0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \end{bmatrix}. \] (3.62)

Combining this with (3.60) we have:

\[ b_1 = V^*TA[\zeta m_0 + v_1 m_1 + v_2 m_2] \]
\[ = (V^*TAm_0)\zeta + (V^*TAm_1)v_1 + (V^*TAm_2)v_2. \] (3.63)

Clearly if we set \( V^*TAm_1 = 0 \) and \( V^*TAm_2 = 0 \) then our \( b_1 \) is a linear form on \( \zeta \) thus \( B \) is in Riesz form. We have therefore:

\[ V^*TAm_1 = \left[ u^*_1, \frac{\partial u^*_1}{\partial n}, u^*_2, \frac{\partial u^*_2}{\partial n} \right] \cdot \begin{bmatrix} 0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \end{bmatrix} \cdot \begin{bmatrix} 1 \\ -\frac{2}{k} \\ 1 \\ 0 \end{bmatrix} = \frac{\partial u^*_1}{\partial n} + \frac{\gamma u^*_1}{k} - \frac{\partial u^*_2}{\partial n} = 0, \] (3.64)

\[ V^*TAm_2 = \left[ u^*_1, \frac{\partial u^*_1}{\partial n}, u^*_2, \frac{\partial u^*_2}{\partial n} \right] \cdot \begin{bmatrix} 0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \end{bmatrix} \cdot \begin{bmatrix} 0 \\ 1 \\ 0 \\ 1 \end{bmatrix} = -u^*_1 + u^*_2 = 0. \] (3.65)
Noticing that the 2nd and 3rd integrand in $B$ vanish because of $u^*_2 = u^*_1$, we get:

$$B = -k \int_C (V^* A m_0) \zeta \, ds$$

$$= -k \int_C \left\{ \left( \frac{\partial u_2}{\partial n} - \frac{\partial u_1}{\partial n} \right) \frac{\partial u^*_1}{\partial n} + \frac{\gamma u^*_1}{k} \left[ \frac{\partial u_2}{\partial n} + \kappa (u_1 - u_0) \right] \right\} \zeta \, ds$$

$$= \int_C \left\{ -\gamma (u_1 - u_0) \frac{\partial u^*_1}{\partial n} - \gamma u^*_1 \left[ \frac{\partial u_2}{\partial n} + \kappa (u_1 - u_0) \right] \right\} \zeta \, ds$$

$$= \int_C \left\{ -\gamma (u_1 - u_0) \left( \kappa u^*_1 + \frac{\partial u^*_1}{\partial n} \right) - \gamma u^*_1 \frac{\partial u_1}{\partial n} \right\} \zeta \, ds$$

(3.66)

where we also used the boundary condition from (D): $\frac{\partial u_2}{\partial n} - \frac{\partial u_1}{\partial n} = \frac{\gamma}{k} (u_1 - u_0)$.

Then, our adjoint system is:

$$-k \Delta u^*_1 = (u - \bar{u}) \chi_{A_1} \quad \text{in } \Omega_1$$

$$-k \Delta u^*_2 = (u - \bar{u}) \chi_{A_2} \quad \text{in } \Omega_2$$

$$u^*_2 - u^*_1 = 0 \quad \text{on } C$$

$$k \left( \frac{\partial u^*_2}{\partial n} - \frac{\partial u^*_1}{\partial n} \right) = \gamma u^*_1 \quad \text{on } C$$

$$\frac{\partial u^*_2}{\partial n} = 0 \quad \text{on } \partial \Omega$$

(A)

with $u := u_1 \chi_{A_1} + u_2 \chi_{A_2}$. And our $L^2$ gradient without the length constraint is:

$$\nabla^{L^2} J = -\gamma (u_1 - u_0) \left( \kappa u^*_1 + \frac{\partial u^*_1}{\partial n} \right) - \gamma u^*_1 \frac{\partial u_1}{\partial n}$$

on $C$. (3.67)

If adding the length constraint we have by (3.15):

$$\nabla^{L^2} J_L := -\gamma (u_1 - u_0) \left( \kappa u^*_1 + \frac{\partial u^*_1}{\partial n} \right) - \gamma u^*_1 \frac{\partial u_1}{\partial n} + \alpha \left( \int_C ds - L \right) \kappa$$

on $C$. (3.68)
3.3.4 Preconditioning the Gradient

The shape gradient $\nabla L^2 J$ is the space in $L^2$ which only assures its square integrability, without anything about the smoothness. If we update $C$ along $\nabla L^2 J$, we might lose the smoothness of the contour. By preconditioning on $\nabla L^2 J$ we can have a gradient in the space $H^1(C)$. According to Riesz representation theorem [13] in $H^1$ there exist $\nabla H^1 J \in H^1(C)$ such that [15]:

$$J'(C; \zeta) = \langle \nabla H^1 J, \zeta \rangle_{H^1} = \int_C \nabla H^1 J \zeta + l^2 \partial_s \nabla H^1 J \partial_s \zeta ds$$

where $l$ is some constant called a Sobolev coefficient and $s$ is the arc-length axis. Apply integration by parts and also consider (3.12):

$$\int_C (1 - l^2 \partial_s^2) \nabla H^1 J \zeta dt = \int_C \nabla L^2 J \zeta ds$$

which implies

$$(1 - l^2 \partial_s^2) \nabla H^1 J = \nabla L^2 J \quad (3.69)$$

We can solve (3.69) together with periodic boundary conditions for Sobolev shape gradient $\nabla H^1 J$. Mathematically we can write:

$$\nabla H^1 J = (1 - l^2 \partial_s^2)^{-1} \nabla L^2 J$$

where operator $(1 - l^2 \partial_s^2)^{-1}$ served as our preconditioner. The same idea can be applied to obtain $\nabla H^1 J_L$ after solving (3.69) with its right hand-side replaced by $\nabla L^2 J_L$. Thus, perturbing $C$ along Sobolev gradient will ensure the smoothness of $C$. Moreover, the smoothness of the gradient is controlled by $l$ with high smoothness depending on large $l$. 
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Chapter 4

Numerical Implementation

In this chapter we will talk about how to put our mathematical model into numerical implementation and in particular how to compute our $\nabla^L J$. As given in the expression (3.67), our $\nabla^L J$ is in fact a function of $u$ and $u^*$, so the first problem is to solve $(\mathcal{D})$ and then $(\mathcal{A})$. Generally speaking, the numerical treatment involves the combination of the spectral method and Boundary Integral Equation (BIE) techniques. In order to make solving $(\mathcal{D})$ and $(\mathcal{A})$ numerically feasible, we divided our $u$ in two parts: one is $u_p$ which forms a Poisson equations in $\Omega$, the other is $u_h$ which is harmonic on $\Omega \setminus \mathcal{C}$. The first part only takes into account the heat generalization with given heat sources, while the harmonic part deals with the heat absorption performed by coolant $\mathcal{C}$. Then we apply BIE techniques to solve for $u_p$ and $u_h$ at the same time. In the boundary integral method we can represents our $u_h$ as a convolution of some density function $\mu$ with the logarithmic potential on the contour and thus make it possible for us to first solve a problem of $u_p$ and $\mu$ and then reconstruct our $u_h$ in term of $\mu$. Based on this approach, we also calculated the normal derivative terms on $\mathcal{C}$ both for the direct and adjoint problem for which we can obtain our shape gradient $\nabla^L J$ on $\mathcal{C}$. In representing the Laplacian of $u_p$ and its derivatives, Chebyshev spectral method is applied on a non-uniform collocation grid. For the evaluation of our cost functional
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Clenshaw-Curtis quadrature is used to maintain spectral accuracy. On the contour $C$ we use the ordinary equal-spaced grid together with a spectral interpolation method for periodic grid to approximate the derivatives. In section 4.1 and 4.2 we will cover the idea of spectral differentiation method and BIE techniques, including how we couple these two methods together in the computational approach, and then the numerical implementation using the two methods will be discussed in section 4.3.

4.1 Spectral Methods for Periodic and Non-periodic Domains

Spectral method, more specifically, the spectral differentiation technique, is frequently applied in this paper. One important reason is that spectral accuracy can result in error of the order $O(c^N)$ when dealing with analytical functions, for some constant $c \in (0, 1)$ and the number of discretization points $N$, which is much more promising compared with $O(N^{-m})$ for some $m$ using different finite difference method. Thus it makes it possible to maintain high accuracy. Generally speaking, in our optimization problem spectral methods treating two different scenarios are involved:

1. Spectral differentiation and integration for a bounded non-periodic domain.
2. Spectral differentiation for a periodic domain.

The first technique is applied in representing our Laplacian $\Delta$ numerically in $\Omega$ and approximating the cost functional on $A$, while the 2nd technique is used to treat differentiation defined on our $C$ with periodic structure. We will discuss the details in the following.
4.1.1 Spectral Differentiation for Non-periodic Domain

One common question in our optimization is: how to numerically represent our Laplacian in system (\(D\)) and (\(A\)). The governing equation (\(D1\)) calls for a solution of a Poisson problem:

\[-k\Delta u = q \quad x \in \Omega. \quad (4.1)\]

In order to get an insight of the problem, let us assume we are in 1D case:

\[\Delta := \frac{d^2}{dx^2}, \quad u \text{ and } q : \mathbb{R} \rightarrow \mathbb{R}, \quad (4.2)\]

\[\Omega^1 : [-1,1].\]

There are several different numerical treatments for \(\Delta\). For instance, we can first discretize \(\Omega^1\) into \(N\) equispaced points: \(x_1, x_2, ..., x_N\) thus vectors \(u\) and \(q\) defined on \(x_i, i = 1, 2, ..., N\) are obtained. Then, we use central difference schemes to represent \(\Delta\) as a matrix \(Q\), after that we are ready to put (4.1) into vector form \(Qu = q\) and solve it for \(u\) based on boundary information. These treatments, together with spectral method shares a common idea: Discretize the domain, represent \(\Delta\) in matrix form, then solve the resulting linear system. The unique feature of spectral method is: instead of discretizing the domain with equispaced points, it captures the domain using non-equispaced points with a density approximately [16]:

\[\text{density of points } \sim \frac{N}{\pi \sqrt{1 - x^2}}.\]

We can see the density of points is much higher around \(x = \pm 1\) than in the interior domain. In other words, the points are clustered on the boundary. The reason why this particular density is chosen is beyond the scope of this paper and can be found at [16]. The advantage of non-equispaced points will be covered later. Let us come
back to the concept of spectral method. Notice that the $\Delta u$ in one dimension (1D) is the second derivative of $u$. It is necessary to first look into how spectral method works for the derivative of a function. For simplicity, let us denote $u_i := u(x_i)$ representing function $u$ evaluated at discrete point $x_i$. Basically, spectral method approximate $u'(x)$ in the following way [16]:

1. construct non-equispaced points on $\Omega^1$: $x_i, i = 0, 2, 3, ..., N$,

2. interpolate $u := \{u_i\}_{i=0}^{N}$ using a polynomial $p$ of degree $\leq N$ such that $p_i = u_i$ for $0 \leq i \leq N$,

3. approximate $u'_i$ by $p'_i$ for $0 \leq i \leq N$.

In our practical application, we apply:

$$x_i := \cos \left( \frac{i\pi}{N} \right); \quad i = 0, 1, 2, ..., N$$

(4.3)

which is also called Chebyshev points. While the idea of spectral method does not seem special at the first glance, in fact the magic is hidden in the so called Chebyshev points. Interpolating over this non-equispaced points can have much smaller error compared with doing so based on equispaced points. Because of Runge phenomenon the error of interpolating over equispaced grid using $N$ degree polynomial can explode in the vicinity of boundary at a rate of $2^N$. On the other hand, applying clustered points on the boundary can greatly counteract Runge phenomenon and thus attain a high accuracy.

Now it is the time to back to the question: how can we get the spectral differentiation matrix. Suppose we have the nodal values of a function $\{u_i\}_{i=0}^{N}$ defined on Chebyshev grid of size $N + 1$. We would like to find an approximation of the corresponding nodal value of its derivative $\{u'_i\}_{i=0}^{N}$. Let us denote it with $\{d_i\}_{i=0}^{N} \approx \{u_i\}_{i=0}^{N}$.
Following the idea of spectral differentiation we discussed before, we first interpolate \( \{u_i\}_{i=0}^{N} \) by a polynomial function \( p(x) \) of degree \( N \) and rewrite \( p(x) \) in Lagrange form:

\[
p(x) = \sum_{i=0}^{N} l_i(x) u_i,
\]

(4.4)

then we set

\[
d_j = p'(x_j) = \sum_{i=0}^{N} l'_i(x_j) u_i \quad \text{for} \ 0 \leq j \leq N,
\]

(4.5)

written in matrix form it reads:

\[
D_N \mathbf{u} = \mathbf{d}
\]

(4.6)

where \( \mathbf{u} = [u_0, u_1, ..., u_N]^T \) and \( \mathbf{d} = [u_0, u_1, ..., u_N]^T \). \( D_N \) is the differentiation matrix with entries \((D_N)_{ij} := l'_i(x_j)\). In [16] it gives a convenient formula for the entries in \( D_N \)(indexed from 0 to \( N \)):

\[
[D_N]_{00} = \frac{2N^2 + 1}{6},
\]

\[
[D_N]_{NN} = -\frac{2N^2 + 1}{6},
\]

\[
[D_N]_{ii} = \frac{-x_i}{2(1 - x_i^2)} \quad 1 \leq i \leq N - 1,
\]

\[
[D_N]_{ij} = \frac{c_i(-1)^{i+j}}{c_j(x_i - x_j)} \quad i \neq j; 1 \leq i, j \leq N - 1,
\]

(4.7)

where

\[
c_i = \begin{cases} 
2, & i = 0 \text{ or } N, \\
1, & \text{otherwise}.
\end{cases}
\]

Now we obtain our 1st order spectral differentiation matrix \( D_N \) in 1D such that \( \mathbf{u}' \approx D_N \cdot \mathbf{u} \). Simply applying the same \( D_N \) twice we will have the spectral differentiation matrix \( D_N^2 \) for second order derivative of \( \mathbf{u} \): \( \mathbf{u}'' \approx D_N^2 \cdot \mathbf{u} \).
At this time, we are in the position to extend our spectral differentiation concept to the 2D case. Suppose for some \( N \), we have a set of nodal values \( \{ u_{ij} \} \), \( 0 \leq i, j \leq N \) defined on a 2D Chebyshev grid. By 2D Chebyshev grid we mean that in each direction independent 1D Chebyshev grid are applied, i.e, \( [x_0, x_1, ..., x_N] \) in \( x \) direction and \( [y_0, y_1, ..., y_N] \) in \( y \) direction. This 2D Chebyshev grid is also called tensor product grid \( (Tg) \) in [16] with a picture of which shown in Figure 4.1. Then what is the spectral partial derivative of \( \{ u_{ij} \} \) defined on the \( Tg \) in \( x \) or \( y \) direction? Without lost of generality, let us approximate the partial derivative of \( u_{ij} \) in \( x \) direction as \( [u_x]_{ij} \approx [d_x]_{ij} \) and partial derivative of which in \( y \) direction as \( [u_y]_{ij} \approx [d_y]_{ij} \). We will use an example to illustrate how can we find our spectral partial differentiation matrix \( D_x^{(N)} \) and \( D_y^{(N)} \) such that \( d_x = D_x^{(N)} \cdot u \) and \( d_y = D_y^{(N)} \cdot u \) where \( d_x, d_y \) and \( u \) are vectors rearranged from \( \{ u_{ij} \}, \{ [d_y]_{ij} \} \) and \( \{ [d_y]_{ij} \} \).

Figure 4.1: Tensor product grid (N=8) [16]
Example

Suppose $N = 2$, $\Omega = [-1,1]^2$. Then our Chebyshev points in the $x$ or $y$ direction are $x = y = [1,0,-1]$ by (4.3). The function $u_{ij}$ is defined on the grid $(x,y)$ and we rearrange it as a vector following the order as in Figure 4.2: Thus $u = [u_1,u_2,...,u_9]$.

![Figure 4.2: Tensor product grid (N=2)](image)

Our $d_x = [d_x^{(1)}, d_x^{(2)}, ..., d_x^{(9)}]$ and $d_y = [d_y^{(1)}, d_y^{(2)}, ..., d_y^{(9)}]$ represent the partial derivatives on the grid points in $x$ and $y$ directions respectively. If we confine ourselves to position 1,2,3, i.e., at level $x = 1$, we can find $[d_y^{(1)}, d_y^{(2)}, d_y^{(3)}]$ using 1D spectral differentiation matrix $D_2$:

$$
\begin{bmatrix}
    d_y^{(1)} \\
    d_y^{(2)} \\
    d_y^{(3)}
\end{bmatrix} =
\begin{bmatrix}
    \frac{3}{2} & -2 & \frac{1}{2} \\
    \frac{1}{2} & 0 & -\frac{1}{2} \\
    -\frac{1}{2} & 2 & -\frac{3}{2}
\end{bmatrix}
\begin{bmatrix}
    u_1 \\
    u_2 \\
    u_3
\end{bmatrix}
\quad (4.8)
$$
where

\[
D_2 = \begin{bmatrix}
\frac{3}{2} & -2 & \frac{1}{2} \\
\frac{1}{2} & 0 & -\frac{1}{2} \\
-\frac{1}{2} & 2 & -\frac{3}{2}
\end{bmatrix}.
\] (4.9)

Similarly, if we are at level \( x = 0 \) or \( x = -1 \), we have similar relation as (4.8) between \( d_y^{(4)}, d_y^{(5)}, \ldots, d_y^{(9)} \) and \( u_4, u_5, \ldots, u_9 \). If we put them together we will obtain:

\[
\begin{bmatrix}
d_y^{(1)} \\
d_y^{(2)} \\
d_y^{(3)} \\
d_y^{(4)} \\
d_y^{(5)} \\
d_y^{(6)} \\
d_y^{(7)} \\
d_y^{(8)} \\
d_y^{(9)}
\end{bmatrix} = 
\begin{bmatrix}
\frac{3}{2} & -2 & \frac{1}{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{2} & 0 & -\frac{1}{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
-\frac{1}{2} & 2 & -\frac{3}{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{3}{2} & -2 & \frac{1}{2} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{2} & 0 & -\frac{1}{2} & 0 & 0 & 0 \\
0 & 0 & 0 & -\frac{1}{2} & 2 & -\frac{3}{2} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{3}{2} & -2 & \frac{1}{2} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{2} & 0 & -\frac{1}{2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix} 
\begin{bmatrix}
u_1 \\
u_2 \\
u_3 \\
u_4 \\
u_5 \\
u_6 \\
u_7 \\
u_8 \\
u_9
\end{bmatrix}. \quad (4.10)
\]

The 9×9 matrix on the right-hand side applied to \( u \) can be constructed using Kronecker product of \( I_3 \) and \( D_2 \): \( I_3 \otimes D_2^2 \), where \( I_3 \) is 3 by 3 identity matrix and '⊗' is the Kronecker product which can be defined as follows:

**Definition 1.** A is a \( j \times k \) matrix and \( B \) is a \( r \times s \) matrix, the the Kronecker product of \( A \) and \( B \) is defined as:

\[
A \otimes B := 
\begin{pmatrix}
\vdots & \ddots & \vdots \\

\begin{pmatrix}
a_{11}B & \ldots & a_{1k}B \\
\vdots & \ddots & \vdots \\
\end{pmatrix} \\
\vdots & \ddots & \vdots \\
\begin{pmatrix}
a_{j1}B & \ldots & a_{jk}B
\end{pmatrix}
\end{pmatrix}
\] (4.11)
where
\[ a_{lm} B := \begin{pmatrix} a_{lm}b_{11} & \cdots & a_{lm}b_{1s} \\ \vdots & \ddots & \vdots \\ a_{lm}b_{r1} & \cdots & a_{lm}b_{rs} \end{pmatrix}, \quad 1 \leq l \leq j; 1 \leq m \leq k. \] (4.12)

Thus, in the case of arbitrary \( N \) we have for the nodal value of partial derivative of \( u \) in \( y \) direction:
\[ d_y = (I_{N+1} \otimes D_N) u \] (4.13)
noticing that \( D_N \) is by definition a \( N+1 \) by \( N+1 \) matrix. This formula can be easily extend to the \( n \)th partial derivatives case for \( y \):
\[ d_y^{(n)} = (I_{N+1} \otimes D_N^n) u. \] (4.14)

The formula for the partial derivative in \( x \) direction is different from that in \( y \) direction but shares the same idea. By the same rearrangement of \( u \) as in Figure 4.2 the following formula for \( d_x \) holds:
\[
\begin{bmatrix}
  d_x^{(1)} \\
  d_x^{(2)} \\
  d_x^{(3)} \\
  d_x^{(4)} \\
  d_x^{(5)} \\
  d_x^{(6)} \\
  d_x^{(7)} \\
  d_x^{(8)} \\
  d_x^{(9)}
\end{bmatrix} = \begin{bmatrix}
  \frac{3}{2} & 0 & 0 & -2 & 0 & 0 & \frac{1}{2} & 0 & 0 \\
  0 & \frac{3}{2} & 0 & 0 & -2 & 0 & 0 & \frac{1}{2} & 0 \\
  0 & 0 & \frac{3}{2} & 0 & 0 & -2 & 0 & 0 & \frac{1}{2} \\
  \frac{1}{2} & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
  0 & \frac{1}{2} & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\
  0 & 0 & \frac{1}{2} & 0 & 0 & 0 & 0 & -1 & 0 \\
  -\frac{1}{2} & 0 & 0 & -2 & 0 & 0 & -\frac{3}{2} & 0 & 0 \\
  0 & -\frac{1}{2} & 0 & 0 & -2 & 0 & 0 & -\frac{3}{2} & 0 \\
  0 & 0 & -\frac{1}{2} & 0 & 0 & -2 & 0 & 0 & -\frac{3}{2}
\end{bmatrix} \begin{bmatrix}
  u_1 \\
  u_2 \\
  u_3 \\
  u_4 \\
  u_5 \\
  u_6 \\
  u_7 \\
  u_8 \\
  u_9
\end{bmatrix}. \] (4.15)

Here again the right-hand side \( 9 \times 9 \) matrix can be obtained by \( D_2 \otimes I_3 \). In order to
get an insight of this 9 by 9 matrix, let us look into its details. If we take the boxed elements in (4.15) out and recapture their relation in linear system, we have:

\[
\begin{bmatrix}
d_{x}^{(1)} \\
d_{x}^{(4)} \\
d_{x}^{(7)}
\end{bmatrix}
= 
\begin{bmatrix}
\frac{3}{2} & -2 & \frac{1}{2} \\
\frac{1}{2} & 0 & -\frac{1}{2} \\
-\frac{1}{2} & 2 & -\frac{3}{2}
\end{bmatrix}
\begin{bmatrix}
u_{1} \\
u_{4} \\
u_{7}
\end{bmatrix},
\]

(4.16)

and if looking back into Figure 4.2 we will notice that these are actually the nodal values of spectral differentiation in x direction at fixed \(y = 1\). In fact, (4.15) is obtained in this way: first we find the nodal derivatives in x direction by 1D spectral differentiation method at different level \(y = 1, y = 0\) and \(y = -1\), then we rearrange the 3 linear system, all together 9 equations, in one big linear system based on the ordering in Figure 4.2. This is also the idea of (4.10). Now we have confidence to assert that for some \(N\), the \(n\)th partial spectral derivative of \(u\) w.r.t. x is:

\[d_{x}^{(n)} = (D_{N}^{n} \otimes I_{N+1}) u \]

(4.17)

based on the ordering in Figure 4.2. Thus we can write our discrete Laplacian discretized with spectral method as:

\[\Delta_{N} = I_{N+1} \otimes D_{N}^{2} + D_{N}^{2} \otimes I_{N+1}, \]

(4.18)

where the grids used here is the tensor product grid defined in \([-1, 1]^{2}\) based on Chebychev grid in x and y direction respectively. While in our work we used a dense tensor grid of size \(N \geq 50\) in each direction, following the same idea.

If we want to impose the boundary conditions, we only need to capture the boundary relation by spectral method and modify the corresponding row of the differentiation matrix. Suppose we are dealing with the Poisson problem with Neumann boundary
conditions:

\[-\Delta u = f \quad \text{in } \Omega, \quad (4.19a)\]
\[\frac{\partial u}{\partial n} = 0 \quad \text{on } \partial \Omega. \quad (4.19b)\]

By (4.18), we can write our relation (4.19b) as:

\[\Delta_N \cdot \mathbf{u} = \mathbf{f} \quad (4.20)\]

in which \( \mathbf{f} \) is a vector with the nodal value on tensor product grid after a rearrangement by the ordering in Figure 4.2. We notice that the boundary conditions are in fact \( \frac{\partial u}{\partial x} \) or \( \frac{\partial u}{\partial y} \) with a sign difference since \( \Omega = [-1, 1]^2 \). We could approximate the conditions by spectral method: \( I_{N+1} \otimes D_N \) and \( D_N \otimes I_{N+1} \) respectively. Let us focus on \( N = 2 \) case, suppose we want to impose \( \frac{\partial u}{\partial x} = 0 \) on \( x = 1 \). First we find the position corresponding to \( x = 1 \) is position 1, 2 and 3 by Figure 4.2. Then we replace the 1st, 2nd and 3rd row of \( \Delta_2 \) with the 1st, 2nd and 3rd row of \( I_{N+1} \otimes D_N \). At last, replace the 1st, 2nd and 3rd entries of column vector \( \mathbf{f} \) as 0. The implement of boundary conditions on \( x = -1, \ y = -1 \) and \( y = 1 \) follows the same procedure.

### 4.1.2 Clenshaw-Curtis Quadrature

For the evaluation of our cost functional we applied a spectral integration method called Clenshaw-Curtis Quadrature. It shares the same idea of spectral integration. Suppose for some \( N \) we have a set of nodal value \( \{ f_i \}_{i=1}^N \) defined on the Chebyshev grid \( [x_1, x_2, ..., x_N]^T \). The spectral integration approximate the integral of \( f \) on \( [-1, 1] \) by the following philosophy [16]: First we approximate \( f \) using a polynomial \( p \) such that \( p(x_i) = f_i, \ 0 \leq i \leq N \). Secondly, we approximate the integration of \( f \) on \( [-1, 1] \)
by  

\[ I_N = \int_{-1}^{1} p(x) \, dx. \]  

(4.21)

For the Clenshaw-Curtis Quadrature, \( p(x) \) is a linear combination of Chebyshev polynomials [16]:

\[ p(x) = \sum_{n=0}^{N} a_n T_n(x), \]  

(4.22)

where \( a_n \) can be obtained using the nodal value \( f_i \) with a Fast Fourier Transform (FFT) [16] and the Chebyshev polynomial \( T_n(x) \) can be given in a recurrence way [16]:

\[ T_{n+1}(x) = 2xT_n(x) - T_{n-1}(x) \]

\[ T_0(x) = 1; \ T_1(x) = x. \]  

(4.23)

Based on this idea, L. N. Trefethen [16] gives a MATLAB code which will generate a weight \( w_i \) such that:

\[ I_N \approx \sum_{i=1}^{N} w_i f_i \]  

(4.24)

In this work we will develop our Clenshaw-Curtis Quadrature for the 2D integration based on the MATLAB code given in [16].

### 4.1.3 Spectral Differentiation for Periodic Domains

A periodic domain is a domain where a prescribed function repeats the same value on its boundary. For such functions spectral differentiation works in this way: first we approximate the function by a band-limited interpolant function \( p \) and then approximate its derivative by \( p' \). Again, we will show the concept in the following setting:

The domain we are working on is \([0, 2\pi]\) with a \( N \) points equispaced discretization \( t_i = \frac{2\pi}{N}, 1 \leq i \leq N \). And there are a prescribed function \( u \) defined on \([0, 2\pi]\) for which only the nodal values \( u_i = u(t_i) \) are known. We will demonstrate how we can find the
nodal value for $u'$ by spectral method.

As it is stated in [16], we first perform a Discrete Fourier Transform (DFT) on \( \{u_i\}_{i=1}^N \):

\begin{equation}
\hat{u}_k = \frac{2\pi}{N} \sum_{j=1}^{N} e^{-ikt} u_j, \; k = -\frac{N}{2} + 1, ..., \frac{N}{2},
\end{equation}

where \( k \) is the wavenumber and the reason why we only focus on the \( k \in (-\frac{N}{2}, \frac{N}{2}) \) is because of the aliasing phenomenon [16]. Then, by the inverse DFT on \( \hat{u}_k \) we recover \( u_j \):

\begin{equation}
\hat{u}_k = \frac{1}{2\pi} \sum_{k=-\frac{N}{2}+1}^{N/2} e^{ikt} \hat{u}_k, 1 \leq j \leq N
\end{equation}

to counteract the effect of \( e^{iNt/2} \) when \( k = \frac{N}{2} \) we add an additional term \( \hat{u}_{-\frac{N}{2}} = \hat{u}_{\frac{N}{2}} \) to (4.26) and replace our (4.26) by:

\begin{equation}
\hat{u}_k = \frac{1}{2\pi} \left( \sum_{k=-\frac{N}{2}}^{N/2} e^{ikt} \hat{u}_k - \hat{u}_{\frac{N}{2}} \right) 1 \leq j \leq N.
\end{equation}

Based on the above equation we have for the band-limited interpolant:

\begin{equation}
p(t) = \frac{1}{2\pi} \left( \sum_{k=-\frac{N}{2}}^{N/2} e^{ikt} \hat{u}_k - \hat{u}_{\frac{N}{2}} \right) t \in [0, 2\pi]
\end{equation}

and the idea is that we interpolate \( u \) by this \( p \) and approximate \( u'(t) \) by \( p'(t) \). But this expression for \( p \) is not easy to be put into numerical computation so we would like to find a simple expression for our interpolant \( p \). We now first interpolate a Delta function defined on \( j = 0 \):

\[ \delta_j = \begin{cases} 1, & j = 0 \\ 0, & \text{otherwise} \end{cases} \]
and by [16] the final interpolant is

\[ S_N(t) = \frac{\sin\left(\frac{Nt}{2}\right)}{N \tan\left(\frac{t}{2}\right)}, \quad (4.29) \]

noticing the fact that the discrete value \( u_i = \sum_{j=1}^{N} u_j \delta_{i-j} \). So we can rewrite \( p(t) \) in terms of \( S_N(t) \):

\[ p(t) = \sum_{j=1}^{N} u_j S_N(t - t_j). \quad (4.30) \]

This expression for \( p \) is what we applied in numerical framework. Then approximate \( u'(t_i) \) and \( u''(t_i) \) by \( p'(t_i) \) and \( p''(t_i) \) respectively:

\[ u'(t_i) \approx \sum_{j=1}^{N} u_j S'_N(t_i - t_j) \quad 1 \leq i \leq N, \]

\[ u''(t_i) \approx \sum_{j=1}^{N} u_j S''_N(t_i - t_j) \quad 1 \leq i \leq N. \quad (4.31) \]

If written in matrix form:

\[ u' \approx P_N^{(1)} \cdot u, \]

\[ u'' \approx P_N^{(2)} \cdot u \quad (4.32) \]

where \( u' = \{u'(t_i)\}_{i=1}^{N} \) and \( u'' = \{u''(t_i)\}_{i=1}^{N} \) and \( P_N^{(1)} \) and \( P_N^{(2)} \) are \( N \) by \( N \) matrix with elements:

\[ (P_N^{(1)})_{ij} = S'_N(t_i - t_j), \]

\[ (P_N^{(2)})_{ij} = S''_N(t_i - t_j). \quad (4.33) \]

These spectral differentiation matrices will be applied to obtaining the curvature of contour which will be required in subsequent developments.
4.2 Boundary Integral Equation

The Boundary Integral Equation (BIE) method transforms a $d$ dimensional problem to a $(d-1)$ dimensional problem, representing the solution by a $(d-1)$ integration. There are many different techniques which rely on BIE. In our thesis an indirect BIE technique using single-layer potential is applied to transform the 2-D Laplacian problem to the integration of some density function of a single-layer potential over the contour $C$. Thus, by solving for the density function, the solution to Laplacian problem is recovered. In the following section, we will cover the details of the BIE we used here and how we apply the BIE to the numerical solution of ($D)$ and ($A$).

Let us start with the underlining idea of indirect BIE method by single-layer potential. Suppose we have simple smooth and closed curve $S \in \mathbb{R}^2$ Denote $D_-$ and $D_+$ as the interior and exterior of $S$. If we have a harmonic function $\Phi$ defined in $\mathbb{R}^2 \setminus S$:

$$-\Delta \Phi = 0 \quad \mathbb{R}^2 \setminus S, \quad (4.34)$$

then by [19] there exists a function $\rho$ defined on $S$ such that $\Phi$ can be expressed as:

$$\Phi(x) = \oint_S \alpha(x, y) \rho(y) \, dy \quad x \in \mathbb{R}^2 \setminus S \quad (4.35)$$

This is called the single-layer potential. The $\rho(y)$ is known as density function and $\alpha(x, y) := -\frac{1}{2\pi} \ln |x - y|$ is the fundamental solution for (4.34) $\mathbb{R}^2$ [19]. In fact, for $\alpha(x, y)$ we also have another choice known as: $-\frac{1}{2\pi} \frac{\partial}{\partial n} \ln |x - y|$ with which (4.35) is called double-layer potential. But in our paper we applied the single-layer approach as it leads to a simpler formulation. Moreover, we can extend $\Phi$ from $\mathbb{R}^2/S$ to $S$. Despite the singularity of $\Phi(x)$ as $x$ approaches $y$ on $S$, since $\lim_{x \to y} \ln |x - y| = \infty$, if we define $\Phi$ as in (4.35) for $x \in S$, $\Phi(x)$ exists in Cauchy Principle Value sense and can
be given by:

$$
\Phi(x) = \lim_{\varepsilon \to 0^+} \int_{S / B(x, \varepsilon)} \alpha(x, y) \rho(y) \, dy \quad x \in S \tag{4.36}
$$

The proof of existence of $\Phi(x)$ on $S$ can be found in [19]. Here we are more interested in how we can apply (4.35) to our problem. We will demonstrate some nice properties of single-layer potential $\Phi$ which will be used in numerical implementation.

**Lemma 3.** The single-layer potential $\Phi$ defined as (4.35) over $S$ is continuous in $\mathbb{R}^2$ and we have

$$
\lim_{x \to \infty} \Phi(x) = 0, \tag{4.37}
$$

if and only if:

$$
\oint_S \rho \, ds = 0. \tag{4.38}
$$

This Lemma basically tells us that $\Phi$ vanishes at infinity if the average density $\rho$ is 0. The proof can be found in [19]. The derivative of $\Phi$ is given by the following:

**Lemma 4.** The gradient of $\Phi$ is:

$$
\nabla \Phi = -\frac{1}{2\pi} \oint_S \frac{x - y}{|x - y|^2} \rho(y) \, ds_y. \tag{4.39}
$$

This result followed by interchanging differentiation w. r. t. $x$ with integration and taking the gradient of $\alpha(x, y)$ w. r. t. $x$. However, because of the singularity of $\Phi$ on $S$ its normal derivative on $S$ is not so straightforward to express. According to [19], we have some results for $\frac{\partial \Phi}{\partial n}$.

**Lemma 5.** Let $S$ be Hölder continuously differentiable and the density function $\rho$ of single-layer potential $\Phi$ satisfies $\rho \in L^\infty(S) \cap C(S)$. For any $x \in S$, if we denote the unit outer normal vector at $x$ as $n(x)$, then
1. the one-sided normal derivative for $\Phi_-$ and $\Phi_+$ exists at $x_s$ and is given by:

$$\frac{\partial \Phi_{\pm}}{\partial n}(x) := \lim_{\varepsilon \to 0^+} n(x) \cdot \nabla \Phi (x \pm \varepsilon n(x)),$$

(4.40)

2. the jump relation holds as:

$$\frac{\partial \Phi_-(x)}{\partial n} - \frac{\partial \Phi_+(x)}{\partial n} = -\rho(x),$$

(4.41)

3. mean value of $\frac{\partial \Phi_+(x)}{\partial n}$ and $\frac{\partial \Phi_-(x)}{\partial n}$ reads:

$$\frac{1}{2} \left[ \frac{\partial \Phi_+(x)}{\partial n} + \frac{\partial \Phi_-(x)}{\partial n} \right] = -\frac{1}{2\pi} \int_S \frac{\langle n(x), x - y \rangle}{|x - y|^2} \rho(y) \, dy.$$

(4.42)

Moreover, the right hand-side of (4.42) is in fact not an improper integration. We have for its integrand [19]:

$$\lim_{y \to x} \frac{\langle n(x), x - y \rangle}{|x - y|^2} = \frac{\kappa}{2} \quad x, y \in S$$

(4.43)

where $\kappa$ is the signed curvature of $S$. Lemma 5 together with (4.43) provide us with specific techniques necessary to apply the BIE method to problems $(D)$ and $(A)$.

4.3 Numerical Implementation

Having reviewed basic material about spectral methods and BIE techniques, it is the time for us to move forward with the numerical implementation: setting up numerical scheme for our PDE systems $(D)$ and $(A)$ to get $u$ and $u^*$ and then the shape gradient $\nabla J$ defined in (3.67). It will be easy for us to first solve the direct problem $(D)$ numerically and then move on with the same strategy to $(A)$, since $(A)$ only differs
from \((D)\) in some terms of boundary conditions. Let

\[ u = u_p + u_h \]  \hspace{1cm} (4.44)

in which \(u_p\) and \(u_h\) satisfy the following system:

\[-k \Delta u_p = q(x) \quad \text{in } \Omega, \hspace{1cm} (D'1)\]

\[ \Delta u_h = 0 \quad \text{in } \Omega \setminus C, \hspace{1cm} (D'2)\]

\[ u_h \bigg|_1 = u_h \bigg|_2 \quad \text{on } C, \hspace{1cm} (D'3)\]

\[ k \left( \frac{\partial u_h}{\partial n} \bigg|_2 - \frac{\partial u_h}{\partial n} \bigg|_1 \right) = \gamma (u - u_0) \quad \text{on } C, \hspace{1cm} (D'4)\]

\[ \frac{\partial u_p}{\partial n} = -\frac{\partial u_h}{\partial n} \quad \text{on } \partial \Omega, \hspace{1cm} (D'5)\]

where \(u_h|_1 = u_h \chi_{\Omega_1}\) and \(u_h|_2 = u_h \chi_{\Omega_2}\). One can verify that \((D)\) is satisfied if we set \(u_1 = (u_p + u_h) \chi_{\Omega_1}\) and \(u_2 = (u_p + u_h) \chi_{\Omega_2}\). Thus by solving \((D')\) for \(u_p\) and \(u_h\) we can recover \(u\) according to (4.44).

From the discussion of the boundary integral techniques in section 4.2, we records that if \(u_h\) is harmonic in \(\Omega/C\), it can be given by single-layer potential:

\[ u_h(x) = -\frac{1}{2\pi} \int_C \ln |x - x_c| \mu(x_c) \, dx_c, \]  \hspace{1cm} (4.46)

in which \(\mu\) is the density function. Considering (4.41) in Lemma 5 and boundary condition \((D'4)\) the density \(\mu(x)\) satisfies:

\[ -\mu(x) = \frac{\gamma}{k} (u - u_0(x)) \quad \forall x \in C. \]
Next we plug (4.46) and (4.44) in to the above equation we have for \( \mu \)

\[
\mu(x) - \frac{\gamma}{2\pi k} \oint_C \ln |x - x_C| \mu(x_C) d x_C = \frac{\gamma}{k} (u_0 - u_1(x)) \quad \forall x \in C.
\]

Plugging (4.46) to (D′5) and combine with (4.39):

\[
\frac{\partial u_h}{\partial n} = -\frac{1}{2\pi} \oint_C \frac{\langle n, x - x_C \rangle}{|x - x_C|^2} \rho(x_C) d x_C.
\] (4.47)

So we are now at a position to transform (D′) to a system in which \( u_p(x) \) and \( \mu(x) \):

\[
k \Delta u_p = q(x) \quad x \in \Omega, \quad (4.48a)
\]

\[
\mu(x) + \frac{\gamma}{2\pi k} \oint_C \ln |x - x_C| \mu(x_C) d x_C = \frac{\gamma}{k} (u_1(x) - u_0) \quad \forall x \in C, \quad (4.48b)
\]

\[
\frac{\partial u_p}{\partial n} = -\frac{\partial u_h}{\partial n} \quad x \in \partial \Omega. \quad (4.48c)
\]

We notice that by Lemma 3 continuity of \( u_h \) across \( C \) is automatically guaranteed. we notice that the solutions \( u_p \) and \( \mu \) (equivalently, \( u_h \)) are coupled through the RHS in (4.48b) and the boundary condition (4.48c). Our next step will be to build our numerical scheme for (4.48) using spectral methods.

We assume \( \Omega = [-1, 1] \times [-1, 1] \). For some \( N \) let us build up a tensor product grid \( Tg \) with Chebyshev points in both \( x \) and \( y \) directions (this concept has been already talked about in section 4.1.1). As regards to the contour \( C \), we can parametrize \( C \) in terms of \( t \) by a map \( z : \mathbb{R} \rightarrow \mathbb{R}^2 \) such that:

\[
x = z(t) := [z_1(t), z_2(t)] \quad x \in C; \quad t \in [0, 2\pi]
\] (4.49)

We can define \( z \) such that \( ||z'(t)|| = \frac{L}{2\pi} \) where \( L \) is the total length of \( C \). This parametrization can be achieved in two steps. First define a natural (or arc Length)
parametrization such that: $\Theta : s \in [0, L] \rightarrow x \in C$. Notice that by definition we have:

$$\text{length}(C|_{[s_1, s_2]}) = |s_1 - s_2|$$

which implies $\|\Theta'(s)\| = 1$. Secondly, define a function $s(t) = \frac{Lt}{2\pi}$, $t \in [0, 2\pi]$ mapping $[0, 2\pi]$ to $[0, L]$. Then we have $\|\Theta'(t)\| = \|\Theta'(s)\|s'(t) = \frac{L}{2\pi}$. Then define $z := \Theta \circ s$.

For some $n$, let us discretize $t$ into $2n$ equispaced points as $t = [t_1, t_2, ..., t_{2n}]^T$. Thus $C$ can be discretized as

$$\hat{z} = [z_1, z_2, ...z_{2n}]^T$$

with $z_i := z(t_i)$ the complex notation of points on $C$. Notice that $|z_j - z_{j+1}| = \text{constant}$ by construction. Once these grids on $\Omega$ and $C$ are constructed we can move on to discretize (4.48) and develop MATLAB code to solve it numerically.

### 4.3.1 Discretizing Equation (4.48a)

Denote $u_p$ evaluated on tensor product grid $Tg$ as a matrix $U$ with elements $U_{ij} = u(x_i, y_j), 1 \leq i, j \leq N + 1$. Now we can reorder $U$ from the top right all the way down to the bottom left as a column vector $\tilde{U}$. This reordering is the same as what we did in the example of section 4.1.1 (see Figure 4.2). Also evaluate $q$ on $Tg$ and do the same reordering, denoting the resulting column vector as $\tilde{Q}$. Now by (4.18) the Laplacian in (4.48a) can be numerically represented in terms of the spectral differentiation matrix 4.18:

$$-k\Delta_N \cdot \tilde{U} = \tilde{Q}.$$  

(4.51)

We mention that by different ordering of $U$ the discrete Laplacian $\Delta_N$ can be different. One has to be ensure that the same ordering is used consistently in all numerical implementations.
4.3.2 Discretizing Equation (4.48b)

In the discretization of (4.48b) we have to be careful about the singularity in the line integral as \( x \to x \). Let us denote \( x \) and \( x_C \) as \( z(t) \) and \( z(t') \) so that we have:

\[
\ln |z(t) - z(t')| = \frac{1}{2} \left\{ \ln |z(t) - z(t')|^2 + \ln \left( 4 \sin^2 \frac{t - t'}{2} \right) - \ln \left( 4 \sin^2 \frac{t - t'}{2} \right) \right\}
\]

\[
= \frac{1}{2} \ln \left\{ \frac{|z(t) - z(t')|^2}{4 \sin^2 \frac{t - t'}{2}} \right\} + \frac{1}{2} \ln \left( 4 \sin^2 \frac{t - t'}{2} \right)
\]

Now we plug the above equation into the integral in (4.48b) and transform integral domain to \([0, 2\pi]\):

\[
\mu(t) + \frac{\gamma}{2\pi k} \int_{0}^{2\pi} \mu(t') \ln \left| z(t) - z(t') \right| \cdot J \cdot dt'
\]

\[
+ \frac{\gamma}{4\pi k} \int_{0}^{2\pi} \mu(t') \ln \left[ 4 \sin^2 \left( \frac{t - t'}{2} \right) \right] \cdot J \cdot dt'
\]

\[
= \frac{\gamma}{k} [u_p(z(t)) - u_0] \quad t, t' \in C,
\]

where \( J = |z'(t)| = \frac{L}{2\pi} \) and notice that \( \mu \) is also a function of \( t \). Now (I) has no singularity and (II) can be evaluated exactly using a theorem from [18]. Then we can discretize (I) and (II). Trapezoidal rule and trigonometric interpolation method are employed.

By the underlining grid \( t \) on \( C \) together with trapezoidal rule:

\[
(I) = \frac{\gamma L}{4\pi k n} \sum_{j=0}^{2n-1} \mu_j \ln \left| \frac{z_i - z_j}{2 \sin \left( \frac{t_i - t_j}{2} \right)} \right|, \text{ for each } i \in 0, 1, \ldots, 2n \quad (4.53)
\]

where \( \mu_i := \mu(t_i) \) and \( z_i := z(t_i) \) for \( i = 1, 2, \ldots, 2n \). Suppose \( K_1 \) is a \( 2n \times 2n \) matrix
such that:

\[ [K_1]_{ij} = -\frac{L}{4\pi n} \ln \left| \frac{z_i - z_j}{2 \sin \left( \frac{t_i - t_j}{2} \right)} \right|, \quad (4.54) \]

we notice that when \( i = j \), \( K_1^{(ii)} = -\frac{L}{4\pi n} \ln |z_i'| \). We can derive the matrix expression for (4.53):

\[ (I) = \frac{\gamma}{k} K_1 \cdot \tilde{\mu} \quad (4.55) \]

in which \( \tilde{\mu} := [\mu_1, \mu_2, ..., \mu_{2n}]^T \). For (II), approximate \( \mu(t') \) by trigonometric interpolation method [17]:

\[ \mu(t') = \sum_{j=1}^{2n} \mu_j L_j(t') \quad (4.56) \]

where \( L_j(t') \) are interpolation polynomials which is on a periodic domain defined as [17]:

\[ L_j(t) = \frac{1}{2n} \sin n(t - t_j) \cot \frac{t - t_j}{2}, \quad t \neq t_j. \]

Then if we define \( R^n_j(t) \) as:

\[ R^n_j(t) = -\frac{1}{n} \left\{ \sum_{m=1}^{n-1} \frac{1}{m} \cos m(t - t_j) + \frac{1}{2n} \cos n(t - t_j) \right\}, \quad (4.57) \]

(II) can be given by [17]:

\[ (II) = \frac{\gamma L}{4\pi k} \sum_{j=1}^{2n} \mu_j R^n_j(t). \]

We define a \( 2n \times 2n \) matrix \( K_2 \) as follows:

\[ [K_2]_{ij} = \frac{L}{4\pi} R^n_j(t_i), \quad (4.58) \]

then we can discretize (II) as:

\[ (II) = \frac{\gamma}{k} K_2 \cdot \tilde{\mu}. \quad (4.59) \]
As for the right hand side term of (4.52) we use a bicubic interpolation method to approximate \( u_p(x) \) on the contour \( C \): \( \exists \) a \( 2n \times (N+1)^2 \) matrix \( P \) such that \( u_p(z) = P \cdot \tilde{U} \).

Together with (4.55) and (4.59) we can obtain the discretization for (4.48b) in the following form:

\[
(\mathbb{1} + \gamma_k K_1 + \frac{\gamma_k}{k} K_2) \cdot \tilde{\mu} - \gamma k P \cdot \tilde{U} = \frac{\gamma k}{k} \tilde{U}_0 
\]

(4.60)

where \( \tilde{U}_0 \) is a column vector with all entities given by: \( u_0 \). Now we can combine (4.51) and (4.60) to obtain the matrix form of equation (4.48a) and (4.48b):

\[
\begin{pmatrix}
-\Delta_N & 0 \\
-\frac{\gamma_k}{k} P & \mathbb{1} + \frac{\gamma_k}{k} K_1 + \frac{\gamma_k}{k} K_2
\end{pmatrix}
\begin{pmatrix}
\tilde{U} \\
\tilde{\mu}
\end{pmatrix}
=
\begin{pmatrix}
\frac{1}{k} \tilde{Q} \\
\frac{\gamma_k}{k} \tilde{U}_0
\end{pmatrix}
\]

(4.61)

where \( 0 \) is a zero matrix. The next thing will be to enclose the boundary conditions on the above linear equations.

### 4.3.3 Discretization of Boundary Condition (4.48c)

Condition (4.48c) can be imposed on the boundary point by point following the same idea as we did in treating the Poisson equation with Neumann boundary conditions in section 4.1.1. Suppose we are at the boundary position \( x_0 = (-1, y_0) \) which corresponds to the \( c \)th element in the rearranged vector \( \tilde{U} \). Since we are at \( x = -1 \) we have \( \mathbf{n} = (-1, 0) \):

\[
\frac{\partial u_p}{\partial n} = -\frac{\partial u_p}{\partial x}
\]

and by (4.17) in section (4.1.1) we have for the \( \frac{\partial u_p}{\partial x} \)

\[
\tilde{U}_x = D_N^\mathbf{n} \otimes I_{N+1} \cdot \tilde{U},
\]

(4.62)

where \( \tilde{U}_x \) is a column vector of size \( (N+1)^2 \) containing the nodal values of \( \frac{\partial u_p}{\partial x} \) evaluated at the \( Tg \) by the same ordering as \( \tilde{U} \). For the \( u_h \) part in (4.48c), combining with (4.39)
in section (4.2) and \( \mathbf{n} = (-1, 0) \):

\[
- \frac{\partial u_h}{\partial n} \bigg|_{x_0} = \frac{1}{2\pi} \oint_S \frac{1 + x_c^{(1)}}{|x_0 - x_c|^2} \mu(x_c) \, dx_c
\]

by \((x_0^c - x_c) \cdot \mathbf{n} = 1 + x_c^{(1)}\) where \(x_c^{(1)}\) is the first component of \(x_c\). We transform the above integral to \([0, 2\pi]\) and apply trapezoidal rule on the grid \(t\):

\[
- \frac{\partial u_h}{\partial n} \bigg|_{x_0^c} \approx \frac{L}{4\pi n} \sum_{j=1}^{2n} \frac{1 + z_j^{(1)}}{|x_0 - z_j|} \mu_j
\]

\[= \mathbf{b}^{(c)} \cdot \tilde{\mu}, \quad (4.63)\]

where \(z_j^{(1)}\) is the first component of \(z_j\) and \(\mathbf{b}^{(c)}\) is a row vector with entities given by

\[
\mathbf{b}_j^{(c)} = \frac{L}{4\pi n} \frac{1 + z_j^{(1)}}{|x_0 - z_j|}, \quad 1 \leq j \leq 2n
\]

Now by (4.62) and (4.63) at the \(c\)th position we have:

\[
-(D_N^a \otimes I_{N+1})_c \cdot \tilde{U} + \mathbf{b}^{(c)} \cdot \tilde{\mu} = 0 \quad (4.64)
\]

where \(-(D_N^a \otimes I_{N+1})_c\) is the \(c\)th row of \(D_N^a \otimes I_{N+1}\). To impose the boundary condition at \(x_0^c\) we just have to replace the \(c\)th row of \(\Delta_N\) in (4.61) with \(-(D_N^a \otimes I_{N+1})_c\) and the \(c\)th row of zero matrix \(\mathbf{0}\) as \(\mathbf{b}^{(c)}\). For points other than \(x_0^c\) we can impose the corresponding boundary condition in the same way and finally our resulting numerical scheme for (4.48) is:

\[
\begin{pmatrix}
-\Delta_N' & \mathbb{B} \\
-\frac{1}{k} \mathbb{P} & \mathbb{I} + \frac{1}{k} \mathbb{K}_1 + \frac{2}{k} \mathbb{K}_2
\end{pmatrix}
\begin{pmatrix}
\tilde{U} \\
\tilde{\mu}
\end{pmatrix}
= \begin{pmatrix}
\frac{1}{k} \tilde{Q}' \\
\frac{2}{k} \tilde{U}_0
\end{pmatrix} \quad (4.65)
\]
in which \( \Delta'_N, B \) and \( \tilde{Q}' \) are \( \Delta_N, 0 \) and \( \tilde{Q} \) in ((4.61)) respectively after imposing the boundary conditions. Thus we can solve for \( \tilde{U} \) and \( \tilde{\mu} \) and then reconstruct our solution \( u_h \) by (4.46) using trapezoidal rule and \( u \) by \( u = u_p + u_h \).

This is how we solve for \( (D) \), and for the adjoint system \( (A) \) we apply the same strategy but with different right-hand side:

\[
\begin{pmatrix}
-\Delta'_N & B \\
-\frac{2}{k}P & I + \frac{2}{k}K_1 + \frac{2}{k}K_2
\end{pmatrix}
\begin{pmatrix}
\tilde{U}^* \\
\tilde{\mu}^*
\end{pmatrix}
= \begin{pmatrix}
\frac{1}{k} \tilde{Q}^* \\
0
\end{pmatrix}
\tag{4.66}
\]

where \( \tilde{U}^* \) and \( \tilde{\mu}^* \) are \( u_p^* \) and \( \mu^* \) for the adjoint PDE \( (A) \) respectively, \( \tilde{Q}^* \) is the reordering of \( (u - \overline{u}) \chi_{A_i}, i = 1, 2 \) evaluated on the grid \( T_g \) after imposing boundary conditions of \( (A) \), \( u \) is the solution of the PDE system \( (D) \).

4.3.4 Normal Derivatives on \( C \) and Curvature

The outer normal derivatives \( \frac{\partial u_i}{\partial n} \) and \( \frac{\partial u^*_i}{\partial n} \) are applied in representing shape gradient \( \nabla_{L^2} J \) in (3.67) together with \( \nabla_{L^2} J_L \) in (3.68). Here we give a brief idea on their derivation. According to (4.41) and (4.42) for \( \frac{\partial u_h^-}{\partial n} \) and \( \frac{\partial u_h^+}{\partial n} \) on \( C \) we have:

\[
\frac{\partial u_h^+(x)}{\partial n} - \frac{\partial u_h^-(x)}{\partial n} = -\mu(x)
\tag{4.67a}
\]

\[
\frac{1}{2} \left[ \frac{\partial u_h^+(x)}{\partial n} + \frac{\partial u_h^-(x)}{\partial n} \right] = -\frac{1}{2\pi} \int_C \frac{\langle n(n(x), x - x_C) >}{|x - x_C|^2} \mu(x_C) \, dx_C
\tag{4.67b}
\]

which can be solved for \( \frac{\partial u_h^-}{\partial n} \) and \( \frac{\partial u_h^+}{\partial n} \). Then \( \frac{\partial u_p^-}{\partial n} \) on \( C \) can be evaluated through a spline interpolation of \( \nabla u_p \) on tensor product grid \( (T_g) \). In detail, by section (4.1.1) we have \( (\tilde{U}_x, \tilde{U}_y) \approx (I_{N+1} \otimes D_N \tilde{U}, D_N \otimes I_{N+1} \tilde{U}) \). A spline interpolation will give us \( \nabla u_p \) on
\( C \), then \( \frac{\partial u_p}{\partial n} = \nabla u_p \cdot n \). Then \( \frac{\partial u_1}{\partial n} \) and \( \frac{\partial u^*_1}{\partial n} \) can be recovered as:

\[
\frac{\partial u_1}{\partial n} = \frac{\partial u^-_h}{\partial n} + \frac{\partial u_p}{\partial n}, \\
\frac{\partial u^*_1}{\partial n} = \frac{\partial u^+_h}{\partial n} + \frac{\partial u_p}{\partial n},
\]

noticing that \( u_p \in C^2(\Omega) \) so that \( \frac{\partial u^-_p}{\partial n} = \frac{\partial u^+_p}{\partial n} \). For the evaluation of \( \frac{\partial u^*_1}{\partial n} \) and \( \frac{\partial u^*_2}{\partial n} \) it follows the same idea.

The signed curvature \( \kappa \) is given by:

\[
\kappa = \frac{z_1'z_2'' - z_2'z_1''}{(z_1'^2 + z_2'^2)^{3/2}}
\]

if we parametrize \( C \) as \((z_1(t), z_2(t))\). All the derivatives on \( C \) are computed by spectral method on periodic grid (see section 4.1.3).

### 4.3.5 Sobolev Gradients and Evaluation of Cost Functional

After solving the PDE system \((D)\) and adjoint PDE system \((A)\), and then obtaining the normal derivative \( \frac{\partial u_1}{\partial n} \) and \( \frac{\partial u^*_1}{\partial n} \), we can now give \( \nabla L^2 J \) on \( C \) according to (3.67). Numerically we have a set of nodal values for \( \nabla L^2 J \) defined on the discrete grid of \( C \) (4.50). But this \( L^2 \) gradient does not guarantee any thing about smoothness. Through preconditioning, we can obtain an \( H^1 \) gradient (see section 3.3.4) \( \nabla H^1 J \) in Sobolev space which satisfies the following PDE:

\[
(1 - l^2 \partial_s^2) \nabla H^1 J = \nabla L^2 J \quad s \in [0, L],
\]

Periodic Boundary Conditions,

\[
(4.70a)
\]

where \( l \) is called a Sobolev coefficient here which controls the smoothness of \( \nabla H^1 J \), \( s \) is the curvilinear coordinate and \( L \) is the total length of contour \( C \). For (4.70) with
periodic boundary conditions, its solution can be given with high accuracy by Fourier analysis. We first perform the Fourier transformation on both sides of (4.70a) then we have:

$$\hat{(1 - l^2 \xi^2)} \hat{\nabla H}^1 J = \hat{\nabla L^2 J}$$

(4.71)

in which $\xi$ is the frequency or wavenumber, $\hat{\nabla H}^1 J$ and $\hat{\nabla L^2 J}$ are the Fourier transformation of $\nabla H^1 J$ and $\nabla L^2 J$ respectively. Then

$$\hat{\nabla H}^1 J = \hat{\nabla L^2 J} / (1 - l^2 \xi^2).$$

Here $(1 - l^2 \xi^2)$ is the preconditioner. At last an inverse Fourier transformation is performed on $\hat{\nabla H^1 J}$ to recover $\nabla H^1 J$. In the numerical implementation FFT is applied for its good balance between accuracy and efficiency. The Sobolev gradient for $\nabla H^1 J_L$ is obtained in the same way.

For the cost functional defined as (2.5) the Clenshaw-Curtis Quadrature is applied. In detail, since it is a 2D integration, we first do the integration in one direction and then integrate in the other direction. With each direction we applied the Clenshaw-Curtis Quadrature.

### 4.4 Optimization Algorithm

#### 4.4.1 Optimal Step $\sigma_m$

The contour $C^{(m+1)}$ at step $(m+1)$ is upgraded based on $C^{(m)}$, shape gradient $\nabla J(C^{(m)})$ and optimal step $\sigma_m$ such that:

$$C^{(m+1)} = C^{(m)} - \sigma_m \nabla J(C^{(m)}) \quad m = 0, 1, \ldots$$

(4.72)
where the optimal step $\sigma_m$ is computed via line-minimization approach (Brent’s method). Basically speaking $\sigma_m$ is chosen so that we ensure a cost functional $J(C^{(m+1)})$ for the next step as small as possible:

$$\sigma_m = \arg\min_{\sigma > 0} \{ J(C^{(m)}) - \sigma \nabla J(C^{(m)}) \}. \quad (4.73)$$

Note that $\nabla J(C^{(m)})$ can be replaced by the conjugate gradient.

The Brent’s method is a 1D minimization algorithm aiming at finding the local minima or maxima of a function. It combines the golden section search method and polynomial interpolation. If the function is parabolic near its minima, we evaluate the function at three points and then interpolate the function using a parabola. The next-stage bracket point is approximated by the minima of the parabolic interpolant. Otherwise, if the function is not parabolic, we will perform the golden section search. Thus Brent’s method is efficient for parabolic type function. For our problem we can take a wild guess that the cost functional on stage $(m + 1)$ which is given by:

$$J(C^{(m+1)}) := J(C^{(m)}, \sigma_m) \quad (4.74)$$

has a parabolic structure in $\sigma_m$ if $C^{(m)}$ is fixed, since by intuition too large or too small step $\sigma_m$ will either result in little change in the functional $J$ or an increase in $J$. Thus it is reasonable to apply the Brent’s method in the evaluation of $\sigma_m$.

### 4.4.2 Optimization Algorithm

Now we can propose our optimization algorithm where Polak-Ribi`re conjugate gradient [10] is applied. In order to ensure us in the descending direction we use the descent gradient instead of the conjugate gradient every tenth step. After each update on contour $C$ we discretize it again to ensure the points are equispaced. Figure 4.3 is
the flow-chart where TOL is the tolerant number we applied for the stopping criteria.
setup \( C^{(0)}; m = 0; \)
Solve \((D)\) and \((A)\) on \( C^{(m)} \);

Calculate \( \nabla^{L^2} J^{(m)} \) and then \( \nabla^{H^1} J^{(m)} \);
Set \( p^{(m)} = -\nabla^{H^1} J^{(m)} \);

\[
\frac{J(c^{(m)}) - J(c^{(m+1)})}{J(c^{(m)})} \leq TOL? \]

no

get \( \sigma_m \) by line-minimization;
\( C^{(m+1)} = C^{(m)} + \sigma_m p^{(m)} \);
Solve \((D)\) and \((A)\) on \( C^{(m+1)} \);

check termination condition

Calculate \( \nabla^{L^2} J^{(m+1)} \) and then \( \nabla^{H^1} J^{(m+1)} \)

\[
\beta_{m+1} = \frac{[\nabla^{H^1} J^{(m+1)}]^T (\nabla^{H^1} J^{(m+1)} - \nabla^{H^1} J^{(m)})}{\|\nabla^{H^1} J^{(m)}\|^2};
\]
Set \( \beta^+_{m+1} = \text{argmax}(\beta_{m+1}, 0) \);

Set \( p^{(m+1)} = -\nabla^{H^1} J^{(m+1)} + \beta^+_{m+1} p^{(m)} \);
\( m = m + 1; \)

Figure 4.3: Flow-chart of optimization algorithm
Chapter 5

Results

In this chapter we will discuss the results from the numerical scheme. First we will talk about the validation of our numerical solver for PDE systems (\(D\)) and (\(A\)). Secondly, a \(\kappa\)-test aiming to validate our \(L^2\) shape gradient \(\nabla^L J\) is performed. Last, we will show some sample results of our optimization algorithm for different settings. Here for all the results, we set \(\Omega = [-1, 1] \times [-1, 1]\), \(k = 1\), \(\gamma = 5\), \(u_0 = 10\), \(2n\) equispaced points on the contour and Chebyshev grid \((N + 1)^2\).

5.1 Validation of Solvers for the Direct Problem (\(D\)) and Adjoint Problem (\(A\))

After setting up the numerical scheme for PDE (\(D\)) and (\(A\)), it is time for us to run a couple of tests to see if our numerical method is valid. We plotted intermediate results \(\mu, u_p, u_h\) for different resolutions and fixed \(q, \bar{u}\). Here are the settings: heat sources
and desired temperature distribution are:

\[ q = 50 - 15x^2 - 15(y - \frac{1}{2})^2 \quad (x, y) \in \Omega, \]
\[ \bar{u} = 15 + \sin(4x - 1)\cos(4y - 1) \quad (x, y) \in \Omega, \]

and our contour is a circle centred at (0.1, 0.1) with a radius 0.55 thus a total length of \( L \approx 3.454 \). We plot \( \mu \) versus the arc length coordinate \( s \), \( u_p \) for \( y = 0 \), \( u_h \) for \( y = 0 \) and \( u \) for \( y = 0 \). Different resolutions \((n = 30, N = 30), (n = 60, N = 60)\) and \((n = 120, N = 120)\) are applied for each plot. Density function \( \mu \) and \( u_p \) are solved based on equation (4.65), \( u_h \) is solved according to (4.46) and \( u = u_p + u_h \). The results are shown in Figure 5.1. Figures (a), (c), (e) and (g) of 5.1 demonstrate the density function \( \mu \), \( u_p \) at \( y = 0 \), \( u_h \) at \( y = 0 \) and temperature \( u \) at \( y = 0 \) respectively, for different resolutions. In addition, to see the convergence property we also plot the zoomed-in data for \( \mu \), \( u_p \) at \( y = 0 \), \( u_h \) at \( y = 0 \) and \( u \) at \( y = 0 \) as in Figures (b), (d), (f) and (h). We can see as we increase the resolution, the result for \( \mu \), \( u_p \), \( u_h \) and \( u \) converges, thus we have confidence to say that the numerical scheme we set up for (D) is valid.

For the PDE (A) we set \( A = \Omega \) and use the solution \( u \) we get from PDE (D), then \( \mu^*, u_p^*, u_h^* \) and \( u^* \) for adjoint system (A) are shown in Figure 5.2. Figures (a), (c), (e) and (g) in 5.2 are \( \mu^*, u_p^* \) at \( y = 0 \), \( u_h^* \) at \( y = 0 \) and \( u^* \) at \( y = 0 \) respectively. While Figures (b), (d), (f) and (h) contains the closing view of \( \mu^*, u_p^* \) at \( y = 0 \), \( u_h^* \) at \( y = 0 \) and \( u^* \) at \( y = 0 \). It also shows a convergence behaviour for the solutions of adjoint PDE (A) as we increase the resolution.
Figure 5.1: Solution $\mu$, $u_p$, $u_h$, and $u$ from PDE system $(D)$ obtained using different resolutions indicated on insets.
Figure 5.2: $\mu^*$, $u_p^*$, $u_h^*$ and $u^*$ from PDE system ($\mathcal{A}$) obtained using different resolutions indicated on insets.
5.2 Validation of the Cost Functional Gradient

In this section we will validate our $L^2$ shape gradient $\nabla^{L^2} J$ and $\nabla^{L^2} J_L$ using the so-called $\kappa$-test. We have already derived formula (3.67) for $\nabla^{L^2} J$ (see Chapter 3) as an expression in terms of $u$ and $u^*$ which can be obtained by solving the direct PDE ($D$) and adjoint PDE ($A$). By Riesz Representation theorem [13], for any perturbation $\zeta$ on the contour $C$:

$$J'(C; \zeta) = \int_C \nabla^{L^2} J \zeta dC,$$

where on the right-hand side is the directional derivative w. r. t. shape $C$ in the direction $\zeta$. In addition, by $\varepsilon$-definition

$$J'(C; \zeta) = \lim_{\varepsilon \to 0} \frac{J(C + \varepsilon \zeta) - J(C)}{\varepsilon}.$$

Define

$$J_\varepsilon'(C; \zeta) := \frac{J(C + \varepsilon \zeta) - J(C)}{\varepsilon},$$

so that the $\kappa$-test can be constructed as follows:

$$\kappa(\varepsilon) := \frac{J_\varepsilon'(C; \zeta)}{\int_C \nabla^{L^2} J \zeta dC}.$$

Then we build up a set of $\varepsilon$ with an appropriate range and plot $\kappa(\varepsilon)$ for every $\varepsilon$. Since for extremely small $\varepsilon$ the round-off error occurs and for large $\varepsilon$, $J_\varepsilon'(C; \zeta)$ is a poor estimator for $J'(C; \zeta)$, if our $\nabla^{L^2} J$ is evaluated correctly, then for the plot we will have $\kappa \approx 1$ for intermediate values of $\varepsilon$ and $\kappa$ deviating from 1 for small and large $\varepsilon$. Thus, we can test if we have a valid result for shape gradient $\nabla^{L^2} J$. In the following we will conduct five $\kappa$-tests for different cases shown in Table 5.1.
<table>
<thead>
<tr>
<th>κ-test</th>
<th>Cost gradient</th>
<th>Contour C</th>
<th>Perturbations</th>
<th>Resolution (N, n)</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\nabla J$</td>
<td>$C_0$</td>
<td>$\zeta_1$, $\zeta_2$, $\zeta_3$ and $\zeta_4$</td>
<td>(50, 50), (100, 100), (80, 300)</td>
<td>$\Omega$</td>
</tr>
<tr>
<td>2</td>
<td>$\nabla J$</td>
<td>$C_1$, $C_2$, $C_3$ and $C_4$</td>
<td>$\zeta_1$</td>
<td>(50, 50), (80, 100), (80, 200), (80, 300), (80, 400)</td>
<td>$\Omega$</td>
</tr>
<tr>
<td>3</td>
<td>$\nabla L^2 J$</td>
<td>$C_0$</td>
<td>$\zeta_1$, $\zeta_2$, $\zeta_3$ and $\zeta_4$</td>
<td>(50, 50), (100, 100), (80, 300)</td>
<td>$\Omega$</td>
</tr>
<tr>
<td>4</td>
<td>$\nabla L^2 J$</td>
<td>$C_1$, $C_2$, $C_3$ and $C_4$</td>
<td>$\zeta_1$</td>
<td>(50, 50), (80, 100), (80, 200), (80, 300), (80, 400)</td>
<td>$\Omega$</td>
</tr>
<tr>
<td>5</td>
<td>$\nabla J$</td>
<td>$C_0$</td>
<td>$\zeta_1$</td>
<td>(50, 50), (80, 100), (80, 200), (80, 300), (80, 400)</td>
<td>$\Lambda$</td>
</tr>
</tbody>
</table>

Table 5.1: Settings for different κ-tests

Here are a few comments about Table 5.1. The first column is the shape gradient we want to approximate. The second column is the cooling contour we applied with different contours $C_0$, $C_1$, $C_2$, $C_3$, and $C_4$ shown in Figure 5.3. where $C_0$ is a circle of radius 0.4 centred at $(0.1, -0.1)$, $C_1$ is a circle of radius 0.2 centred at $(0.4, -0.4)$, $C_2$ is an ellipse with major diameter of 0.6 and a minor diameter of 0.4 centred at $(0, 0)$, $C_3$ is a shape parametrized by:

$$ x(t) = 0.4(1 + 0.1 \cos(3t)) \cos(t) + 0.1, $$
$$ y(t) = 0.4(1 + 0.1 \cos(3t)) \sin(t) + 0.1, $$

and $C_4$ is parametrized by:

$$ x(t) = 0.4(1 + 0.1 \cos(4t)) \cos(t) + 0.1, $$
$$ y(t) = 0.4(1 + 0.1 \cos(4t)) \sin(t) + 0.1. $$
Figure 5.3: Five different initial contours applied in the $\kappa$-test.

The third column is all the perturbations applied with

$$\zeta_j(t) = \sin(jt) \quad j \in [1, 2, 3, 4].$$  \hspace{1cm} (5.4)

The forth column is the resolutions applied for different cases where we use a tensor produc grid of size $(N + 1)^2$ for the domain and $2n$ equispaced points for the contour. The fifth column is the subdomain of our interest where $\Omega = [-1, 1] \times [-1, 1]$ and $A = [-0.5, 1] \times [-1, 0]$. Instead plotting $\kappa(\varepsilon)$ directly we use the quanity: $\log_{10}|\kappa - 1|$ from which accuracy of the $\kappa$-test can be determined in terms of significant digits. For
all the tests the heat sources and desired temperature are given by:

\[ q(x, y) = 50 - 15x^2 - 15(y - 0.5)^2 \]
\[ \bar{u}(x, y) = 15 + \sin(4x - 1) \cos(4y - 1) \]

Result of \( \kappa \)-test 1 are shown in Figure 5.4. We can see for different perturbation our \( \kappa \) stay very close to 1 and thus the \( L^2 \) shape gradient \( \nabla L^2 J \) is evaluated accurately. Moreover, as we increase the resolution, we have a better estimate for \( \nabla L^2 J \).

Results of \( \kappa \)-test 2 are shown in Figure 5.5. We can see that \( \kappa \) is closed to 1 in some region for all the cases and deviate from 1 for either too large or too small \( \varepsilon \). In addition, for some cases we can have a very high accuracy (up to 4 digits) for the
$L^2$ shape gradient as it is show in Figure 5.5(a) and the accuracy increases as we use more grid points in the discretization of coils.

After adding the length constraint, we perform the same $\kappa$-test for $\nabla L^2 J_L$ as we did for $\nabla L^2 J$ in $\kappa$-test 1 and $\kappa$-test 2. The results of these tests also show the validation of $\nabla L^2 J_L$ (see the following $\kappa$-test 3 and 4). Results for $\kappa$-test 3 are in Figure 5.6 and results for $\kappa$-test 4 are in Figure 5.7.

Now we set our subdomain $A = [-0.5, 1] \times [-1, 0]$, and the remaining settings are the same as $\kappa$-test 1. We can see that $\kappa$-test succeed for the subdomain $A$ as it is showed in the Figure 5.8. Finally we conclude that the validation tests exhibit the anticipated results with refinement of resolution resulting in increased accuracy of the gradient.
Figure 5.6: $\kappa$-test 3, $\log_{10}|\kappa - 1|$ for $\nabla J_L$ with 4 different perturbations.

Figure 5.7: $\kappa$-test 4, $\log_{10}|\kappa - 1|$ for $\nabla J_L$ with 4 different initial contours.
Figure 5.8: $\kappa$-test 5 for subdomain $A$; $\zeta_i$ and $C_0$ is applied
5.3 Optimization Results

The success of the $\kappa$-test provides us with the confidence in the gradients $\nabla J$, thus we could move forward to implement our optimization algorithm. In this section, we tested several cases with a variety of heat sources $q$ and desired temperatures $\bar{u}$, both without and with the length constraint. Table 5.2 shows the settings for different cases.

<table>
<thead>
<tr>
<th>CASE</th>
<th>$q$</th>
<th>$\bar{u}$</th>
<th>$N$</th>
<th>$n$</th>
<th>$\alpha$</th>
<th>$l$</th>
<th>$L$</th>
<th>$C^{(0)}$</th>
<th>$A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$q_1$</td>
<td>$\bar{u}_1$</td>
<td>50</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>$C_1^{(0)}$</td>
<td>$\Omega$</td>
</tr>
<tr>
<td>2</td>
<td>$q_2$</td>
<td>$\bar{u}_2$</td>
<td>50</td>
<td>100</td>
<td>0</td>
<td>0.3</td>
<td>-</td>
<td>$C_2^{(0)}$</td>
<td>$\Omega$</td>
</tr>
<tr>
<td>3</td>
<td>$q_1$</td>
<td>$\bar{u}_3$</td>
<td>50</td>
<td>100</td>
<td>0</td>
<td>0.1</td>
<td>-</td>
<td>$C_3^{(0)}$</td>
<td>$\Omega$</td>
</tr>
<tr>
<td>4</td>
<td>$q_1$</td>
<td>$\bar{u}_4$</td>
<td>50</td>
<td>100</td>
<td>0</td>
<td>0.1</td>
<td>-</td>
<td>$C_4^{(0)}$</td>
<td>$\Omega$</td>
</tr>
<tr>
<td>5</td>
<td>$q_3$</td>
<td>$\bar{u}_4$</td>
<td>50</td>
<td>100</td>
<td>0</td>
<td>0.1</td>
<td>-</td>
<td>$C_2^{(0)}$</td>
<td>$[-0.5,1] \times [-0.5,1]$</td>
</tr>
<tr>
<td>6</td>
<td>$q_1$</td>
<td>$\bar{u}_4$</td>
<td>50</td>
<td>100</td>
<td>0</td>
<td>0.1</td>
<td>-</td>
<td>$C_2^{(0)}$, $C_4^{(0)}$, and $C_5^{(0)}$</td>
<td>$\Omega$</td>
</tr>
<tr>
<td>7</td>
<td>$q_1$</td>
<td>$\bar{u}_4$</td>
<td>50</td>
<td>100</td>
<td>0</td>
<td>0.3</td>
<td>-</td>
<td>$C_6^{(0)}$</td>
<td>$\Omega$</td>
</tr>
<tr>
<td>8</td>
<td>$q_3$</td>
<td>$\bar{u}_4$</td>
<td>50</td>
<td>100</td>
<td>1,10,10$^2$,10$^3$</td>
<td>0.1</td>
<td>6</td>
<td>$C_6^{(0)}$</td>
<td>$\Omega$</td>
</tr>
<tr>
<td>9</td>
<td>$q_1$</td>
<td>$\bar{u}_4$</td>
<td>50</td>
<td>100</td>
<td>10$^2$</td>
<td>0.1</td>
<td>3</td>
<td>$C_2^{(0)}$</td>
<td>$[-0.5,1] \times [-0.05,1]$</td>
</tr>
</tbody>
</table>

Table 5.2: Settings for different optimization cases

In Table 5.2, the second column is the heat sources $q$ with:

$$q_1(x,y) = 50 - 15x^2 - 15\left(y - \frac{1}{2}\right)^2 \quad (x,y) \in \Omega$$

$$q_2(x,y) = 50 + 50 \sin \left(\frac{3\pi x}{2} + \frac{3\pi}{2}\right) \cos \left(\frac{3\pi y}{2} + \pi\right) \quad (x,y) \in \Omega$$

(5.5)

and $q_3(x,y)$ are obtained from the real world temperature data in [20], see Figure 5.9 for the contour of heat sources. The third column is desired temperature distribution
with:

\[ \overline{u}_1(x, y) = 15 + \sin(4x - 1) \cos(4y - 1) \quad (x, y) \in \Omega \]

\[ \overline{u}_2(x, y) = 20 - \sin(x - 1) \sin(y - 1) \quad (x, y) \in \Omega \]

\[ \overline{u}_4(x, y) = 15 + \sin \left( \frac{3\pi x}{2} + \frac{3\pi y}{2} \right) \cos \left( \frac{3\pi y}{2} + \pi \right) \quad (x, y) \in \Omega \]

(5.6)

\[ \overline{u}_4(x, y) = 15 + \sin(2\pi x + \pi) \cos \left( 2\pi y + \frac{\pi}{2} \right) \quad (x, y) \in \Omega \]

and the plot for all desired temperature \( \overline{u} \) is in Figure 5.10. The 4th column is resolution for the domain \( \Omega \) which is understood as the size \((N + 1) \times (N + 1)\) of the Chebyshev grid and the 5th column is resolution for contour \( C \) which is understood as the size \( 2n \) of equispaced grid on the contour. The 6th column \( \alpha \) is the weight for length constraint (see 3.13) and the 6th column is the Sobolev coefficient \( l \) (see 3.3.4). The 7th column is the total length \( L \) where for the case without length constraint we denote with ‘-’. The 8th column is the contour we used as the “initial guess” where \( C_1^{(0)}, C_2^{(0)}, C_3^{(0)}, C_4^{(0)}, C_5^{(0)} \) and \( C_6^{(0)} \) are shown as in Figure 5.11. The last column is the domain of interest \( A \) over which the cost functional is defined. In Figure 5.12(d) to 5.17(d) and 5.22(f) showing evolution of the contour during optimization iterations, we use blue dashed curve for the initial contour, black thin curve for the evolution and red wide curve for the final contour.
Figure 5.10: Contour of desired temperatures \( \bar{u}_1 \), \( \bar{u}_2 \), \( \bar{u}_3 \) and \( \bar{u}_4 \)

Figure 5.11: Initial contours applied for different cases
CASE 1 Here we applied the $L^2$ shape gradient and we can observe the non-smoothness occurs in the evolution of contour $C$ in Figure 5.12(d). Figure 5.12(c) shows the evolution of cost functional at each iteration and we can observe a decrease from $10^3$ to 1. Figure 5.12(e) shows the temperature distribution for the initial contour and Figure 5.12(f) for the final contour, both with black curve denoting the cooling contour. Comparing the final temperature with our target $\overline{u}$ in Figure 5.10(a) we could observe some similarity.

CASE 2 Here we applied the Sobolev shape gradient, compared with CASE 1 using $L^2$ shape gradient the evolution of contour is much more smooth (Figure 5.13(d)). The functional $J$ also has a $10^2$ scale decrease (Figure 5.13(c)).

CASE 3 In this case we applied a heat sources $q_1$ which has a low variation across the domain and a desired temperature $\overline{u}_3$ with a relatively high variation. And our method is also adaptive to this case as it is shown in Figure 5.14(d) with another final contour obtained. The cost functional decreases from around $10^2$ to a scale around 1 in Figure 5.14(c). The final temperature is shown in Figure 5.14(f).

CASE 4 Here we applied a target $\overline{u}_4$ with a higher spatial variation compared with $\overline{u}_3$. We can see the final temperature distribution in Figure 5.15(f) after 30 iterations where the overall pattern matches $\overline{u}_4$.

CASE 5 In this case we applied a more or less coarse heat sources obtained from [20] and representing the actual heating in a battery cell. We can see that for $\overline{u}_4$ the final shape of the contour is more complicated in order to catch the pattern of target temperature (Figure 5.16(d)). For the final temperature (Figure 5.16(f)) we can see the high temperature along main diagonal direction and low temperature along the antidiagonal direction, which behaves the way $\overline{u}_3$ does. So far the above tests demonstrate the adaptivity of our method with respect to different heat sources $q$ and $\overline{u}$. 83
CASE 6 Here our subdomain of interest is $A = [-0.5, 1] \times [-0.5, 1]$ and we could see the evolution of contour $C$ in Figure 5.17(d) showing that all the contours move upwards, ignoring the left and down part of $\Omega$. Thus only the optimization in subdomain $A$ is performed. We can also observe the matching pattern between the final temperature in Figure 5.17(f) and $\bar{u}_4$ only in the subdomain $A$. The functional is also minimized as in Figure 5.17(c).

CASE 7 In this test we applied different initial contours with $C_3^{(0)}$ (dashed dot curve), $C_4^{(0)}$ (dashed curve) and $C_5^{(0)}$ (solid curve) in Figure 5.18(c). Figure 5.18(d) shows the final curves for $C_3^{(0)}$, $C_4^{(0)}$ and $C_5^{(0)}$. We can see for different initial contours our final contour can be different. This is possible since our optimization algorithm is designed to find the local minimum thus the optimal result may vary with different starting point. Also the decreasing rate for cost functional varies for different initial contour we applied as it is shown in Figure 5.18(e). In Figure 5.19 are the plots for temperature distributions on initial contour and final contour based on different starting contour $C^{(0)}$.

CASE 8 Here we obtain results with length constraint $L = 6$ for different $\alpha$ setting at 1, 10, $10^2$ and $10^3$. Figure 5.20(a) shows the cost functional with respect to different $\alpha$. We can see that when $\alpha$ is large there is little improvement on our cost functional. That is because we have a high penalty on length for large $\alpha$. Figure 5.20(b) shows the evolution of cost functional $\mathcal{J}$, the part without considering the length constraint. We can see at some points the functional goes up since it is not the functional we are minimizing. Figure 5.20(c) is the evolution for the length penalty and Figure 5.20(d) shows different final contours we got for variety of $\alpha$. Because of high $\alpha$ we can not make too much improvement on the contour. Figure 5.20(e) shows the evolution of contour’s length in which for high value of $\alpha$ the length of contour stay around the prescribed length 6. Figure 5.20(f) is the initial temperature distribution and in Figure 5.21 are the
final temperature distributions corresponding to different $\alpha$’s.

CASE 9 In this case we used the subdomain $A = [-0.5, 1] \times [-0.5, 1]$ in an optimization problem with a length constraint. The control variable for length constraint $\alpha = 100$. Figure 5.22(c), 5.22(d) and 5.22(e) are the evolution for cost functional $J_L$, $J$ and length penalty. Because of the $\alpha$ fact our cost functional have only a limited decrease. Also the improvement on our contour is limited as in Figure 5.22(f). Figure 5.22(h) shows the temperature distribution on the final contour.
Figure 5.12: Optimization results for CASE 1 when $L^2$ shape gradient is applied; Heat sources is $q_1$ and desired temperature is $\mathbf{u}_1$.86
Figure 5.13: Optimization results for CASE 2 when $q_2$ and $\bar{u}_2$ are applied.
Figure 5.14: Optimization results for CASE 3 when $q_1$ and $\bar{u}_3$ are applied.
Figure 5.15: Optimization results for CASE 4 when $q_1$ and $\bar{u}_4$ are applied.
Figure 5.16: Optimization results for CASE 5 when $q_3$ [20] and $\pi_4$ are applied.
Figure 5.17: Optimization results for CASE 6 when subdomain of interest is $[-\frac{1}{2}, 1] \times [-\frac{1}{2}, 1]$; $q_1$ and $u_4$ are applied.
Figure 5.18: Optimization results for CASE 7 when different initial contours are applied; heat sources is $q_1$ and desired temperature is $\overline{u}_4$. 
Figure 5.19: Initial and final temperatures for CASE 7 when $C_3^{(0)}$, $C_4^{(0)}$ and $C_5^{(0)}$ are applied (the grid corresponds to cell pattern of $\bar{u}_4$).
Figure 5.20: Optimization results for CASE 8 when different \( \alpha \)'s are applied; heat sources is \( q_3 \) and desired temperature is \( \bar{u}_4 \).
Figure 5.21: Final temperatures for $\alpha = 1$, $\alpha = 10$, $\alpha = 10^2$, $\alpha = 10^2$ in CASE 8 (the grid corresponds to cell pattern of $\overline{\mathbf{u}}_4$).
Figure 5.22: Optimization results for CASE 9 when subdomain of interest is $[-\frac{1}{2}, 1] \times [-\frac{1}{2}, 1]$ and $\alpha = 100$; heat sources is $q_1$ and desired temperature is $\mathbf{u}_4$. 
Chapter 6

Conclusion and Future Work

This work is motivated by the optimal design of the liquid coolant system used in today’s HEV battery pack. We introduced a 2D steady-state heat conduction governing system to model the heat transfer process in the battery pack. The battery pack was modelled by a 2D isolated square domain with some prescribed heat sources representing the battery heating. The coolant channel was simplified to a 1D close coil with constant temperature and thus no liquid flow was considered in the mathematical model. The problem is to find the shape of the coolant channel such that the temperature on some region is close to a given temperature distribution. To do so, a cost functional measuring the difference between the real and desired temperature over a certain region of interest was proposed in the least square sense. A PDE-constrained optimization was formulated and an optimal condition based on shape-differential calculus was introduced. The governing model was solved computationally using a combination of spectral method and boundary integral techniques. Whereas the optimal shape of coil was found along the conjugate gradient which is based on the shape gradient of cost functional w. r. t the shape of coil. The shape gradient of our functional is obtained by adjoint analysis and shape-differential calculus. Then we performed the validation for the solution of our governing model and adjoint system. By $\kappa$-test the
validation of our shape gradient was also confirmed. Finally, the optimization results based on different settings were presented.

Using the validation in section 5.1 we could see that our proposed approach of combining spectral methods and boundary integral techniques works well in solving the direct PDE system \((D)\) and the adjoint PDE system \((A)\). By increasing the resolution for both the domain and contour we can obtain a high accuracy result.

The \(\kappa\)-test for shape gradient evaluation also provided us with confidence in our adjoint-based shape gradient. Because the resolution can be a key factor affecting the accuracy of the gradient, we believe that by using a dense grid an accurate shape gradient can be obtained.

The optimal results in section 5.3 show that when different combinations of heat sources \(q\) and desired temperatures \(\bar{u}\) are present, the optimal shape of coil \(\tilde{C}\) is not clear by intuition. Moreover, our obtained optimal shapes \(\tilde{C}\) lead to a reasonably small difference between the desired temperatures distribution and actual temperatures distribution in some chosen subdomain A. For the optimal results, we can have different local minimum depending on the choice of initial contour. In the present of length constraint, the change of contour is limited thus the optimal result is not that promising compared with free-constraint result. In addition, the algorithm is not adaptive to very large selection of contour length \(L\) since the probability of twisting can be high if we have a long contour packed into a finite domain.

For the future improvement, we will consider multiple channels with endings on the boundary of domain instead of single channel with a shape of closed curve. Moreover, we will incorporate convection by modelling the actual liquid flow in the channel.
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